The article describes how the structure of AI systems is formed through an incoming image in nonlinear dynamic systems. The main steps of a new approach to solve the problem of image recognition, as well as its strengths and limitation are presented. An example of the use of a chaotic dynamic system to solve a clustering problem is shown.

As today there is a large number of problem solving methods in various fields. Many methods are heuristic-based and it is not always clear which type of problem is best solved by a method, and what parameters will yield the best result for a given problem.

When solving any problem, the question arises of the best method to use in order to find a solution which satisfies the initial requirements. The classic approach is decomposition (usually functional decomposition) of the initial problem into sub problems and finding the best methods for each sub problem. Often, the researchers use only well-known methods or previously tested methods. In that case, there is a random component in the choice of methods from a large number of many possible ones.

Because of this the second way to solve this task is the development of AI systems which pick the methods and the parameters which are best for solving a certain problem. Searching and application take place instead of developing new AI system in those cases when required AI systems exist for a subject area. These systems fall into three main categories:

- multi-level automatic system with an expert at the highest level (advisory systems);
- a group of methods which solve problems by a majority rule;
- universal methods (the results will be less accurate than specialized methods).

One of the main problem is when developing AI systems is ensuring that the system is sophisticated enough for what needs to be solved.
Such systems should be able to recognize both simple and sophisticated images, coming closer to the abilities of the biological counterparts.

One of the possible ways of solving this dilemma is using multi-level systems for making decisions which would include a preliminary assessment of the problem. Usually the higher level is automated, but not completely automatic and requires an expert. Advisory systems allow increasing in the number of possible methods to be considered in addition to those which the developer already knows when trying to find a solution. Also such systems allow us to take into account of the accumulated knowledge about the features of each method, and based on task input data and the requirements for the solution. It can give recommendations about the best method and optimum settings. However, the final decision depends on the expert developer.

Due to the complexity of formal representation of the selecting process the optimal method for solving a problem, we should offer somewhat redundant but fairly effective approach. It can help to create a system which would include most suitable methods, their use for solving the problem, and subsequent selection of the best solution by some quality criteria or majority rule [14]. For example, the systems of decision rule committees in the theory of pattern recognition and the formal algebra of events used on the set of these rules, designed by Yi. Zhuravlev [14].

The other design approach which scientists from different fields carried out is the creation of a fairly universal method of solving the problem. Such a method would be suitable for a large number of conditions for solving the problem. Also the method would be insensitive to the deviation of the actual data from the data embedded a priori in the method. Such an approach generates methods that are universal and they give the results close to the optimal solution on average. In this case, the quality of the solution may be much lower than potentially achievable. This is applied to the main indicators of quality, such as the probability of the correct solution, the accuracy of the solution, as well as to the secondary indicators — complexity, cost of memory and time consumed. The difficulty of finding a suitable method, as well as developing a general method lies in the fact that the complexity of the method (and therefore the structure used) has to be adequate for solving the problem given. It would seem that the more complex the method, the wider the range of problems it can solve. However, simple problems, when solved by a complex method, often produce unsatisfactory results. Figuratively speaking, the additional degrees of freedom in the method, being unaffected by the input data, generate errors. This can be most clearly demonstrated on a neural network with an excessive number of elements for solving a simple problem. Instead of learning, with subsequent generalization the network does not produce patterns. It simply stores the input examples, and completely repeats the features of the training examples, which may be related not to the features of the input space, but to the peculiarities of measurement and acquisition of data. As a result, incorrect results are obtained from the test data (or even worse, when the network is already in use).

Consider ways to ensure adequate structural complexity:

1) principle of adjustment (development) of the structure (method) for a particular problem;
2) synergic governance principles;
3) principle of minimum description length.

In the first case the development of the neural network for a specific application is assumed, and thus the adequacy of the structure complexity and problem complexity is ensured [7]. To implement this method, developed by A. Galushkin, one must pass the priori information to the primary and secondary optimization functions, which are then used to determine the adequacy of the structure.

A. Kolesnikov has developed a whole theory of synergistic control [10, 11], with maximum use of the dynamics features of the object being controlled during development for «nonviolent» control and maximum use of the object’s own dynamics to achieve a certain goal (subspace, trajectory or point) [10, 11]. By using this approach, it is assured that the control system and control object are of adequate complexity. Similar to the first principle of adjusting to the problem is the principle of minimum
description length, (proposed by A. Potapov) illustrated in detail for image recognition tasks [13]. To compare methods of problem-solving, a metric is created which corresponds to the length of the description of the method which can be used to solve the problem and thus the method with a minimum value of the metric is selected.

Analysis of the main existing approaches leads to the idea of a new approach that would combine all three principles to ensure the adequacy of the system structure [7] for the complexity of the problem. An approach which will be proposed is based on the assumption that the complexity of the system can be controlled by its response to dynamic changes in the input image directly. For this purpose, one can use a dynamic self-organizing system, which is sensitive to changes in input data and interpretation of the structure of the system and, accordingly, its complexity. It must involve the concepts of the dynamic system complexity and the complexity of the attractor.

By structural complexity in this case we mean not only the complexity of connections in the system itself, but also the complexity of the generated image in the phase space (attractor), which reflects the dynamics of the system and hence the complexity of the task.

Chaotic Dynamics – New Opportunities to Solve Complex Problems

Trend analysis of the mathematical apparatus of the static and dynamic point of view also leads to the idea of using a highly sensitive-to-changes-in-the-input space nonlinear dynamic systems for the development of intelligent systems. It contains in its dynamics all the possible problem solutions, simple as well as complex. And unlike the artificial construction of a universal approach, there is a universal system that organizes itself, adjusts to the solution.

Mathematical methods of nonlinear dynamics and chaos can be regarded as the next stage in the development of mathematical methods. There is a tendency to shift from deterministic to statistical models with more complexity, to chaotic, which can be deterministic but due to nonlinearity. A large number of elements lead to complex and often unpredictable behavior.

Fig. 1 is a schematic representation of development stages of the mathematical apparatus in terms of the complexity of methods, models and objects which can be described based on them. The convention of these steps is that it does not take into account the time for the models to come into existence. Many of them were offered long ago, but due to the lack of suitable computational tools for modelling at the time, they could not be applied, but now these models are quite popular.

The development of mathematical methods and models from the point of view of a logic device (focus on static, the left column of Fig. 1) can be represented as follows. In the beginning
there was classical logic which operated with clear numbers and precise sets. Largely this is why classical computational architectures require exact and specific input of the source data when performing calculations. It is impossible to do where some complex and hard to formalize problems exist.

A significant breakthrough in the field of information processing and overcoming linguistic uncertainty was the introduction of the concept of «fuzzy sets» and development of the theory of fuzzy logic. Now it is possible to perform operations simultaneously at a certain interval. The element on which the operations are performed is now an interval instead of a single point.

Further development of the theory of fuzzy sets and fuzzy logic is in some sense going via the extensive path: finding fuzzy sets of the second type, which are in reality «interval on an interval», increasing the dimension, etc. This, of course, enhances the capabilities of devices which deal with complexly organized and uncertain data, but, nevertheless, it is not as effective as the transition from a number of intervals.

One can observe the mathematical apparatus becoming more and more complex from the point of view of dynamic models when looking at the example of attractors attracting sets of dynamic systems as they become more complex (right column of Fig. 1). Firstly, models of systems the dynamics of which converge to the set of individual points of attraction in the phase space (point attractor), then to the set of closed trajectories (attractor type: limit cycle, torus), and finally to the set of trajectories that define a location in the phase space in the form of an infinite number of changing states (chaotic attractors).

For static models, the next level of generalization, in order to extend the ability of making calculations simultaneously on a whole set of possible solutions, is also modelling with a chaotic attractor.

When looking at the trends in neural networks, we realize the necessity of using the capacity of chaotic dynamic systems for solving problems of AI and accomplishing related tasks (e. g. coding and information transfer). The functioning of the dynamic neural network with an irregular structure makes it possible to form a solution on the boundary of ordered-chaos, which corresponds to a variety of different structures of the output space, extremes of which are ordered dynamics (cycle) and turbulent dynamics (lack of structure in general).

This is the next step in the development of the neural network structure, as in this case, not only the weights of the network are adjusted, but a collective solution is found by a set of nonlinear elements of the same type, each one having unstable dynamics, but as a whole, under the influence of the input data, they form a stable dynamic system.

**Control of the Structural Complexity of the System**

Control of chaos is often associated with the task of suppressing chaotic oscillations — the shift of the system to a stable periodic motion, or to a state of equilibrium. In a broad sense, it is the transformation of the chaotic behavior of the system into regular behavior or chaotic, but with different properties.

The challenges arising from the chaos control problem are much different from the traditional problems of automatic control [1, 2]. Instead of classic control goals, such as bringing the trajectory of the system to a set point or to a given movement, soft goals are set to chaos control: creating modes with partially specified properties, qualitative change in the phase portrait of the system, synchronization of chaotic oscillations and others. Unlike traditional control operations, in physical application of chaos theory the focus is not on finding the most effective way of achieving goals, but on researching the fundamental possibility of achieving it, on determining a class of possible movements by the controlled physical system [1, 2].

Study of the dynamics of ensembles consisting of a large number of nonlinear elements, is one of the main trends in the theory of nonlinear oscillations and waves. The main factor in the dynamics of ensembles of oscillating systems, which leads to an ordered-time behavior, is the synchronization of the ensemble elements. Numerous studies show that space-distributed random vibrating systems have many beneficial properties. In some of them self-synchronization occurs with specific parameters of...
the system. By self-synchronization we mean the process which contains identical elements of the system, each of which is characterized by chaotic dynamics. It can be initialized in various ways, over time, and starts to oscillate synchronously without outside influence.

In the presence of external influence on the nonlinear dynamic system, we get a response that reflects both the external conditions of the problem and the input signals which characterize the problem being solved. With this approach instead of creating a model for solving the problem, the target setting is given — a required outcome of solving the problem and it is believed that the solution is not unique. In any case in the form of presentation it forms a variety, which can be interpreted as the only solution, or as a set of basic solutions.

Instead of the usual representation of the original problem to be solved as a set of functions for subsequent use or for splitting the system into separate parts, in the synergetic approach the synthesis and study are performed on the system as a whole. Changing the state of a particular element system may not affect the state of the system as a whole, however, the joint dynamics of all the elements defines a unique state of a macroscopic system. This state of the system will be the solution of the problem [3, 4].

Namely this, the occurrence of synchronization (collective behavior), allows living systems to adapt, learn, and extract information in real time to solve computationally complex problems (due to distributed information processing). Many elements with complex dynamics produce efficient computing [8, 9].

A computing device that implements the proposed approach can be a set of asynchronous models of dynamic systems that interact with each other and combine properties such as being hybrid and asynchronous, having clusters (no rigid centralization and dynamic clustering of related models), and being stochastic [8, 9]. O. Granichin developed a computational model for such a device that is based on the following set of basic parameters [8]:

- set of computational primitives (dynamic models $H$ with parameters from the set $Q$);
- memory $X$ — total space of states of all models;
- feed $S$ — dynamic graph with a finite bit string $s$ of whether to include the models at certain nodes;
- program $G$ — the rules given by graph $S$ are the rules (or goals) for «switches» of the tape and model parameters when the pair $(x, q)$ appears at one of the «active» nodes in the switching set $J$;
- cycle — the time interval between successive switches;
- breakpoint set $T$.

One can speak of a generalization of a Turing machine [8] which can be represented as a chain of interrelated components $< A, H, Q, q, q_0, X, x_0, S, s, s_0, J, G, T >$ where $A$ is the set of models (computational primitives); $H$ — the evolution operator; $Q$ — the set of states (parameter values); $X$ — the memory; $S$ — the generic tape (graph); $J$ — the set of switching; $G$ — the program (goals); $T$ — the breakpoint set. The main stages in the use of complex modes of operation of chaotic systems to solve practical problems can be represented by the following sequence.

The initial state is given and the goal is defined — to reach a certain state. It is assumed that the goal can be achieved by navigating through a trajectory that passes near one of the attractors. Then the system is started and the input signals corresponding to the task are given to it. After a transition process the system goes into an attractor. Searching takes place for a trajectory which is accessible using a small perturbation of the system and is close enough to pass next to the desired point or sequence of points which corresponds to the desired state of the system. If such a path is not found, random input is fed into the system in order to jump to another attractor until the goal is achieved.

The Chaotic Neural Network — Example of a Structure and Dynamics Determined by Input Images

In chaotic dynamics under the influence of external perturbation structures are produced, and it may initially include the entire set of possible options. Chaotic systems allow us to go to the next level of aggregation in the concept of computing process and perform the calculations simultaneously on a whole set of possibilities. This set will be shaped by external
signals, thus providing an adequate complexity. In many ways, this is similar to the principles used in quantum computing, which contains the entire set of solutions until the answer is found.

We want to consider a relatively simple and clear example of the use of external images to form the structure of a system. We present the use of various metrics based on the input data for the calculation of the connection matrix in the chaotic neural network (CNN) [5, 6]. It is capable of solving the clustering problem only on the basis of input data without any additional and prior information about task.

A feature of this oscillatory neural network is chaotic dynamics of individual neurons outputs, and mutual, independent on the initial conditions, self-clusterization. For the use of CNN it allows to solve problems with minimal prior clustering information concerning the objects to be sorted into clusters. One can draw an analogy between the formation of functional and logical structures on CNN with self-generated functional clusters of activity in the brain to solve different problems.

CNN is a one-layer recurrent network in which the elements are connected to «each other» without having any connection back to «themselves»:

\[
y_i(t + 1) = \frac{1}{C_i} \sum_{j \neq i} w_{ij} f(y_j(t)), \quad t = 1...T, \tag{1}
\]

\[
f(y(t)) = 1 - 2y^2(t), \tag{2}
\]

\[
w_{ij} = \exp(-|x_i - x_j|^2 / 2a^2), \tag{3}
\]

where \(C_i = \sum_{j \neq i} w_{ij}, i, j = 1, N \) is the scaling constant, computed by the algorithm presented in [5, 6]; \(w_{ij}\) is the connection strength (weight vector) between neurons \(i\) and \(j\); \(N\) is the number of neurons, which is equal to the number of points in the input image, represented in the form of \(X = (x_1, x_2, ..., x_m)\); \(m\) is the dimension of the image space; \(T\) is the simulation time. As shown in [5], for nonlinear transformation \(f(y(t))\) one can use any mapping that generates chaotic oscillations, however, a logistic mapping (2) is preferred.

The training of CNN consists of assigning weight vectors, which are based on the ratio of the input image (3) and uniquely determine the field, which acts on all the neural networks. As this field is not uniform, the analysis and resolution of the difference equations system (1) are much more difficult.

Study of the dynamics of ensembles of systems consisting of a large number of nonlinear elements is one of the main directions of development of nonlinear oscillations and waves theory. The main factor in the dynamics of ensembles of oscillating systems, which leads to ordered space-time behavior of the ensemble, is the synchronization of the elements [12].

Analysis of the different images dynamics for CNN (input structures, reflecting the impact of external environment on the system) with the same system parameters allows one to see the varying «music» of vibrations at each of the clusters formed in the system. In Fig. 2, you can clearly distinguish ensembles of elements, the character of the output oscillations is very different, and allows one to talk about the existence of self-generated clusters system and the availability of fragmentary synchronization [5]. With this synchronization the instantaneous outputs of neurons belonging to the same cluster do not match either in amplitude or phase and do not have a fixed phase shift between any two sequences. By cluster fragmentation synchronization we mean synchronization in the sense that each cluster is characterized by a unique «melody» of vibrations, encoded in the temporal sequence of output values of neurons. The proposed method for detection of cluster synchronization is described in detail in [5, 6] and it is based on an analysis of the relative remoteness of the instantaneous output values of each neurons pairs in a varying time interval.

The difficulty of using chaos and developing chaos logic also reflects in the fact that the term «chaos» defines several fundamentally different modes of the system. To separate the useful chaos from the rest, the expression «determinate chaos» has come about. The word «determinate» was introduced to highlight the repeatability of the experiments, and therefore we should make the calculations with it, and we need to have the possibility of its application.

The need to address increasingly complex problems, and the opportunities that are
provided when using synergistic principles of analysis and synthesis, leads to the idea that for the complex challenges that have manifested emergent properties, the more effective approach is the holistic analysis as a whole, without division. This is not a departure from functional decomposition, but a significant addition to it, since during fragmentation of the system we often lose the uniqueness associated with system patterns.

Thus, we propose a general approach to solving different tasks – by reducing the original problem to a control problem, an optimization problem, or a problem of pattern recognition. This approach is similar to the neural network approach in the part, where problems of different types are reduced to the same type of problem and solvable by homogeneous network structures. In this approach, the complexity of the method (and the system to implement it) will be adequate to the complexity of the problem being solved just as it is in the formal synthesis theory of neural network structure through functions of primary and secondary optimization [7]. On the other hand when using a single approach it is possible to combine operations easily. For example, for information systems it is the perception and storage, and actual processing of information. From association to storage and subsequent recognition, this is consistent with current ideas on how living systems solve problems.
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