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In this paper we have considered the problem of message routes evaluation in the dynamic network of
mobile subscribers. The network of mobile objects is represented by a graph with the time-varying structure.
The search of the optimal route at any given time has polynomial complexity. As a solution, we suggest the
logical-probabilistic method to build estimates of the routes. This method allows obtaining an analytical
expression of the message delivery probability function for a s-connected graph with the given dimension. In
this case, the time of searching for an optimal route can be considered as a constant.

FUNCTION OF MESSAGE DELIVERY PROBABILITY; MOBILE OBJECT; DYNAMIC SYSTEM;
ROUTE MESSAGING; LOGICAL-PROBABILISTIC METHOD; MESH-NETWORK.

PaccmoTtpeHa 3amava IMOCTPOEHMST OLIEHKM MaplIpyTOB Iepelayd COOOIICHU B TMHAMMYECKON CEeTH
MOOWJIBHEIX a00HEHTOB. CeTh MOOMIILHBIX OOBEKTOB IpeacTaBlicHa rpadoM, CTPYKTypa KOTOPOTO MEHSIET-
cs Bo BpeMeHHU. [Torck onTUManibHOTO MapuipyTa nepefadyu NaHHBIX B MPOU3BOJBHBI MOMEHT BpeMEHU
TPeOyeT MOJTMHOMMAIBHOTO BpeMeHU. [Jig pellieHns 3TOM MPOOIeMBI TIPEIIOKEHO CTPOUTDH OLIEHKU, WC-
MOJIb3YSl JIOTMKO-BEPOSITHOCTHBIN METO/, TO3BOJISTIOIINI TTOIYYNTh aHAIUTUIECKOE BhIpaKeHUe DYHKIIUU
BEPOSITHOCTU JIOCTABKM COOOIIEHMST JJIST S-CBSI3aHHOTO Tpacda 3agaHHOW pa3MepHoOCTH. B aTtom cirydae
BpeMsI IIOCTPOCHUSI ONTUMAJIBHOTO MaplIpyTa MOXHO CYMTaTh KOHCTAHTHBIM.

®YHKILNSI BEPOITHOCTU JOCTABKM COOBIIEHU; MOBUJBHBIN OBBEKT; IVUHA-
MUWNYECKAS CUCTEMA; MAPIIPYT IMEPEJAYU COOBIIEHWN; TOTUKO-BEPOATHOCTHBIN
METO/; MESH-CETH.

Introduction of service in the cloud-oriented environment
is determined by reliability of the third party
hardware equipment and the size of the coverage
area of cellular networks.

As a prospective trend in the development
of information network in the areas with
unstable signal reception is usually considered
as a mobile self-organizing local network of

At the present time, more and more attention
is paid to research problems of building a
cloud-oriented mesh-network of vehicles. The
continuous improvement of data transmission
assets, network equipment, internetworking
methods and cloud services access methods allow
defining new tasks of providing information  yehicles with the access to cloud environment.
services to mobile networks subscribers. A [j this model the exchange of messages between
special interest is given to the problems of  {he vehicle and the cloud can be routed by
improving the quality of messaging between  different paths, then the set of vehicles on
traffic networks participants in the areas with  the road is presented by wireless LAN with
low-quality network coverage [1]. varying topology, with a variable number of

Messaging between a vehicle and cloud  points which can communicate with the cloud
environment is supplied via dedicated channel,  environment. Currently, wireless messaging
which is organized with the support of methods are supported by various techniques
telematics hardware equipment [2]. The quality  such as: Wi-Fi (802.11bg), mesh (802.11s),
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DSRC, LTE4G), UMTS(3G), which are
implemented in vehicle’s on-board hardware
equipment [3].

The probability of delivering messages using
these technologies may vary significantly at any
given moment depending on repeaters location,
terrain properties, intensity of data exchange
and the amount of data.

Thus, at time 7, there arises the problem
of choosing the optimal route between two
messaging nodes.

Mobile objects connected with each other
at the time 7, and using the same connection
technology build a dynamic network. The
network configuration and reliability changes
over time.

It is necessary to develop a formal criterion
for the well-grounded choice of the best data
path at the time moment 7;. In this paper, the
probability of message delivery is considered as
such a criterion.

Problem Analysis

The dynamic network of mobile objects can
be represented as a graph G(U,L), where U,
is a mobile object, L; is communication chan-
nels between mobile objects. Each data trans-
mission technology determines a subnet, i. e.
G,, is the subgraph G, c G(U, L). Set F(G,)
as a function of the probability of message de-
livery, defined on the subgraph G,. T, is the
time of the message transmission. In this case,
the problem will be: at the time moment 7;
determine max{F(Gm)},m =1l...n

The feature of the problem formulation is
the restriction on the computation time F, as
the dynamics of changing parameters G, is
high.

Similar problems have been solved in the
works of Floyd, Dijkstra, Levit, which represent
fundamental research methods to build routes
on graphs. In the work presented Dijkstra's
algorithms [4] to find the shortest distance from
one of the nodes to another, the complexity of
the algorithm in the worst case is O(n*). The
Floyd—Warshall algorithm [5] has complexity
O(n’), and Levit’s algorithm [5], which is
a modified version of the Bellman—Ford
algorithm, in the worst case has exponential
complexity. However, in practice, the algorithms
show good results, with logarithmic complexity

O(M log N), where N is the set of nodes and
M is the set of edges between nodes. These
approaches show good results for the routing
problems on the networks with low dynamics
changes of connected nodes, examples of
software implementation for such algorithms are
dynamic routing protocols: OSPF and IS-IS. At
the same time, their implementation in our task
does not provide a solution to linear or constant
time. Algorithms to find the shortest path on the
graph belong to the class P, and are related to
the problems with polynomial complexity. This
complexity is due to the necessity to recalculate
all routes in the graph, whose structure changes
at the time moment 7.

The current state of the problem solution: the
logical-probabilistic calculus allows connecting
Boolean algebra [6] with the operation of the
circuit, and network data transmission systems.
This allows moving away from the use of
classical routing algorithms on graphs and turn
to recalculating with the notation of logical
variables and probability functions that ensure a
quick evaluation form to submit transmission at
a constant time in a prearranged structure [7].

Assessment of Message Delivery Reliability
by Using a Logical-probabilistic Method

The logical-probabilistic method is to use a
mixed form of the probability function (MFPF)
[8], which describes in a compact form the
set of conditional probabilities. It takes into
account the conditions of the event in the form
of logical variables and functions in terms of
the degree of event probability.

The logical-probabilistic method (LPM)
is originally designed to work with static
structures where communication between
nodes in the graph is given in terms of the
problem, in this structure only communication
channels state changes. In order to turn to a
dynamic system and to ensure the constant
time route calculation the authors propose to
introduce dummy nodes, which will manage
the appearance and disappearance of vehicles
(nodes) at the particular time 7;. Then a LPM
calculation formula could be drawn for the
case of the maximum number of nodes (upper
limit), and the performance of channels in
fictitious nodes until the actual occurrence of
the node .
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Fig. 1. s-connected oriented structure
Consider the application of the logical- For every node the priority links
probabilistic method to build estimates of are defined: ki, ki, ..., ki, ,,(k > s),
message delivery probability from vehicle A, ki, ki, ..., ki, ,(k <s). Assume for defini-

to A at the specified time moment 7; into the
network with incomplete notifying the node of
the network status [9].

The graph structure: the vehicle network
is represented as a directed acyclic graph.
In this graph, each node is represented as a
switching center and receiving messages, i. €.
each message can be transmitted to the n-th
destination, if it exists, or a direct path to the
destination, or by constructing a chain of hops
on workable channels. An example of such a
graph is shown in Fig. 1.

The condition of the working system is
defined as follows: the system works, if there is
at least one workable route from node nto 1. In
its turn, the route is operational, if all its nodes
and links between nodes are operational.

Introduce the following notation:

R, — probability of the k-th node
availability;
C,, — probability of link availability

between k-th and s-th nodes;

n — number of nodes in the graph (net-
work);

s — number of links between nodes in the
graph (network);

/. — logical function of the successful link
between nodes;

ki,, — number of the link priority, which
is given by the availability coefficient for the
k -th link;

P, — total probability of the k-th link
availability;

x, — logical variable of the k-th node avail-
ability;

X, ., —logical variable of the link availability
between k£ —1 and k-th nodes;

0O, — probability of the k-th node failure;

L, , — probability of the link failure between
k-th and s-th nodes.
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teness, the transmission is over the commu-
nication channel is working properly in the
direction of the lowest numbered node. Then
the priority links for all routes from node & to 1
looks like (k,k—s),(k,k—s+1), ..., (k,k-1)
when k>s and (k,1),(k,2), ..., (k,k-1)
when (k < s).

The condition of the network with incom-
plete input data about elements corresponds to
the uncertainty of the status of all nodes and links
in route, by which the message is transmitted. In
the case of failure of one or more elements of
the route, the message will be lost.

The logical-probabilistic method to estimate
the probability of the message delivery from
node k to node 1, consists of two stages:

1. Building the logical function of a successful
connection between nodes k-th and 1.

2. Building a total probability formula of a
successful connection between nodes k-th and 1.

The second stage is realized by the
substitution method of logical variables and
MFPF building.

Look at the first stage [8].

Find the calculation formula for the
probability R, of the message delivery from
k-th node. Define f, as the logical function
of a successful connection between nodes k
and 1. Then f, is realized in the form of the
recurrence relation:

S =% (o i v x}c,k—s(xk,k—ﬁlf}c—ﬁl V...
-V x;(,k—s (xk,k—2-f;c—2 Vv x}c,k—zxk,k—lf;cfl)"'))’ (1
s+1<k<nn>s,
when 7 is the number of nodes in the graph,
x, is the logical variable of the availability
k-th node, x, is the logical variable which

shows an inoperable state of the k-th node.
The logical function f, reflects all numerous
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routes to deliver a message in a s-connected
oriented graph. For example, the expression
XX s Jis 18 interpreted as sending a message
through a node using the route X, and the
recurrence relation logical function w1th the
value f,_. If the route x;, fails, the next
route — x,, ., will be used and the recursive
function calculated for the next value is f, _,,.
In the case of 2 < k < s, the function will be
as follows:

fe=x (i v x;c,l(xk,zfz 4

Vv x;c,k—3(xk,k—2f}c—2 v xllc,k—2xk,k—l‘f;c—1)"'))’ (2)
2<k<s.

Look at the second stage.

By the orthogonality of the terms in 1
and 2, substitution variables can be carried
out in each term separately. MFPF takes the
following form:

PEOCf s fo)=R(1- Likksx "
k=1 i-k+s
+ > [1L..,0 Lf:{,.)),s+l <k<n-lI;
i=k-s+1 j=1
POy f) = R(1= L], +
k=1i-1 _ 3)
2 [Tl (- LI 25 k< s;
=2 j=1

when P is the estimated value for the total
probability message delivery from n-th node to 1;
0O, — the probability of the k-th node failure;
R, — the probability of availability k-th node;
L., — the probability of the route failure
between k-th and k—s-th nodes; C,, , — the
probability of the availability route between
k-th and k—s-th nodes.

Similarly, the substitution is carried out for
each term of expression 3. It is convenient to
start the substitution in functions with a small
number of k. After the substitution, we obtain
an expression for the total probability of the
message delivery from k-th node to 1. According
to 3 for any numbers k < s we obtain:

P =R(C,, A+ L ,(PC,+ L,(C P+

4)
+ot Ly G B
Similarly for & > s:
Pk=R(Ckk S‘P +kas (5)

XCpssir By + oot Ly 5G4 B))-

Thus, knowing the vector of probabilities of
availability R and C,,, we can calculate the
probability of the message delivery from k-th
node to 1 for each channel technology. For m
available channels by different technologies it is
easy to get m values of the probability message
delivery, and the computational complexity of
the calculation will be no higher than the linear
one.

Example of Calculating the Probability
of Message Delivery

Consider the example of calculating the
probability of message delivery between k-th
nodes with two different channel technologies
a, b i=1..k on each node. Transmitters
of each technology are combined in isolated
networks A and B. In this case, the function for
calculating the probability is used as a decision
in the route selection process of transmitting
messages between nodes through the network
A or B. Let each network be defined by the
fully connected topology, which presented in
Fig. 2.

The calculation example for the first
four nodes is shown below in (6), (7). The
calculation of the elements to the k-th element
is carried out according to the MFPF formula
(4) recurrently substituting the corresponding
k—1 states.

This formula evaluation is based on formula
(1) and (2). Later the logical function of
successful communication between nodes for
each of the two channels becomes:

Jo(B, = 1) = x, (X3, %5 v X /) v X4 X)),

Jo = x50 fs v X0 fy v X4 10D

Fig. 2. Network topology example for different channel technologies
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S = X300 15 v x3310),
5= x(x, 1), (6)
S =x.

For example, for the first four nodes MFPF
takes the following form:

P, = RR,R,
P, = RR (R, + Ly Ry, R R, ),
P, =RR(R, + L,R,R R, + 0
+Ly Ry Ry(Ryy + Ly Ry Ry R, ).

The obtained values P, are the probability of
the message delivery through channels 4 B. For
the k-th node the following form is recurrently
calculated from formula (4).

To calculate the numerical value of the
message delivery probability through the
channel a, it is required to set the vector
probabilities of availability nodes and links of
communication network 4 — vector R, = {r",
Ll Y and vector S, ={r!, .., 4,
L L2 <i <k, 1< j<k-1. For
the channel technology b state of nodes
and links B are determined by the values
of wvectors: R, ={r’,r’,rk, ..., r’} and
SB = {pfa tee ng’ng’pflapgapfl:pfl}' The pro-
bability of availability nodes and links set in
the range: 0<r <1 and 0<r, <1 channels
for both networks technologies.

After all the substitution to R,, S, and
R,, S, obtain the values P and P?’.

The higher of the two values P, for networks
A and B determine the channel a or b node r,
on which the message will be transmitted.

Conclusion

The search for the optimal route of
transferring data during a limited time
interval is a key problem to implementing a
cloud-oriented mobile mesh-network [2, 3].
The logical-probabilistic method of building
the evaluation of messaging routes allows
shortening the time needed to calculate
the probability of delivering a message over
the given channel and define the best route
of delivering the message at any moment
[10]. The strength of such an approach is in
the ability to find an analytic solution in a
common case with the incomplete input data
about the network elements condition. This
paper includes an example with the calculation
of probability of the message delivery for the
network of the fully connected acyclic graph.
The presented example demonstrates the
solution to the problem of searching for a
new route in the case of data transfer session
interruption when the transmission time is
longer than networking the lifetime, which is
important when transmitting a large amount
of data by high-level protocols.
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