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Abstract. The paper investigates the results of student grade history reports from
the Moodle platform. Students are clustered according to their academic performance;
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Annomauyus. B cTathe WCCIEAYIOTCS pE3yNIbTaThl OTYETOB [0 HCTOPUU
ycrneBaeMocTH ydamniuxcs ¢ iatdopmbl Moodle. TIpoBoauTcs kimactepusalisi CTYIEHTOB
B COOTBETCTBHHU C WX YCIIEBAEMOCTHIO; HA OCHOBE CaMOW OOJIBIION TPYIITBI YYAITUXCS,
BBITIONHSETCS KIacTepu3alus 3aJaHuii B COOTBETCTBUU C YPOBHEM CIOXKHOCTH. J[is
KaXI0ro 3agaHvd Kypca BbBIIMOJIHACTCA IIOUCK IIOXO0XKHUX OT3BIBOB IIPEIIOAaBaTCIIA.
Ha ocHoBe wux aHanu3a [darOTCS PEKOMEHIALMU 10 JAJIbHEHIIEMY  YIYUYILICHHIO
yCIIEBaEMOCTH CTYICHTOB.

Kniouesvie cnoea. ananu3 [aHHBIX, IUCTAHIIMOHHOE OOydYeHHUE, akaJeMUYecKas
yCIIEBaeMOCTb, KJIaCTepHU3aIHs, MOJIETh TayccoBoi cmecH, TF-IDF, kocunycHoe cxoncTBO.
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Introduction

Most of the courses at Peter the Great St. Petersburg Polytechnic Univer-
sity have been taught for many years using the Moodle platform for mixed and
distance learning. The platform provides a space for professors and students to
work together. There are various features available in Moodle to track student
progress.

The accumulated database of professors’ feedback on the solutions of
students' tasks can be used to analyze the improvement of students' academic
performance. Improving academic performance is beneficial to both students
and professors. Students will be able to better assimilate the teaching material,
and professors will improve the quality of teaching and education.

The goal is to investigate the feedbacks to the tasks on the courses of
the distance learning system to improve student academic performance.

The relevance lies in the fact that the analyzed courses belong to
the mandatory part of the educational programmes. One of the courses belongs
to the basic part of the bachelor’s degree program and the second highlights
the basic knowledge necessary for mastering the subsequent courses of
the professional retraining program. Therefore, it is important for students to
raise their academic performance in these subjects.

Tasks were set to research feedback texts of two courses over several
years and give recommendations for each course to improve academic per-
formance.

1. Analysis of courses

1.1. Analyzed courses

Two courses were chosen to analyze students’ academic performance:
“Mathematical logic for part-time students” and “DEV-DB. Database Basics
for programmers (PostgreSQL)” on the Moodle platform.

The course “Mathematical Logic for part-time students” is taught for
bachelors of the “Applied Information Science” at the Higher School of Intel-
ligent Systems and Supercomputer Technologies and belongs to the basic part
of the professional cycle of general mathematical and natural science disci-
plines of the curriculum. The course lasts a semester, there is data for analysis
for the last 3 years.

The course “DEV-DB. Database Basics for Programmers (PostgreSQL)”
Is taught at a professional retraining course at the Higher Engineering School
and lasts 5 weeks. There are data for analysis for the last year.

In these courses, students are not limited in the number of attempts
to pass assignments and can improve their grades. Therefore, in this case, it is
possible to track progress by the number of attempts.
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1.2. Dataset preprocessing

Each course in Moodle has grade history report, which contains the pro-
fessor’s feedback history. And these reports will be used in this paper for data
analysis.

To start with, the datasets should be preprocessed. Rows that do not have
grader should be deleted. Only tasks will be analyzed, there is no need to in-
clude tests.

1.3. Clustering of students

To begin with, the students of each course should be divided into clusters
according to academic performance.

The Gaussian mixture model (GMM) was chosen for clustering, since the
traditional K-Means algorithm has some limitations [3]. For example, K-
Means creates only circular clusters, does not provide probabilistic estimates
of whether points belong to clusters, does not take into account cluster vari-
ance, relies on distance and ignores the distribution of each cluster. And the
Gaussian mixture model studies the distribution and provides better clustering.

The Figure 1 shows the clustering results for each course.
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Fig. 1. Clustering of students by total number of attempts: upper quadrants are databases

course, bottom quadrants are mathematical logic course, K-Means is used in left quadrants,
GMM is used in right quadrants

In a database course, students can be divided into three clusters: success-
ful, average and lagging behind. There are two clusters in the mathematical
logic course.

1.1. Clustering tasks
Since the courses are aimed at the majority, it is needed to choose
the largest cluster of students and within this cluster perform clustering of
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tasks by the number of attempts per task — finding simple and complex tasks.
To do this, first it is needed to calculate how many attempts each student took
to solve each task and then determine the median of attempts for each task.
The results of clustering are presented in Figure 2.
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Fig. 2. Attempts of students from the largest cluster: on the left side for databases course,
on the right side for mathematical logic course

It can be seen that the assignments in the mathematical logic course are
difficult for students, while in the database course the assignments are of aver-
age difficulty level.

1.5. Reviews preprocessing

As a preprocessing it is necessary to convert the reviews to lower case,
remove punctuation marks, numbers and other non-letter characters from
them. Then delete duplicate reviews.

Now it is needed to remove the stop words, because they create noise.
Stop words include prepositions, conjunctions, adverbs, etc. To stop words
should be also included words such as “passed”, “failed”, “task’ and their oth-
er forms, if they exist in other languages.

Since the form of the word matters in the analysis, all the words should
be brought to the initial form, that is, lemmatization will be performed.

1.6. Search for similar reviews
The feedback professors gave to students for each task in each course
needs to be analyzed. To do this, the most similar reviews can be found using
cosine similarity [1, 4], which is calculated for feature vectors using the for-
mula (1):
AB ZELlAiBi

lAllBI ’
S, 47 S, B2

where A and B are feature vectors.

But first the reviews need to be vectorized. The reviews will be vectors of
the weights of the words’ significance. The reviews vectorization will be done
using TF-IDF (term frequency — inverse document frequency) [1]. This
method allows determine not only the importance of the word in a particular

cos(0) = (1)
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text, but also the importance of the word taking into account all texts. If a
word is often found in all documents, then it is unlikely that it is of great im-
portance (for example, stop-words) [2]. Conversely, if a word is uncommon, it
probably determines document's content to a greater extent.
The frequency of a word relative to all words in a document can be found
using the formula (2):
tf(t,d) — countoftind (2)

number of wordsind’

where t is a term, d is a document.
The significance of a word in all documents can be calculated using the
formula (3):

idf(t, D) — log( number of documentsD )’ (3)

number of documents containing the termt
where D is number of documents, t is a term.
The weight is calculated by the formula (4):
tf —idf(t,d,D) =tf(t,d) x idf (t), 4)
where t is a term, d is a document, D is number of documents.

Now it is necessary to carry out vectorization — convert TF-IDF repre-
sentations into vectors. Each review becomes a vector in a multidimensional
space, where the dimensions represent the terms in the corpus — the collec-
tion of reviews under consideration. The reviews with the three highest cosine
similarity values were selected for each task. The results of cosine similarities

of reviews for database fundamentals course are in the Table 1.
Table 1
The results of cosine similarities for database course

Task Cosine similarity

1 0.59
0.59
0.581
2 0.799
0.773
0.747
3 0.902
0.853
0.832
4 0.187
0.116
0.11
5 0.611
0.367
0.226
6 0.758
0.741
0.638
7 0.833
0.693
0.606
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The results of cosine similarities for mathematical logic course are in the
Table 2.

Table 2
The results of cosine similarities for mathematical logic course
Task Cosine similarity
1 0.392
0.331
0.311
2 0.442
0.384
0.309

2. Processing of results, recommendations
After analyzing similar reviews, the following recommendations were
created, presented in Table 3, to improve academic performance.

Table 3
Recommendations for courses
Course Task Recommendations
“DEV-DB. Database Basics 1 Pay attention to null values
for Programmers (Post- 2 Clarify that the query should be concise,
greSQL)” this may affect its complexity and per-
formance
3 Pay more attention to the description of
the subject area
4 Pay attention in which cases it is inappro-
priate to use restrictions
5 Add an explanation to the task
6 Add the condition to the task description
that restricts the use of non-required
7 Focus on the keys — primary and surro-
gate
“Mathematical logic for 1 Pay attention to the importance of the
part-time students” sequence of formulas. Pay attention to
forbidden substitutions in proof trees.
In the reviews, there is a similarity in
the indications of such mistakes
2 Focus more on Bernays predicate calculus

Conclusions

In this paper, reviews of two different courses over several years have
been analyzed. Namely, the students of each course were clustered according
to the level of academic performance. Within the largest clusters, tasks were
clustered according to the difficulty level. For each assignment, similar re-
views were found, based on which recommendations were made that could
help improve students’ academic performance.
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The results and methods presented in this paper can be used to analyze
other courses on distant learning platforms.
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