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NUCLEATION OF ISLANDS WITH VERTICAL OR TRUNCATED 

CORNER FACETS IN VAPOR-LIQUID-SOLID NANOWIRES  
V.G. Dubrovskii*, Zh.V. Sokolova, M.V. Rylkova, A.A. Zhiglinsky 

ITMO University, Kronverkskiy pr. 49, 197101 St. Petersburg, Russia 

*e-mail: dubrovskii@mail.ioffe.ru 
 
 

Abstract. We develop a model for nucleation of islands in vapor-liquid-solid nanowires with 
either vertical or truncated corner facets. Under the assumption of two-dimensional geometry 
of the growing island, it is shown that the earlier energetic condition for the truncated edge at 
the growth interface is modified by chemical potential. Therefore, the islands may nucleate at 
the trijunction during growth even if the truncation is preferred at the no growth conditions on 
surface energetic grounds. This conclusion may be used as the first step for understanding the 
peculiar oscillatory behavior of the growth interface and the related crystal phases of III-V 
nanowires.         
Keywords: nanowires, vapor-liquid-solid growth, nucleation, truncation, surface energy, 
chemical potential, contact angle 
 
 
1. Introduction 
Vapor-liquid-solid (VLS) III-V nanowires (NWs) are promising as fundamental building 
blocks for nanoscience and nanotechnology [1,2]. In particular, these NWs enable dislocation-
free growth of highly mismatched semiconductor materials in III-V heterostructures or on 
silicon substrates [3,4], which is unattainable in thin films or even quantum dots [5].  
VLS III-V NWs exhibit interesting properties, such as the zincblende-wurtzite  
(ZB-WZ) polytypism which can be controlled by the growth parameter tuning [6]. Earlier 
theoretical models for Au-catalyzed [7-9] or self-catalyzed [10,11] VLS growth of III-V NWs 
considered planar liquid-solid interface at the NW top, and nucleation of two-dimensional 
(2D) islands with vertical sidewalls. For such planar geometry, the models of polytypism of 
Glas et al. [12,13] assumed nucleation at the trijunction, where the vapor, liquid and solid 
phases meet, as the necessary condition for the WZ phase formation. This view gained much 
support and was widely used for controlling the crystal phases of different III-V NWs (see, 
for example, Ref. [14] for a review) 

Further progress in understanding the VLS growth of NWs was achieved through in situ 
monitoring inside a transmission electron microscope (TEM) [15-17]. In particular, is was 
found that VLS NWs often present a truncated corner facet at the trijunction, whose size 
oscillates with the period of the monolayer (ML) formation [15]. There is only one theory 
developed so far that explains the oscillatory behavior of the truncated edge in NWs [15,16] 
according to which, whenever a truncated facet is present, it never shrinks to zero size. If this 
is true, 2D islands cannot nucleate at the trijunstion [15] and hence the crystal phase should be 
pure ZB [16]. According to the model of Tersoff [15,16], the occurrence of truncated edge 
requires a certain condition for the surface energies of different interfaces (the inclined wetted 
facet should be energetically preferred to the vertical non-wetted one). This condition depends 
on the contact angle of the droplet catalyzing the VLS growth of a given NW. Truncated 
geometry is preferred for larger contact angles and this is often believed to explain the 
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presence or absence of polytypism at smaller or larger contact angles, respectively [16,18]. 
This view is very different from the original model of Glas et al. [12] which assumes 
nucleation at the trijunction for both WZ and ZB types of 2D islands.  

However, it is not impossible the truncation starts from zero size at the beginning of 
each ML growth cycle and shrinks to zero at the end, reaching substantial values in the 
middle. The crystal phase of the whole NW must be determined at the moment of nucleation 
[12]. This explains the importance of answering the question of whether or not the initial 
nucleation of an island develops the truncated edge. In this work, we try to answer this by 
considering a simplified model for nucleation of 2D islands with either vertical or truncated 
corner facets having the ML height. We show that, under this simplifying assumption for 
geometry, the Tersoff energetic condition for the truncation [15,16] is modified by chemical 
potential and hence islands with vertical facets may nucleate at the trijunction even if the 
truncation is preferred when no growth occurs.            

 
2. Model 
Let us consider nucleation and growth of 2D islands of the ML height h , assuming only two 
types of possible lateral facets: vertical solid-vapor (having the surface energy V0γ ), and 
truncated solid-liquid (having the surface energy Lθγ ), making the angle θ to the vertical. The 
other surface energies of interest are those of the liquid-vapor interface, with the surface 
energy LVγ , and the planar solid-liquid interface, with the surface energy SLγ . The contact 
angle of the droplet is denoted β . The geometry and relevant parameters are illustrated in 
Fig. 1. The single island can emerge with either (1) vertical non-wetted facet at the trijunction 
or (2) only truncated facets surrounded by liquid. Generally, the island changes its shape as it 
grows [17]. Our aim is to compare the free energies of forming the islands in the two 
configurations and to find out the conditions for the preferred nucleation of the truncated 
island.         
 

 
Fig. 1. Geometries and parameters of 2D ML islands with vertical (1) 

and truncated wetted (2) corner facets (top), extending to the full NW MLs (bottom) 
 

Let us introduce the linear size of island r , its perimeter rk1  and surface area 2
2rk , 

with 1k  and 2k  as the corresponding shape constants. These constants may change in the 
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course of growth, i.e., they generally depend on r . Let rk1χ  and rk1)1( χ−  be the parts of the 
island perimeter at the trijunction and away from it, respectively. The fraction of the perimeter 
at the trijunction also changes as the island grows; in particular, 1→χ  when Rr → , where
R  is the NW radius.  

Quite generally, the free energy of forming the island in configuration (1) is  

( )

2 2
1 2 1 1

1 0

tan(1 ) (1 ) tan
2 cos

            sin ,

L
SL

V LV

G k r h k rh k rh

k rh

θγθµ χ χ γ θ
θ

χ γ γ β

  ∆ = −∆ − − + − − +     
+ −

 (1) 

where µ∆ is the liquid-solid chemical potential difference per unit volume of the solid. 
Similarly, for configuration (2) we have 







 −+



 −∆−=∆ θγ

θ
γθµ θ tan

cos2
tan

1
2

1
2

22 SL
LrhkrhkhrkG .  (2) 

These expressions show that the volume of the fully truncated island in 
configuration (2) is smaller that of the island with vertical corner facet at the trijunction in 
configuration (1). Therefore, there is a difference in the chemical potential terms in the two 
cases. 

Let us first compare the two formation energies for fully formed MLs, i.e., when 1=χ
and Rr = . In this case, we obtain  







 ∆+−−+=∆−∆

2
tantansin

cos 0112
θµθγγβγ

θ
γθ hRhkGG SLVLV

L .    (3) 

For the critical nucleus which typically consists of only a few III-V pairs, it is 
reasonable to assume a fixed shape, i.e. r -independent shape constants and χ . Re-writing 
equations (1) and (2) as 

( )








−+





 ∆+−−+∆−=∆ βγγχθµθγ

θ
γχµ θ sin

2
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cos
)1( 01

2
21 LVVSL

L hrhkhrkG ,     (4) 
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2
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cos1
2

22
θµθγ

θ
γµ θ hrhkhrkG SL

L ,                       (5) 

we notice that they have the same structure rBArG kk +−=∆ 2 , where only the effective 
surface energies kB  are different. Maximizing this in r , we find the sizes of the critical nuclei 

)2/(* ABr k=  and the corresponding nucleation barriers )4/(2* ABG kk =∆ . Therefore, the 
nucleation of the truncated island is preferred when 012 <− BB , or  

0
2

tantansin
cos 0 <∆+−−+

θµθγγβγ
θ

γθ hSLVLV
L .                 (6) 

The surface energy term here is exactly identical to the earlier results of Tersoff  
et al. [16,19] and Dubrovskii [18]. However, it is modified by the chemical potential term. 
The condition for the preferred nucleation of the truncated islands is also identical to the one 
for the full MLs, as seen from comparing Eqs. (6) and (3).   
 
3. Discussion 
The last term in Eq. (6) is not at all negligibly small under the typical growth conditions. 
Assuming, for example, a modest µ∆ = 100 meV per GaAs pair for the parameters of GaAs  
( =h 0.326 nm, the elementary volume per GaAs pair =ΩS 0.0452 nm3) and θ  = 50o, we 
obtain a substantial correction for the surface energy, ≅∆ 2/)(tanθµh 0.07 J/m2.  

Therefore, the condition for forming the truncated corner facet is given by 
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0
2

tan
<∆+

θµhc ,                                (7) 

where θγγβγθγθ tansincos/ 0 SLVLVLc −−+=  as introduced earlier [15,16,18,19], not just 
0<c . The latter is valid only at zero chemical potential corresponding to the "no growth" 

conditions. Our inequality given by Eq. (7) contains the chemical potential term which may 
overcome the capillary forces. Hence, there is a range of contact angles β  where γ∆  is 
negative but the corner facet remains vertical and the growth interface is planar.  

Let *β  be the contact angle of the droplet corresponding to 0=c , i.e. where the 
truncation starts to develop at the no-growth conditions ( 0=∆µ ). Then it is easy to find the 
difference *1 βββ −=∆ , where 1β  is the contact angle at which the truncated corner starts in 
a growing NW at the moment of nucleation for a given µ∆  (in other words, where the 
truncation never shrinks to zero size as in the Tersoff model [15,16]). Indeed, c∆  can be 
related to β∆  as ββγ ∆−=∆ *cosLVc  (assuming that 2/* πβ > ) and the condition 

02/tan =∆+∆ θµhc  is reduced to the linear relationship between β∆  and µ∆   

*cos2
tan

βγ
µθβ

LV

h ∆
=∆ .                                                                         (8) 

 

 
Fig. 2. Linear dependences of the range of contact angles with zero initial truncation 

β∆  on the chemical potential during growth µ∆  for the parameters of GaAs NWs 
listed in the Table 1 for the growth temperatures of 600 o C and 420ºC 

 
Figure 2 shows the linear correlation of β∆  with µ∆  for the parameters of GaAs NWs 

listed in the Table 1. We took a value of 50ºC for the truncation angle θ  in this example, 
which can be further refined by the in situ TEM measurements. As for the surface energy of 
the droplet, LVγ , it should not be significantly different for Au-catalyzed or Ga-catalyzed 
GaAs NWs due to the surface enrichment by the lower energy liquid gallium [18]. The linear 
correlation is only slightly influenced by the growth temperature due to the weak temperature 
dependence of the surface energy of liquid gallium [20]. Finally, this linear dependence can 
be used for obtaining or refining some unknowns, such as θ  or LVγ  (in the Au-catalyzed 
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case) from the measured β∆  at the known chemical potentials (which can be deduced from 
the NW growth rates [21,22]). It is seen that, with our parameters, the β∆  reaches a large 
value of about 10º for =∆µ  100 meV.   

 
Table 1. Parameters of GaAs NWs used in Fig. 2 

Elementary 
volume SΩ  

(nm3) 

Monolayer 
height h  

(nm) 

Critical 
contact angle 
at no-growth 

*β  
(deg) 

Truncation 
angle θ  

(deg) 

Droplet 
surface energy 

LVγ  at 600ºC  
(J/m2) 

Droplet 
surface energy 

LVγ  at 420ºC  
(J/m2) 

0.0452 0.326 125 50 0.671 0.684 
  

In conclusion, our simple model predicts the existence of a range of contact angles for 
which 2D islands nucleate with vertical corner facet at the trijunction even if the truncation is 
preferred on surface energetic grounds. This supports the earlier models for the ZB-WZ 
polytypism in III-V NWs, with nucleation at the trijunction [12,13]. A more comprehensive 
treatment should include a more macroscopic truncation, the possibility to transfer the 
building material to the island in a kinetic treatment, and possible stopping effect at low 
arsenic concentrations. These interesting problems will be considered elsewhere.        
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Abstract. The paper concerns processes of high-speed compaction of nanosized powders. 
The processes of uniform and uniaxial compaction have been simulated by the granular 
dynamics method. Nanoparticles interaction, in addition to known contact laws, includes 
dispersive attraction, formation of a strong interparticle bonding as well as the forces caused 
by viscous stresses in the contact region. For different densification rates, the densification 
curves (pressure vs. density) have been calculated. Relaxation of the stresses after the 
compression stage has been analyzed. The densification curves analysis allows us to suggest 
the dependence of compaction pressure as a function of strain rate in the form of 1/8p v∝ . The 
rate dependence obtained has been applied for interpretation of experimental data concerning 
high-speed processes of magnetic pulsed compaction of nanopowders. 
Keywords: nanosized powders, granular dynamics method, high-speed compaction 
 
 
1. Introduction 
The nanopowder cold compaction is a very important stage of novel nanostructured materials 
production by the powder metallurgy [1,2]. As known, nanopowders in contrast to coarse-
grained materials are very hard to densify due to the strong interparticle "friction", which is 
caused by the intense dispersion attraction, and agglomeration of particles [2,3,4]. To achieve 
a proper compact density for sintering the high quality, defect-free ceramic article, applying 
the high pressure of about several gigapascals is required. Such high pressures can even 
exceed the durability of pressing tools [2,3,5]. Thus, the theoretical description of powder 
body and reliable forecasting the compaction processes take on high topicality. 

The present paper is devoted to development of theoretical description of oxide 
nanosized powders cold compaction processes [1,2] by taking into account the densification 
rate influence on the nanopowder compactibility. The microscopic study of nanopowders 
high-speed compaction processes is performed in the frameworks of the granular dynamics 
method [6,7]. This method is of interest due to the oxide nanoparticles, for example, produced 
by the method of wires electric explosion [8] or target laser evaporation [9], usually have high 
strength properties and a spherical form. Therefore, such powders are the most convenient 
object for simulations. Nowadays the granular dynamics method is extensively used for 
description of compaction processes of different micro- and nanopowders [6,7,10,11]. 
However quasistatic compaction processes are investigated as a rule. After every step of 
model cell deformation the new equilibrium locations of particles are determined during a 
large number of equilibration steps [6,7]. At the same time, in view of necessity to achieve 
extremely large compaction pressures the magnetic pulsed methods [2,5] attract a great 
attention. These methods allow increasing the pressure into compacts owing to the inertial 
effects. The relative rate of compact densification is here about 0.1 µs–1. It is known that 
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dynamical yield strength is not equal to static one. For example, the yield strength of metal at 
high-speed loading can exceed the static limit by several times [12-14]. Corresponding studies 
of the rate influence on the nanopowders compaction processes have not been conducted yet. 
 
2. Details of the granular dynamics method 
We simulate the dynamical processes of uniform and uniaxial pressing, which are 
characterized with the relative densification rate (1 / )( / )v d dtρ ρ= , where ρ is the density 
and t is the time, from value 101 µs–1 up to 104 µs–1. Such high rates are caused by numerical 
troubles, i.e., the large times for simulations of small-rate processes. As can be seen below, 
the simulation results obtained are easy extrapolated to the region of smaller rates. 

The model cell has a form of cube with volume 3
cell cellV L=  in the case of uniform 

compaction processes and a form of rectangular parallelepiped with a base 2
cellL  and a height 

Hz along the direction of pressing in the case on uniaxial compaction. The density is implied 
as a relative volume of the model cell occupied by the particles, i.e., 3( / 6) /p g cellN d Vρ p= , 
where Np = 2000 is the number of particles in the cell, dg is the particle diameter. Periodic 
boundary conditions are used on all the sides of the cell. For initial packing generation, the 
algorithm defined in [6] is used, which allows us to create isotropic and uniform structures in 
a form of the connected 3D-periodic cluster. The initial density is ρ0 = 0.24. The system 
deformation is performed by simultaneous changes of cell sizes (all sizes at uniform pressing 
or the value of Hz only at uniaxial pressing) and proportional rescaling of corresponding 
particles coordinates. The relative displacements and rotations of particles are determined by 
the usual equations 

2 2

2 2,d r dm f J M
dt dt

θ
= = ,  (1) 

where 3( / 6) m gm dp ρ=  is the particle mass, ρm is the density of the particle material, f and M 
are the total force and torque caused by other particles, 2 / 10gJ md=  is the inertia moment,  
θ is the rotation angle. The Verlet algorithm [15] is applied for the numerical solve of Eq. (1). 

The stress tensor ijσ  averaged over the model cell is calculated by the known expression 
[6,10,11] 

( , ) ( , )1 k l k l
ij i j

k lcell

f r
V

σ
<

−
= ∑ , (2) 

where the summation is performed over all pairs of interacting particles (k, l); ( , )k lf  is the 
total force affecting the particle "k" from the particle "l"; ( , )k lr  is the vector connecting the 
centers of the particles. The particle interactions described in detail elsewhere [6,7] include 
the elastic repulsion (modified Hertz law), the "friction" forces (Cattaneo – Mindlin and Jäger 
laws), the dispersive attraction force (Hamaker's formula), and the contact elasticity of flexure 
because of strong interparticle bonding. Alumina is implied as the particle material for which, 
in particular, the Young modulus E is 382 GPa and the Poisson ratio ν  is 0.25. Other 
parameters of interaction laws are close to the parameters of system II in Refs. [6,7], which 
imitates alumina nanopowders [16] with particle diameter dg = 10 nm. 

The high value of speed of modeled processes requires taking into account the viscous 
stresses in the vicinity of the contact area of particles. Using the similarity of Hooke's elastic 
law and the Navier – Stokes equations the authors of Ref. [17] obtained the rigorous solution 
of the problem on contact interaction of viscoelastic spheres. In general case the influence of 
the viscous stresses has a form [17,18] 
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e
visc

df df A
d dt

ξ
ξ

= , (3) 

where fvisc is the total force of the viscous stresses, fe is the elastic force, ξ is the variable, 
which describes the body deformation, and the coefficient A neglecting the bulk viscosity is 
described as:  

2

2

(1 )(1 2 )
3

A
E

η ν ν
ν

− −
= . (4) 

The shear viscosity coefficient η is estimated [19] by the known data on ultrasound 
damping into alumina. The coefficient of damping [20] into the isotropic medium 

2 3/ (2 )t m tcγ ηω ρ= , where ω and ct are the frequency and speed of sound. Using the value 
230tγ ≅  dB/m at the frequency of / 2 1.0ω p =  GHz [21] the shear viscosity coefficient η for 

alumina of 0.001 Pa s was obtained. 
Starting from Eq. (3) it is not difficult to write all expressions which describe the 

interactions of viscoelastic spherical particles. For example, for linearized tangential force of 
"friction" we have  

4,
(2 )(1 )

t
m m m

f dc a Ac a c
E dt

dd
ν ν

= + =
− +

, (5) 

where δ is the relative tangential displacement of contacting particles, / 2ga hd=  is the 

contact spot radius, gh d r= −  is the depth of particle overlapping. 

The characteristic time, 1/22( ) / (6 )m gT d Epρ =   , which transforms Eqs. (1) to 
dimensionless form, is equal to 0.74×10–12 s for our systems. The reduced time step of the 
numerical solving the equations (1) is ht = 0.04 T.  
 
3. Simulation results  
With the purpose of statistical averaging we have performed 10 independent calculations for 
each compression rate. Figure 1 presents the time-dependent hydrostatic pressure 

( )Sp ijp σ= −  averaged and typical calculation curves for uniform compaction process with 
the compression rate 100v =  µs–1. It is helpful to note that the initial structures are being 
generated by the algorithm of Ref. [6], which places the neighboring particles at equilibrium 
distances when attraction compensates repulsion. However the algorithm requires a 
preliminary relaxation step. It is needed since the dispersion forces between further particles 
are not taken into account in the algorithm that results in slight fluctuations of particles in the 
initial structure. In order to extinguish the fluctuations, initially generated structure relaxes for 
5 ns (see the inset in Fig. 1). 
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Fig. 1. Time dependence of pressure for the densification rate 100v =  µs–1. Dotted lines are 
examples of calculation curves; solid line is the average over 10 independent calculations. 

Inset shows the period of the preliminary relaxation (5 ns) and the beginning of the 
compression 

 
Compression of the model cell was performed up to the pressure p = 5 GPa for uniform 

pressing and up to the 5z zzp σ= − =  GPa for uniaxial pressing. After that the system was 
relaxed during 30 ns. A considerable reduction of stresses is observed at the relaxation stage 
after pressing. This reduction for the hydrostatic pressure (after uniform compaction) and for 
the pressure pz (after uniaxial compaction) is well approximated by an expression 

0 1 2
1 2

( ) exp expt tp t p p p
t t

   − −
= + +   

   
. (6) 

The numerical analysis has showed that post-compression relaxation proceeds in two 
stages: "rapid" with a characteristic time τ1 of about tenths of nanoseconds, and "slow" with 
characteristic time of about τ2 = 18 ns. 

Figure 2 shows the total pressure drops after compaction processes, Δp, estimated by 
the approximations (6). The dependences of Δp on the compression rate are approximated as 

2
1( )kp k v∆ = , (7) 

with parameters: k1 = 0.020 µs, k2 = 0.17 for the uniaxial process, and k1 = 7.4×10–4 µs, 
k2 = 0.19 for the uniform process. The extrapolation to the rate value of 0.1 µs–1 (see Fig. 2) 
gives 350p∆ ≅  MPa for the uniaxial compaction, and 160 MPa for the uniform compaction. 
These values can be considered as preliminary estimates for the rate influence on the 
compaction curves at the processes of magnetic pulsed compaction [2,5]. 
 
 

168 G.Sh. Boltachev, E.A. Chingina, A.V. Spirin, N.B. Volkov



 
Fig. 2. Dependence of pressure drop at the stage of 30 ns relaxation after pressing on the 

compression rate for the uniform compaction (circles) and the uniaxial compaction (squares). 
Lines are the approximation of Eq. (7) 

 

 
Fig. 3. Densification curves in "density – pressure" coordinates for strain rates v (in µs–1): 104 
(solid line), 3×103 (dashed line), 300 (dotted line), and 10 (dashed-dotted line). Inset shows 

the low pressure region 
 

Figure 3 presents the compaction curves p(ρ) for uniform compaction processes 
corresponding to the different densification rates. For uniaxial compaction processes the 
compaction curves pz(ρ) have a similar form. It is interesting that the p(ρ) curves for large 
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rates has a local maximum at the beginning (see an inset in Fig. 3), which is very similar to 
the yield drop at stress-strain curves of metals [22]. At the densification rate v = 104 µs–1 the 
pressure at the maximum is achieved the values of 90 MPa for uniform pressing and 165 MPa 
for uniaxial pressing. This maximum has a dynamical nature and is caused by the retardation 
of relaxation processes from the powder compression. According to the simulation results, an 
increase in pressure up to the local maximum takes about 5 ps. This time is significantly less 
than the time of the “rapid” relaxation, which is about 50 ps in accordance with the analysis of 
relaxation stages after pressing (see Fig. 1). At slower densification rates, when v < 300 µs–1, 
this maximum disappears. 

 

 
Fig. 4. The differences of compaction pressure from the pressure p100 corresponding to the 

rate v = 100 µs–1 as a function of density for the uniform pressing. Symbols are the simulation 
results for rates v (in µs–1): 3000, 1000, 300, and 10 (from the top); smooth solid lines are the 

dependences of Eqs. (8), and (9) for the same rates; dashed line corresponds to the rate 
v = 0.1 µs–1; dotted line is the static limit (v = 0) 

 
To analyze the relative location of dependencies p(ρ) (in the case of uniform pressing) 

and pz(ρ) (in the case of uniaxial pressing) the densification curves corresponding to the rate 
v = 100 µs–1 have been used as a reference one and the differences of compaction pressure 
corresponding other rates from the reference curve p100(ρ) have been analyzed. Figure 4 
shows these differences for uniform compaction process. Taking into account a quite large 
statistical error of simulation results at the maximal density 0.75ρ ≅ , where the pressure 
error comes up to 100 MPa, these differences are well approximated by the expression: 

100 0( , ) ( ) ( )( )vp v p p v γρ ρ ρ ρ− = − . (8) 
The analysis performed reveals that the index 2γ ≅ . The strain-rate-dependent 

coefficient pv is presented in Fig. 5. It can be seen that in the range of densification rates 
v < 1000 µs–1 the values pv for uniform and uniaxial processes is well described by the 
common expression 

1/8
0 ( )v v vp p k v= + , (9) 
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with parameters: 0 0.705vp = −  GPa, 45.7 10vk −= ×  µs. As a result, passing on to the 
quasistatic conditions ( 0v → , the dotted line in Fig. 4) as a reference line  
( 2

100 0 0( )stat vp p p ρ ρ= + − ), we have obtained 
1/8 2

0( , ) ( ) ( ) ( )stat vp v p k vρ ρ ρ ρ= + − . (10) 
 

 
Fig. 5. The coefficient pv of Eq. (8) as a function of strain rate. Squares are the simulation 

results for uniaxial compaction processes, circles are the simulation results for uniform 
compaction processes; dotted line is the common approximation of (9) 

 
Figure 4 demonstrates the pressure differences corresponding to Eqs. (8)–(10). As a 

result, it can be seen that the pressure required for nanopowder compaction up to the density 
of 0.75ρ ≅ , when using a dynamical process with rate about v = 105 s–1 (for example, 
magnetic pulsed methods), exceeds the pressure at a quasi-static compaction process by the 
value of about 80 MPa.  
 
4. Experiments  
In order to approve the relation (10) obtained within the granular dynamic method, two series 
of experiments on magnetic pulsed compaction (MPC) of alumina nanopowder were 
performed. Laboratory made Al2O3 nanopowder composed of δ and γ phases with average 
particle diameter 50BETd ≅  nm was produced by electric explosion of aluminum wire. 
Theoretical density of material is 3.66mρ ≅  g/cm3. The powder compaction was performed 
magnetically using cylindrical inductor as magnetic field source and copper shell (tube) as 
pressing mold (so-called θ-pinch mode, e.g. [2,23,24]). Two series of pulsed experiments  
(3 samples each) differed in the rate of external loading via the changing the magnetic field 
pulse duration. It was realized by using two inductors (tool coils): single-turn coil (inductor 1) 
and multi-turn coil (inductor 2), which were being connected to the capacitor battery  
(C = 425 μF). In both cases magnetic field amplitude was kept at the same value, about 25 T, 
by adjusting the charging voltage of the capacitor battery. 
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To densify the powder it was placed inside a mold consisted of an outer copper tube and 
a coaxially mounted rod of hard steel. Outer diameter, thickness, and length of the copper 
tubes were 28, 0.75, and 23 mm, respectively. Steel rods had the radius Rm = 9.24 mm and 
were single-used in each experiment. The nanopowder was filled in a gap formed by a copper 
tube and a rod with the usage of a vibrating table. Apparent density of nanopowder, 0ρ , was 
0.35 g/cm3 (about 10% of theoretical density mρ ). Moreover, to exclude the edge effect on 
compact density, the mold had a special design. As shown in Fig. 6, the end plugs were 
installed in the ends of the copper tube and capsulated with plastic washers. Before the MPC 
the mold was evacuated to residual pressure of 5 Pa and then placed inside an inductor to be 
compacted. Figure 6 also demonstrates a mold view after the MPC. 
 

 
Fig. 6. View of fitted mold (sample No. 804) before (left) and after (right) the MPC 

 
During the experiments the magnetic field applied to the outer surface of the copper 

tube was carefully measured using a loop inductive probe arranged in a circle in the gap 
between the inductor and the copper tube. The probe was set in the middle plane of the mold. 
Typical magnetic field pulses generated by the inductors used are shown in Fig. 7. One can 
observe that the magnetic system with multi-turn coil is very sensitive to copper shell 
movement (its radial compression) since it substantially changes the inductance of  
"inductor – shell" system. In this case the end of the compaction process can be easily 
determined by the oscillogram. Thus, the shell stop corresponds to a time moment t = 32 μs 
from the pulse beginning, where a break in the Bm(t) dependence is observed. In experiments 
with the single-turn coil, a similar effect is not observed, because, firstly, as will be shown 
below, the shell stops much later than the pulse half-period duration (t = 14 μs), and secondly, 
the inductor and the external circuit have comparable inductances. 
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Fig. 7. Time dependence of magnetic field generated by single-turn (curve 1)  

and multi-turn (curve 2) coils 
 

Characteristics of compact samples obtained are listed in Table 1. It can be seen that the 
usage of a longer field pulse (inductor 2 case) makes it possible to use magnetic energy more 
efficiently and to obtain a higher density of the compact. 
 
Table 1. Sample characteristics: Dend is the outer diameter of a copper tube after the 
compression, 0ρ  and endρ  are the starting and the final density of a compact; Bm is the 
magnetic field amplitude 

Inductor No. Dend, mm 0ρ , g/cm3 endρ , g/cm3 Bm, T 
1 807 22.0±0.3 0.35 2.00 25.9 
 808 22.1±0.3 0.35 1.90 25.8 
 809 21.9±0.2 0.36 2.20 25.8 
2 804 21.6±0.1 0.33 2.70 24.3 
 805 21.7±0.1 0.34 2.53 24.7 
 806 21.6±0.1 0.34 2.77 23.6 

 
A theoretical analysis of the performed experiments and the data obtained was carried 

out within the framework of the θ-pinch pressing model described in detail in [2,23,24]. 
Dynamics of compaction of experimental samples, "powder + shell", is characterized in Fig. 8 
by the time dependencies of the velocity of an inner surface of conductive shell, /d dv dR dt=  
( dR  – the inner radius of the shell), when pressed using the inductors 1 and 2. It is interesting 
to note here that an order of magnitude faster loading, which is realized when the single-turn 
coil (inductor 1) is used, does not lead to a corresponding increase in the shell velocity. For 
both inductors used, the velocity vd is approximately the same by the amplitude and is about 
240 m/s. Thus, in conditions of relatively fast loading, the dynamics of the deformable 
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system, "powder + shell", is primarily determined by the inertial properties of the sample 
itself, rather than time characteristics of an external pressure pulse [2]. 
 

 
Fig. 8. The velocity of the inner shell surface when compressed by the inductor 1 (curve 1) 

and the inductor 2 (curve 2) 
 

For the shorter pulse (inductor 1 case), the main accelerating effect is exerted by the 
first half-wave of magnetic field pulse (at an amplitude of about 25 T) which was about 14 μs. 
The amplitude of the second half-wave (see Fig. 7) is already half as low, and the "magnetic 
pressure", 2

0/ (2 )mp B m= , developed at the same time is correspondingly reduced by a factor 
of four. In the theoretical calculation, the elimination of the second and subsequent half-
waves practically does not affect the dynamics of the deformed system and the final density 
of the compact. At the same time, as shown in Fig. 8, the pressing process in the inductor 1 
has not yet been completed to the end of the first half-period of the accelerating pulse. The 
compression of the shell and the compaction of the powder continue after the end of the 
external pulse, up to the instant time t = 23 μs. At this stage, the deformation of the 
mechanical system "powder + shell" occurs not under the action of external pressure, but "by 
inertia", i.e. due to stored kinetic energy. In this case, the pressure realized in the compacted 
powder can significantly exceed the initial "magnetic" pressure pm which is about 250 MPa 
for magnetic field of 25 T in amplitude. According to the calculations the pressure realized by 
the inertial effect in the powder being compacted reaches 450 MPa. Usage of a longer pulse 
(inductor 2 case), as noted above, makes it possible to use the energy of the magnetic field 
even more efficiently. Calculations show that in this case the pressure in the powder reaches 
about 1.3 GPa, i.e. it exceeds more than 5 times the amplitude of the external pulse. 

Despite the approximate equality of the amplitudes of the shell velocities, vd, as is seen 
from Fig. 8, the powder compaction rate, 

2 2

1 2 d d

d m

d R vv
dt R Rρ
ρ

ρ
−

= =
−

, (11) 
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differs significantly when pressed using the inductors 1 and 2. If one use a shorter pulse 
(inductor 1), the shell velocity, vd, reaches its maximum at a thickness of the powder layer 

1.4d mR R− ≅  mm that gives 0.13vρ ≅  μs-1. For a longer pulse (inductor 2), the same 
conditions realize at 0.9d mR R− ≅  and 0.23vρ ≅  μs-1, respectively. Thus, contrary to the 
relatively slow loading of the deformable mechanical system "powder + shell" when using the 
inductor 2, a faster powder compaction process is realized here, and as a consequence, the 
influence of the "viscous" term in Eq. (10) should be more significant. 
 

 
Fig. 9. The final compact density as a function of magnetic field amplitude when pressed 

using the inductors 1 and 2. The points correspond to the experimental data (see Table 1). The 
solid lines are the theoretical calculation taking into account the "viscous" term in the powder 

densification curve (10); dashed lines are the case, when the "viscous" term is off, i.e. 
( ) ( )statp pρ ρ= . The dotted line is the theoretical density level 

 
The influence of the "viscous" term in Eq. (10) on the values of the achieved compact 

density, endρ , is demonstrated in Fig. 9. The calculations are performed in the range of the 
magnetic field amplitudes from 10 to 30 T. The experimental points in the Fig. 9 correspond 
to the averaged data from Table 1. The dashed lines demonstrate a theoretical calculation in 
the quasistatic approximation, ( ) ( )statp pρ ρ= , when the coefficient vk  in Eq. (10) is assumed 
to be zero. The figure shows that taking into account the "viscous" term with the value of the 
coefficient vk  obtained in the framework of modeling by the method of granular dynamics 
makes it possible to improve the agreement of the theoretical model [2,23,24] and the 
experimental data obtained on the MPC of nanopowder in the θ-pinch mode. First of all this 
refers to a faster process, i.e. when using an inductor 2. At the amplitude of the magnetic field 
of 24 T, taking into account the influence of the compaction rate leads to a decrease in the 
value of the reached final density of the compact, endρ , from 2.99 g/cm3, which is much 
higher than the experimental data, to 2.79 g/cm3. For a relatively slow compaction process 
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(inductor 1 case), the effect of the compaction rate decreases and leads to a shift in the values 
of endρ  from 1.93 g/cm3 to 1.83 g/cm3. 
 
5. Conclusion 
For the first time, the influence of the compression rate on the compactibility of oxide 
nanopowders has been studied by a three-dimensional granular dynamics method. Processes 
of stress relaxation after the stage of high-speed compression with the strain rates of  
107 – 1010 s–1 up to the relative density 0.75ρ ≅  have been analyzed. In particular, it has been 
found that the characteristic time of the stress relaxation is about 18 ns. The explicit 
dependence of the compaction pressure, which is connected with the yield strength within 
phenomenology of powder body [1,2], on the strain rate has been established. It turns out that 
the rate dependence of pressure is not depending on the compaction conditions (the uniform 
or the uniaxial pressing). It has been found that nanosized powders demonstrate the power-
law dependence of pressure on strain rate: 1/8p v∝ . In view of small value of the index 
(0.125) the rate dependence obtained is in general agreement with plastic flow of solid bodies 
(metals), where the yield strength is proportional to the logarithm of the strain rate [13]. The 
strain rate dependence of the compaction pressure obtained in the framework of the granular 
dynamics was used to interpret the experimental data on high-speed compaction of alumina 
nanopowder (strain rate is about 0.1 μs-1). It is shown that taking into account the strain rate 
factor makes it possible to improve the agreement between theory and experimental data on 
the magnetic pulsed compaction of nanopowder. 
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Abstract. The main processes occurring during the migration of molecules of carbon 
monoxide CO and silicon monoxide SiO gases through a layer of monocrystalline silicon 
carbide SiC of a cubic polytype have been described by the ab initio methods. This problem 
arises when a single-crystal SiC layer is grown by the method of coordinated substitution of 
atoms due to the chemical reaction of a crystalline silicon substrate with the CO gas. The 
reaction products are epitaxial SiC layer and SiO gas. It has been shown that CO and SiO 
molecules decompose into separate atoms in the SiC crystal. The Oxygen atoms migrate 
through interstices only in the [110] direction (activation energy is 2.6 eV). The Si and C 
atoms transit by the vacancy mechanism in the corresponding SiC sublattices with activation 
energies of 3.6 eV and 3.9 eV respectively (and also only in the [110] direction). 
Keywords: silicon carbide, epitaxy, diffusion, ab initio modelling 
 
 
1. Introduction 
During the growth of the epitaxial film of silicon carbide (SiC) from a silicon (Si) crystal by 
the method of coordinated substitution of atoms due to the chemical reaction [1] 
2Si (crystal) + CO (gas) = SiC (crystal) + SiO (gas) ↑ , (1) 
the transport of carbon monoxide (CO) reagent gas and silicon monoxide (SiO) reaction 
product gas through the SiC layer plays a key role in determining the growth rate of SiC. At 
present, neither the mechanisms of diffusion of CO and SiO through SiC nor the 
corresponding values of the diffusion coefficients or the diffusion activation energies are 
known. It is not even known what stage limits the growth rate of SiC. In order to investigate 
these questions, all the main processes of transport of CO and SiO gases through the SiC layer 
have been modeled in this work by the methods of quantum chemistry.  
 
2. Modeling methods 
For the modeling, the Medea-Vasp package was used, which applies pseudopotentials for the 
projected augmented wave (PAW) method [2,3]. In all calculations, the density functional 
method with a plane-wave basis was used, and the exchange-correlation energy was 
calculated in the framework of the SCAN meta-functional approximation [4-6], which 
essentially refines the generalized gradient approximation (GGA). The cutoff energy of the 
plane waves was 400 eV in all calculations. 

A supercell of 8.72 × 6.17 × 9.25 Å3 of 48 independent atoms of silicon carbide of the 
cubic SiC-3C polytype was used for the modeling. The supercell was oriented so that the  
x-axis was directed along [001], the y-axis was along [1�10], and the z-axis was along [110]. 
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The size of the supercell in the [110] direction was specially chosen to be the largest and 
equal to 3 periods in this direction since the atoms move mainly along [110]. The integration 
in the first Brillouin zone was carried out over k-points in 3 × 4 × 3 Monkhorst-Pack grid. The 
studies have shown that CO and SiO molecules, once inside the SiC crystal, immediately 
decompose into separate atoms, since the size of the voids in SiC is too small for them. The 
oxygen atom, in principle, can move in different directions, however, the activation energy of 
migration in the direction [110] turned out to be much less than in other directions. In 
quantum chemistry, the migration process is best described by the method of nudged elastic 
band (NEB) [7,8]. The idea of this method is that knowing the initial and final positions of the 
atoms, one can freeze the system and introduce additional forces that will direct the atoms 
from the initial state to the final state. If certain conditions are met, the system will follow the 
minimal energy pathway (MEP) [8]. This is such a path of a system transformation that any 
local change in the path leads to an increase in the energy of the system in the vicinity of a 
given point of the path. In other words, this is the path of the fastest descent from the initial 
configuration of atoms to the final configuration, i.e. the most probable path of atomic 
migration in this case. Accordingly, the cross-section of the potential energy surface along the 
transformation path is the energy profile of this process.  

 
3. Modeling results  
The NEB calculation gives the energy profile of the oxygen atom moving in cubic SiC for one 
period of 3.08 Å in the [110] direction, as shown in Fig. 1.  
 

 
Fig. 1. The energy profile of the process of migration of an oxygen atom in SiC-3C in the 

[110] direction for one lattice period. The energy barriers corresponding to the two transition 
states TS1 and TS2 are equal to 1.1 eV and 2.5 eV, respectively 

 
The height of the activation barrier for the migration of the O atom in cubic SiC in the 

[110] direction is 2.5 eV. In order for the forces acting on the atoms to be less than 0.05 eV/Å, 
it took 50 iterations with 15 images in the NEB method. Atomic configurations corresponding 
to the initial, final, intermediate, and two transition states TS1 and TS2 are shown in Fig. 2.  
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Fig. 2. The geometrical configuration of atoms corresponding to 5 ground states  

(3 energy minimums and 2 saddle points TS1 and TS2) during the migration of an oxygen 
atom in SiC-3C in the [110] direction for one lattice period of 3.08 Å.  

Atoms Si, C, O are signed by letters 
 

The highest barrier for the migration of the O atom corresponds to the TS2 state, in 
which the O atom forms a single bond with the Si atom (Fig. 2). The length of this bond is 
1.58 Å, i.e. it is stretched by about 5%, which provides the migration barrier. Analysis of the 
spectrum of the natural frequencies of the TS2 configuration shows that the spectrum contains 
a single negative (imaginary) frequency equal to – 600 cm-1. This proves that the TS2 
configuration is indeed a transition state in the process of migration of the O atom in the [110] 
direction. In other directions, the migration activation energy is noticeably higher; therefore, 
the migration most likely occurs only in the [110] direction constituting six equivalent 
directions in the SiC-3C crystal. 

Similar calculations by the NEB method show that Si and C atoms practically cannot 
migrate through SiC interstices since the migration energy exceeds 8 eV. Therefore, the main 
mechanism of migration of these atoms is the vacancy one. There are a sufficiently large 
number of vacancies in the Si and C sublattices due to the SiC synthesis mechanism for the 
following reasons. First, the chemical adsorption of a CO molecule on a SiC notch leads to 
the formation of a silicon vacancy VSi that immediately begins to migrate to the SiC/Si 
interface where the drain is located. Second, the substitution of a Si atom by a C atom in 
silicon at the SiC/Si interface leads to the formation of a carbon vacancy in SiC, since the 
C atom has left SiC, and the entered Si atom will fall sooner or later into the silicon vacancy. 
The carbon vacancy migrates from the SiC/Si interface to the SiC surface, where a C atom 
from the CO molecule will fall into it sooner or later. Third, after a part of Si atoms in silicon 
is substituted by C, the silicon lattice will “collapse,” since the volume of the SiC-3C cell is 
half the size of the Si cell. In such event, very strong compressive stresses arise and actuate 
the effect of upward diffusion leading to the formation of additional silicon vacancies [9]. In 
addition, it was shown in the paper [10] that it is favorable for a silicon vacancy to transform 
into a carbon vacancy plus the CSi antisite, i.e. the carbon atom located on the site of the 
silicon atom. However, for this to happen, it is necessary to overcome the barrier of 3.1 eV. 
The antisite is an immobile structure, while the carbon vacancy after transformation continues 
to move toward the SiC surface. Thus, there are two gases of vacancies, silicon VSi and carbon 
VC, which interact with each other.  

The energy profiles of the migration of silicon and carbon vacancies in SiC-3C in 
different directions have been calculated by the NEB method. As in the case of O atoms, the 
smallest migration barrier happened to be in the [110] direction. Figure 3 shows the 
dependences of the system energy on the minimal energy pathway for the VSi and VC 
vacancies in the [110] direction. The largest energy barrier of migration, equal to 3.9 eV, 
corresponds to the migration of the carbon vacancy (Fig. 3).  
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Fig. 3. The energy profile of the migration process of silicon VSi and carbon VC vacancies in 
SiC-3C in the [110] direction for one lattice period. The energy barriers for VSi and VC are 

3.6 eV and 3.9 eV, respectively 
 

Therefore, in pure SiC at low temperatures, it is carbon vacancies that limit the growth 
of the SiC film (the energy barrier of the chemical reaction itself is 2.6 eV [11]). However, for 
doped materials, as well as with increasing temperature, the situation may change. For 
example, if the original silicon is doped with boron, then the activation barrier for the 
migration of silicon vacancies may increase and they will begin to limit the growth of SiC. In 
addition, if the temperature rises to 1100 – 1200 ℃, a significant part of silicon vacancies will 
turn into carbon vacancies plus immobile carbon structures (antisites) constituting almost a 
flat cluster of 4 C atoms (the activation energy of this process is 3.1 eV [10]). In this case, 
silicon vacancies limit the growth of SiC, since the product of the concentration of silicon 
vacancies and their mobility is less than that for carbon vacancies. Apparently, this case is 
most often observed in practice, since these carbon structures are detected both by infrared 
spectroscopy (they give a new line of 960 cm-1) [10] and ellipsometry that allows to measure 
their volume concentration [10]. Usually, the concentration is in the range of 1 – 3%, 
depending on the type and degree of doping of the original silicon [10]. If silicon vacancies 
limit the SiC growth, then the reaction product SiO will accumulate inside the SiC layer, 
failing to escape. Sometimes this leads to microexplosions of the SiC layer, resembling a 
volcanic eruption. Such “eruptions” are regularly detected experimentally at low 
CO pressures [1]. 
 
4. Conclusion 
In summary, in the present work, we have shown by quantum chemistry methods that VSi and 
VC vacancies play a key role in the kinetics of the reaction (1). The transport of the 
CO reagent gas to the reaction zone and the transport of the SiO reaction product gas from the 
reaction zone are carried out only in the [110] direction and directions equivalent to it, i.e. in 
the direction of the SiC channels. The migration of CO and SiO molecules is equivalent to the 
migration of the O atom and the VSi and VC vacancies, since it is not necessary for the Si and 
C atoms to migrate, because the O atom easily forms a chemical bond with any atoms of the 
SiC crystal. The energy barrier of the migration of vacancies is more than 2 times lower than 
the barrier of the migration of atoms, and it is equal to 3.6 eV for VSi and 3.9 eV for VC in the 

Mechanism of molecule migration of carbon and silicon monoxides in silicon carbide crystal 181



ideal crystal. Therefore, at low temperatures, the SiC synthesis is limited by the migration 
of VC. In a SiC-3C crystal containing twin boundaries, the migration barriers can be 10 – 20% 
lower. Starting with a temperature of 1100 – 1200 ℃, a significant part of silicon vacancies 
turns to carbon vacancies plus immobile carbon structures (the activation energy of this 
process is 3.1 eV). Therefore, a lack of silicon vacancies can limit the SiC synthesis. In this 
case, in SiC synthesized by the method of coordinated substitution of atoms, there are both 
carbon clusters and traces of microexplosions caused by the accumulation of a large amount 
of SiO inside the SiC layer. Both features are determined experimentally at low CO pressures. 
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Abstract. The paper compares model predictions of recovery kinetics of low carbon steels 
with activation parameters determined by various experimental techniques. It is concluded 
that the stress relaxation method overestimates the recovery rate because the creep of stressed 
specimens is ignored. To avoid such errors, it is recommended to use an alternative method of 
double loading. The more realistic (lesser) rate of recovery with the related activation 
parameters complies with independent data of mechanical tests. 
Keywords: steels, recovery, modeling, stress relaxation 
 
 
1. Introduction 
Recrystallization of cold rolled automotive steels in annealing has a significant effect on their 
final structure and mechanical properties. This stimulates experimental studies of this 
phenomenon and evokes attempts to model it [1-3]. However, its numerical modeling is 
seriously complicated due to the concurrent recovery process that consumes the same 
thermodynamic driving force i.e. specific energy of lattice dislocations accumulated in the 
previous deformation. Moreover, this is the case both before and during recrystallization since 
the latter propagates gradually while admitting the recovery to go on within the remaining 
material part [4,5]. Therefore, to predict the recrystallization effects, accurate allowance for 
the recovery is necessary; in particular, related activation parameters (energy Qa and 
volume Va) should be determined with appropriate experimental techniques. The present 
paper reconsiders them in order to exclude artifacts in determination of these parameters and, 
hence, to improve the modeling of recovery kinetics. 

The pioneering study of recovery in α−iron of high purity at temperatures 300 to 500°С 
after a low strain of 5% undertaken by Michalak [6] revealed a notable growth of the recovery 
degree in terms of flow stress reduction when increasing the annealing temperature; in 
particular, at 500°С this degree approaches about 80%. An IF−steel (0.002%С, 0.1%Mn, 
0.023%Ti, 0.007%Nb (wt.%)) cold rolled to the thickness reduction of 80% and then treated 
at temperatures 500 to 625°С has been investigated by means of XRD technique [7]. 
According to the obtained results, the recovery of this material at 500°С develops much 
slower than in pure α−iron and does not exceed 40%. 

Experimental study and numerical modeling of the kinetics of recovery in low carbon 
steels were performed in [8-11]. The stress relaxation technique, implemented on Gleeble 
thermo-mechanical simulators, has been employed in [8,11] in order to register the recovery 
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kinetics. To this end, after the given compression deformation at some selected temperature, 
the specimen length is fixed whereas the gradually diminishing external stress displays the 
apparent softening presumably related to relaxation phenomena in the material. According 
to [8] the recovery degree of investigated steel (0.19%С, 0.445%Si, 1.46%Mn, 0.03%Al) 
after the strain of 15% exceeds 70% at 500°С and reaches about 90% at 550 to 600°С. 
However, the so strong softening of steel, different from pure iron, does not seem realistic and 
necessities consideration of possible experimental artifacts. In particular, the permanently 
applied compressive stress could result in some non-stationary creep so that an apparent 
softening is partly due to the weakening of specimen constraint rather than an internal 
recovery process. The same remark is also relevant to findings of work [11] where the stress 
relaxation in steel (0.05%С, 1.5%Al, 1.0%Mn, 0.4%Si) at 700 and 750°С approached 80% 
regardless of previous true strains (0.12 and 0.60). 

To simulate quantitatively the recovery kinetics in annealing of the considered steels, 
the authors of [8,10,11] made use of the model [12] by Verdier, Brechet and Guyot (VBG), 
which employs two experimentally fitted parameters related to the underlying rearrangement 
of dislocations that results in reduction of their density. One of them is the recovery activation 
energy Qa and another is the activation volume Va suggested to be proportional to the average 
length of movable dislocation segments and the cross section area of dislocation core [5,13]. 
It is worth noting that the VBG model with Qa and Va fitted to different experimental 
data [8,10,11] predicts rather various recovery kinetics hardly consistent with each other and, 
hence, complicates selection of the most adequate and practicable model. In other words, the 
employed experimental methods do not ensure appropriately accurate determination of Qa 
and Va.  

The present paper is aimed to determine the recovery activation parameters in a way 
free of experimental artifacts in order to provide reliable numerical modeling of the recovery 
in annealed automotive steels. 
 
2. Investigated steels 
In this work the recovery kinetics is investigated with the stress relaxation technique and with 
the so called double loading technique. In the latter, after the first deformation the specimen is 
unloaded, undergoes recovery for a stated time lapse and then is deformed again so that 
comparison of the two loading diagrams enables evaluation of softening degree. Experiments 
by both methods are implemented on Ø10×15 mm specimens subject to the compressive 
stress in the unit HydraWedge of thermo-mechanical simulator Gleeble 3800. Under 
consideration are IF−steel (0.004%C, 0.14%Mn, 0.06%Ti) and 08ps steel (0.06%C, 
0.17%Mn). Pieces of these steels taken at an intermediate stage of rolling in order to fabricate 
specimens for experiments on Gleeble 3800 had rather coarse grained ferrite structures 
different from those of final products. To improve this, 30 mm thickness of initial plates has 
been reduced to about 12 mm by hot rolling on a laboratory mill; then the plates have been 
cooled in air. Resulting average sizes of ferrite grains in IF and 08ps steels are 70 and 30 μm, 
respectively (Fig. 1). 
 
3. Experimental procedures and results 
Before the stress relaxation during an isothermal treatment of specimens with a fixed total 
deformation, they been heated with the rate 10°C/s to the stated temperature (250 to 600°C) 
and then compressed with the rate of 1 s-1 to the true strain of about 0.6. The obtained results 
(Fig. 2) evidence that in both steels stress relaxation degree increases with the annealing 
temperature from 20 to 40% (250°C) to about 80% (600°C). The so high values are close to 
those determined by the same method in [8,11]. In order to verify whether or not the 
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employed technique provides a proper evaluation of the material recovery, an alternative 
"direct" method is then applied to the same steels in the cold rolled state. 
 

      
IF−steel 

      
08ps 

Fig. 1. Microstructures of the investigated steels after industrial rough rolling (left) and after 
additional hot rolling in laboratory conditions (right) 

 

     
Fig. 2. Diagrams of stress relaxation of IF (a) and 08ps (b) steels at various temperatures 

 
Standard tensile specimens for mechanical testing at room temperature have been cut 

from steels IF and 08ps cold rolled to the thickness reduction of 57 and 58%, respectively. 
Corresponding increments of yield stress for these steels relative to their previous hot rolled 
states are 330 and 465 MPa. These reference values can be used to normalize absolute 
magnitudes of softening in annealing at various temperatures in the range 300 to 550°C for 
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six hours and at 550°C for five hours. The annealing treatment has been made in the 
Nabertherm furnace, and tensile test machine Zwick/Roell Z100 has been used to determine 
mechanical properties of both the cold rolled and annealed steels. Respective values of 
relative softening are represented in Fig. 3. 

 

 
Fig. 3. Maximum softening degrees depending on the annealing temperature for cold rolled  

IF (1) and 08ps (2) steels 
 
Note that the applied annealing times notably exceed durations of stress relaxation in 

Fig. 2 and, accordingly, are sufficient to complete this phenomenon. The plots of Fig. 3 
indicate that the softening degree at the maximum temperature 550°C approach only about 30 
and 20% for IF and 08ps steels, respectively. Even when roughly extrapolating the plots to 
800°C, these degrees will not exceed 50%. In all, comparison of the considered results to the 
data of Fig. 2 indicates that the material softening degree evaluated by the stress relaxation 
method [8,11] is always overestimated. As previously mentioned, this can be due to the 
specimen creep developing under compressive loads in parallel with the softening as such. 

In order to avoid artifacts of the stress relaxation approach to the recovery evaluation 
while making use of the convenient Gleeble 3800 machine, an alternative double loading 
method has been applied to the same materials as follows. Specimens are heated with the rate 
of 10°С/s to the temperature of deformation (400 to 550°C for IF−steel, 400 and 500°C for 
8ps steel) compressed with the rate of 1 s-1 to the true strain of 0.6, unloaded and kept at the 
same temperature for a stated time interval and then compressed again with the same rate to 
the true strain of 0.2. To analyze absolute softening due to the recovery for time t between 
two deformations, the current hardening magnitude relative to the first yield stress (1)

0.2σ
 
is 

calculated as: 
(2) (1)
0.2 0.2( ) ( ) .t t∆σ = σ −σ

 
(1) 

This is plotted in Fig. 4 so that (1)
max 0.2(0) ,∆σ = σ −σ

 
where maxσ is the flow stress at the 

end of the first deformation; (1)
0.2σ

 
and maxσ  

have been averaged over all tests. According to 
these data, the maximum relative softening ( ) / (0)t∆σ ∆σ at 500°С remains within 15 and 20% 
for IF and 8ps steels, respectively, that is significantly lesser than previous estimates with the 
stress relaxation technique. 

It is worth noting in Fig. 4 that the softening of IF−steel is monotonous and mostly 
expires for 1000 to 2000 s, whereas a stage of softening for about 2000 s in steel 08ps is 
followed by some hardening during about 104 s; then this material slowly softens again. This 
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behavior of steel 08ps is due to dissolution of cementite situated in perlite colonies and 
between ferrite grains that is quite possible at temperatures above 400°С. Specifically, free 
carbon atoms form dislocation atmospheres responsible for the considered hardening, and the 
following softening is due to the eventual diffusion rearrangement of such atmospheres. 
Formation of the latter in the annealed steel has been confirmed by presence of yield drops on 
diagrams of its loading at room temperature. 

 

     
Fig. 4. Reduction of hardening relative to the reference (hot rolled) state when annealing IF 

(a) and 08ps (b) steels at various temperatures. Continuous dependences are provided by VBG 
model fitted to respective sets of experimental points 

 
Let us compare in more detail the data on recovery of investigated steels at 500°С 

(Fig. 4). In steel 08ps, the initial stage of quick recovery is longer and the related recovery 
degree is higher. Besides, unlike IF−steel where the softening is practically completed at the 
stress of about 230 MPa, steel 08ps approaches the lower stress of 175 MPa. It is worth noting 
that such a difference is the case despite the pinning of dislocations by carbon segregations in 
08ps. The observed stagnation of recovery in IF−steel at notably higher stresses evidence for 
presence of rather strong barriers impeding dislocation rearrangements. Presumably, the effect 
is due to Ti−C complexes (steel contain 0.06% of Ti) which result in high tetragonal 
distortions of crystal lattice interacting with both the edge and screw dislocations. Unlike the 
atmosphere pinning that weakens in annealing because of carbon redistribution, the 
considered effect is insensitive to an isothermal treatment insofar as the considered complexes 
are thermodynamically stable. Thus, the chemical composition can notably affect the kinetics 
of steel recovery. 
 
3. Modeling results 
In order to evaluate relevance of our findings to the recovery phenomenon, it is expedient to 
reconsider them in terms of the popular VBG model [12]. The latter employs the following 
expression for the rate of softening: 

2

3 2

64 exp sinh ,
9 ( )

a aD Q Vd
dt M E T RT kT

∆σ∆σ n∆σ    = − −   a      
(2) 

including Debye's frequency Dn (~2*1012 s-1), energy Qa and volume Va  of recovery 
activation, Taylor’s factor M suggested to be 2.7 for ferrite, dimensionless α ≈ 0.33, absolute 
gas constant R, Boltzmann's constant k, absolute temperature T, and the Young modulus E. 
Temperature dependence of the latter: 
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11 300( ) 2.11 10 1
1989
− = × −  

TE T (MPa), (3) 

is compiled from [14]. The main parameters Qa and Va of Eq. (2) should be fitted to 
appropriate experimental data. However their simultaneous fitting, particularly to limited data 
of real accuracy, often leads to a great variation of related modeling results. To avoid this 
issue we fix Qa by taking for it the activation energy ESD of self-diffusion in α–iron. 
According to [15] this energy is equal to: 

( ) 236.5 ( )SD SDE T E T= + ∆ (kJ/mol), (4) 
where ( )SDE T∆  

is the temperature dependent contribution of magnetic effects. Experimental 
data on this contribution, as shown in Fig. 5, can be accurately approximated by Boltzmann's 
function: ( )( )( ) 1 exp ( / ) / ,SD CE T a b T T c d∆ = + + −

 
where parameters fitted to experimental 

data [15] are equal to: а = - 11.895 kJ/mol, b = 65.984 kJ/mol, c = 0.934 and d = 0.128, 
respectively; TC is Curie's temperature. 

 

 
Fig. 5. Dependence of the magnitude contribution of ( )SDE T∆  on ratio / CT T  (TC is Curie's 

temperature). The presented experimental data [15] are approximated using Boltzmann's 
function 

 
Thus Va remains the only parameter of Eq. (2) to be fitted to experimental data 

represented in Fig. 4. We have implemented the fitting to the total data of both steels thus 
neglecting the rather weak effect of their difference in chemical composition. The resulting 
value of Va is 5.23*10-28 m3, i.e. 31.7b3 where b is the Burgers vector magnitude; this result 
satisfactorily complies with [5,10,12]. 

The time dependences of softening, determined when substituting the above-considered 
parameters in Eq. (2) and shown in Fig. 4 by continuous curves, prove to be satisfactorily 
close to experimental points. The average relative error of the modeling does not exceed 4% 
for both steels, whereas the most error at the longest annealing time of IF−steel reaches about 
20%. Note that the corresponding absolute deviation within 40 MPa is comparable to the 
experimental stress error of about 15 MPa. Thus, with all simplifications of the employed 
model kept in mind, even the maximum deviation of calculated stress from its experimental 
counterpart seems to be acceptable. 

Let us compare predictions of softening kinetics at 500°C by VBG model with the 
above-considered activation parameters and those fitted by other authors to the data of stress 
relaxation experiments; under consideration are IF−steel (0.004%C, 0.14%Mn, 0.06%Ti) as 
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well as steels (0.19%С, 0.445%Si, 1.46%Mn, 0.03%Al) [8] and (0.05%С, 1.5%Al, 1.0%Mn, 
0.4%Si) [11]. Owing to the difference of these materials in chemical composition and the 
previous strain degree, related softening processes start at different stresses. Therefore, to 
reveal clearly the effect of activation parameters in application of Eq. (2), it is expedient to 
employ in modeling a virtually unique stress at t = 0. We take for this the initial stress in our 
stress relaxation experiment on IF−steel as shown in Fig. 6, where the meaning of vertical 
axis is similar to that of Fig. 4. This figure, also represents the results of modeling with Qa and 
Va as determined in the present work by the double loading and in [8,11] by the stress 
relaxation technique. Evidently, in the latter case the softening rate is notably overestimated 
as compared to those based on the former technique, more relevant as free of such artifacts as 
creep of stressed specimens. 
 

 
Fig. 6. Results of the modeling of recovery at 500°C with activation parameters determined in 
this work and in [8] and [11]. For reference, an experimental diagram of stress relaxation of 

IF−steel at the same temperature is shown 
 
4. Conclusions 
To sum up, the obtained results evidence that Qa and Va determined in stress relaxation 
experiments generally lead to excessive rates of recovery in modeling this phenomenon. In 
order to avoid such errors while making use of the up-to-date Gleeble simulators, it is 
recommended to apply an alternative double loading method. As confirmed by independent 
mechanical tests, parameters based on this method provide the more accurate modeling of 
recovery kinetics. Moreover, this approach saves satisfactory accuracy even if the unique 
activation energy of self-diffusion is used for Qa so that only Va is fitted to experimental data. 
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Abstract. We consider a one-dimensional unsteady problem of elasticity with diffusion and 
preset unsteady volumetric disturbances. The mathematical model is based on a local 
equilibrium model of elastic diffusion. The solution is sought in integral form. The bulk 
Green's functions are found via Laplace transform and Fourier transform for unbounded 
medium, sine and cosine transform for semi-bounded medium, Fourier's series for bounded 
medium. 
Keywords: elastic diffusion, unsteady problems, Green's functions, integral transformations 
 
 
1. Introduction 
In a number of cases, to calculate the stress-strain state of the medium, it is necessary to take 
into account the action of mass forces (weight, temperature field, etc.) or some initial spatial 
distribution of physical fields. The solution of such problems is expressed in terms of the bulk 
Green's functions. 

The problems of elastic diffusion were considered in [1-9]. As a rule, these problems are 
solved in a stationary formulation [6]. The solution of unsteady problems is sought using the 
Laplace transform. The inversion of the Laplace transform is performed numerically using the 
Durbin algorithm and its modifications [7-9]. Publications devoted to the construction of 
Green's functions of unsteady problems for elastic diffusion are not known at present. 

The algorithm of finding the bulk Green's functions for a one-dimensional unsteady 
problem of elastic diffusion is considered.  

 
2. Statement of the problem 
Let us consider a homogeneous N -component solid continuum affected by volumetric 
unsteady elastic diffusion disturbances. 

Physical and mechanical processes in a rectangular Cartesian coordinate system are 
described by coupled equations of motion and mass transfer (the point is time derivative  
by τ , the prime is coordinate derivatives by x ) [5-13]: 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )
1

1

1

, , , , ,

, , , , 1, .

N

j j
j

q q q q q

u x u x x F x

x D x u x F x q N

=

+

′′ ′τ = τ − α η τ + τ

′′ ′′′η τ = η τ −Λ τ + τ =
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All values here are dimensionless. Their connection with dimensional analogues will be 
expressed as follows: 

( ) ( )

( )
( ) ( ) ( )

( )
( ) ( ) ( ) ( )

21 1
1 1

0

0
0 0

1 0

2, , , , , , ,
2

, , , , ,
2

q q

q q

q q q qq q qN
q q

q q q
q

x u Ct LF LFx u C F F
L L L n C

n m DDn n D
CL CL RT

+

=

η λ+ m ρ
= = τ= η = = = =

ρ λ+ m

αα Λ
= α = = Λ = Λ =

λ+ m ρ∑
 

where ix  is Cartesian coordinate ( 1Ox  axis is normal to the boundary of the domain); t  is 

time; iu  is displacement; 0T  is initial temperature; ( ) ( ) ( )
0

q q qn nη = −  is concentration increment; 
( )qn  and ( )

0
qn  is actual and initial concentration of component q ; ( )qα  is coefficient of volume 

expansion due to mass transfer; R  is the universal gas constant; ( )qD  is coefficient of self-
diffusion; λ , m  are the elastic Lame constants; ρ  is density of the medium, ( )qm  is molar 

mass; F  and ( )qF  are the bulk perturbations; L  is the layer thickness or is the characteristic 
length of half-space.  

Then we consider initial boundary value problems for the following domains: 
- unbounded domain (Cauchy problem) x−∞< <∞ ; 
- semi-bounded problem (one-dimensional half-space) 0x > , with boundary 

conditions as follows: 
( ) ( )0 0

0, 0, , , , 1 , 1, ,q q qx x
u J u J O x q N

= =
= = η σ = →∞ =  (2) 

or 
( ) ( )0 0

0, 0, , , , 1 , 1, .q q qx x
u J O x q N

= =
σ = η = η σ = →∞ =  (3) 

- bounded domain (one-dimensional layer) 0 1x< <  with the boundary conditions: 

0 10 1
0, 0, 0, 0, 1, ,q qx xx x

u J u J q N
= == =
= = = = =  (4) 

or 

0 10 1
0, 0, 0, 0,q qx xx x= == =

σ = η = σ = η =  (5) 

or 

0 10 1
0, 0, 0, 0,q qx xx x

u J
= == =
= = σ = η =  (6) 

with initial conditions for each problems assumed to be zero 

0 0 0
0i i qu u

τ= τ= τ=
= =η = .       (7) 

Here qJ  is density of diffusion flow for component q , 11σ=σ  is stress tensor 
component, which is found by the formula [5-13]: 

1
, .

N

q q q q j j
j

J u D u
=

′′ ′ ′= Λ − η σ= − α η∑  

 
3. Solution method 
Let us introduce functions ( ), ,kmG x x τ , which will be understood as follows: ( ), ,h

kmG x x τ  - 

bulk Green's functions for half-space, ( ), ,l
kmG x x τ  - bulk Green's functions for a layer. 

In accordance with (1) they satisfy the system of equations ( )1, , 1, 1q N m N= = + : 
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( ) ( )

1 1 1, 1 1 1, 1, 1 1, 1
1

, ,

,

N

m m j j m m q m q q m q m q m q
j

m

G G G G D G G

x

+ + + + +
=

′′ ′ ′′ ′′′= − α +δ D = −Λ +δ D

D =δ −x δ τ

∑ 

 (8) 

and homogeneous boundary conditions (2) or (3) for functions h
kmG , (4) or (5) or (6) for 

functions l
kmG . 

Here 1mδ  is the Kronecker symbol, ( )δ τ  is the Dirac delta function, the prime is 
coordinate derivatives by x . The initial condition of all functions are represented as (7). 

A general solution of the problem (1) with corresponding homogeneous boundary 
conditions will take the form: 

( ) ( ) ( ) ( ) ( ) ( )
1 1

1 1,
1 10 0 0 0

, , , , , , , , , .
Z ZN N

k k q q k k
k k

u x G x t F t d dt x G x t F t d dt
τ τ+ +

+
= =

τ = x τ− x x η τ = x τ− x x∑ ∑∫∫ ∫∫  (9) 

where Z = +∞  in problems for half-space, 1Z =  in problems for a layer. 
Let us find functions l

kmG . For this, purpose we will apply the Laplace transform and 
Fourier series to the system (8). This will result into (here small upper indices « s » and « c » 
stand for sine and cosine harmonics of Fourier series, upper index « L » is Laplace's 
transform, « s » is parameter of Laplace transform, n nλ = π ): 

- for boundary conditions (4) 
( ) 1

1, 1,0, , ;lLc
q m q mG s s−+ +x = δ  (10) 

( ) ( ) ( )
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2 2
1 1, 1

1

3 2
1 1, 1,
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+ +
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−Λ λ λ x + + λ λ x = δ λ x

∑
 (11) 
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- for boundary conditions (5) 
( ) 2

1 10, , ;lLc
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The solutions of the system (11) are written as follows: 
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Similarly, the solutions of the system (14) are written as follows: 
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≠ ≠

+
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∏ ∏

∏ ∏
 

The polynomials P  and qQ  in the equations (16) and (17) are determined by the 
formulas: 

( ) ( ) ( ) ( )

( ) ( )( )

2 2 2 4 2

11 1,

2

, ,

, , .

N NN

n n j n j j n r n
jj r r j

q n n q n

P s s s D s D

Q s P s s D
== = ≠

λ = +λ + λ − α Λ λ + λ

λ = λ + λ

∑∏ ∏
 

Note. The Green's functions for the layer and for the half-space are related as follows (λ  
is a parameter of sine and cosine transform, upper index «C » is cosine transform, upper index 
« S » is a sine transform) 

( )
( )

( )
( )

( )
( )
( )0

, , , , , , sin1, , , .
, , , , , , cos

hLC lLc hLS
km km kmhL

kmhLS lLs hLC
km km km

G s G s G s x
G x s d

G s G s G s x

∞     λ x λ x λ x λ     = x = λ     πλ x λ x λ x λ          
∫  

The Laplace transition to domain of originals in the equations (10), (12), (13), (15) - 
(16) is reduced to inversion of the following expressions (ν  is any of parameters λ  or nλ ): 

( )
( )

( )
( )

1,1
2 2

,,1 1 1, , , , .
, ,

q mm

q q

P sP s
s s s D P s Q s

+ νν
+ ν ν ν

 

Their originals are found through deductions and on operational calculus tables 
and [12,13]: 
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( ) ( )1 1 1 2
2 2

1 1 1, , exp ,q
q

L H L L D
s s s D

− − −
    = τ = τ = − ν τ     + ν      
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( ) ( ) ( )( ) ( )
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( ) ( ) ( )( )
2 3
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1 1
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N N
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where ( ) ( )1, 2k ks s k N= ν = +  - zeros of polynomial ( ),P sν ,  ( ) 2
3N qs D+ ν = − ν , ( )H τ  - 

Heaviside function, 1L− - inverse operator of Laplace transform. 
Inverse Fourier transform, sine and cosine transformation are done numerically through 

an algorithm presented in [12, 13]. 
Applying the Laplace transform and the Fourier series expansion (12) to system (8) for 

the mixed boundary-value problem (1) with homogeneous boundary conditions (6) leads to 
the system of linear algebraic equations (11). Its solution is (16), where ( )2 1 2n nλ = π − . 
Accordingly, the transition to the originals space can be done using formulas (18). 

 
4. Example 
As a calculation example let us consider a problem for a two-component layer ( 2N = ) with 
homogeneous boundary conditions (4). For body forces it is assumed: 
( ) ( ) ( ) ( ) ( ) ( )1 1 2 3 1, , , , 0, 1 .F x f x H F x F x f x xτ = τ τ = τ = = −  

The layer material is aluminum with the following properties [14]: 
10 10 3

02 2 36.93 10 , 2.56 10 , 800 , 2700 , 10 ,N N kgT K L m
m m m

−λ = ⋅ m = ⋅ = ρ= =  

2 2
7 7 14 18

1 2 1 13 31.55 10 , 6.14 10 , 7.73 10 , 3.11 10 ,J J m mD D
m m s s

− −α = ⋅ α = ⋅ = ⋅ = ⋅  

( ) ( ) ( ) ( )1 2 1 2
0 00.95, 0.05, 0.027 , 0.064 .kg kgn n m m

mol mol
= = = =  

The calculation of convolutions (9) with considering (12) and (18) will result into (
1,2q = ): 
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∞

= =

∞

+
= =

λ = λ λ τ − λ λ
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The results of calculations are represented at the graphics below. Solid line is 0.1x = , 
dotted is 0.3x = , dashed is 0.5x = . 
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Fig. 1. The dependence of ( ),u x τ  on τ  

 
Fig. 2. The dependence of ( )1 ,xη τ  on τ  

 

 
Fig. 3. The dependence of ( )2 ,xη τ  on τ  

 
This result is in addition to the results obtained earlier in [11-13,15] when were 

considered problems of constructing surface Green's functions. 
 
5. Conclusions  
The proposed algorithm for finding Green's function allows one to determine the fields of 
displacements and the concentrations increments of the medium components for given bulk 
perturbations. The numerical-analytical method used in the article made it possible to obtain 
exact solutions in the explicit form. To demonstrate the algorithm operation, an example is 
considered for a two-component medium (duralumin) which illustrating the interaction effects 
of mechanical and diffusion fields. 
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Abstract. The paper presents the results of potassium-lithium-borate glass containing copper 
ions investigations. The glass was irradiated by 1.25 MeV gamma rays. The dose of radiation 
was 360 Gy. The exciting of the irradiated glass at 360 nm led to the long-wavelength 
photoluminescence band shift from 635 nm to 671 nm in comparison with non-irradiated 
glass. A new luminescence band at 685 nm also appeared for excitation wavelength 405 nm in 
the irradiated glass. It has been assumed that the luminescence band in glass at 671 nm – 
685 nm corresponds to the luminescence of copper ions in the modified environment of the 
first coordination sphere. Copper-containing luminescent structures in borate glass with the 
luminescence maximum at 671-685 nm have been obtained for the first time. For the detailed 
study of these luminescent centers properties, thorough study of the structural variations in the 
gamma rays irradiated glass is required. 
Keywords: gamma ray radiation, cluster, copper, borate glass, photoluminescence 
 
 
1. Introduction 
The borate glasses with ions and clusters of luminescent ions occupy some intermediate place 
between phosphate and silicate glasses. On the one hand, these glasses are thermally stable at 
the temperatures more than 200 degrees Celsius compared to phosphate glasses. On the other, 
the solubility limit of borate glasses is higher than of silicate ones. Therefore, copper-
containing borate glass attracts attention in relation to its technical application. Moreover, due 
to the peculiarities of boron ions in composition of the borate glass, the strong modifying of 
the coordination environment, including luminescent ions, that are introduced to the glass 
composition, is possible [1,2]. 

These days, the luminescent structures with monovalent copper, in particular, copper-
containing glasses, are relevant as down-converters and ultraviolet detectors [3]. In addition, 
copper-containing glass is also a promising phosphor material [4]. Copper attracts researchers 
as a cheap luminescent activator. 

In recent times works it was shown that in borate glass with copper a quantum yield of 
at least 50% is achievable for the excitation wavelength 320 nm. It was also suggested the 
scheme of the spark sensor based on this glass [3]. Electron paramagnetic resonance (EPR) 
method demonstrated the existence of additional copper-containing structures in glass – may 
be dimers in addition to the copper ions [5]. It was previously found [6], that lithium-borate 
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copper-containing glass has luminescence in the 400–600 nm region for excitation 
wavelength 320 nm. The luminescence maximum shifts depending on the lithium 
concentration — with increasing lithium concentration, the shift occurs to the short-
wavelengths. 

It was also revealed that after heat treatment and nanocrystals segregation in glass, the 
luminescence maximum shifts to the long wavelength region [7]. Copper itself is extremely 
sensitive to the environment, and that makes it an interesting scientific object in borate 
glasses. It is also known that copper can segregate into clusters in glass and, depending on the 
cluster size, the wavelength of the luminescence can vary [8,9]. 

In recent studies of ionizing effects on the luminescent properties of borate glasses and 
crystals studies have been carried out. These studies are mainly focused on 
thermoluminescence investigations [10, 11]. In [12] the gamma rays irradiation of borate 
glass with bismuth ions changes its luminescence due to the breaking of covalent bonds in 
trigonal and tetrahedral boron groups. In 2017, the effect of X-rays on the luminescence of 
phosphate glass activated by silver and copper was studied [13]. It was demonstrated that an 
additional luminescence band appears in glasses, including in the copper-containing glass. 

The purpose of this work is to study the gamma ray radiation effect on the luminescent 
properties of copper-containing borate glass. Since it is known that the structure modifying in 
borate glass under the action of gamma rays is possible, as well as copper can segregate into 
clusters and luminesce. 

 
2. Objects and methods 
Glasses with 15K2O-10Li2O-25Al2O3-50B2O3 (molar percent) composition with additions of 
0.5 Cu2O and 4% graphite powder (weight percent) were synthesized for this study. The 
synthesis was carried out at the temperature of 1450°C for 2 hours, then the glass was poured 
out on a metal plate heated up to 400°C and then was cooled in a muffle from 400°C to room 
temperature for 10 hours. From the synthesized glass the sample was prepared. The size of the 
sample was 10x8x8 mm.  

The sample was irradiated by gamma rays. The average energy of quanta was 
1.25 MeV. The irradiation was carried out with the isotope element 60Co. The radiation dose 
was 360 Gy. 

The luminescence spectra for excitation wavelength 405 nm were measured with an 
Avantes Avaspec 2048 spectrometer. The excitation with wavelength of 360 nm was carried 
out by UV light emitting diode (LED) with an intensity of 30 mW, the excitation with 
wavelength of 405 nm was carried out by a 100 mW laser diode. 

 
3. Results 
The main photoluminescence parameters of the samples are given in the Table 1. 

Figure 1 (left) presents that the glass sample before gamma ray irradiation for excitation 
wavelength 360 nm has three luminescence bands (a): the first band is at 450 nm with a half-
width of 88 nm (b), the second band is at 530 nm with a half-width of 130 nm (c), and the 
third band is at 635 nm with a half-width of 80 nm. After gamma ray irradiation  
(Fig. 1 (right) (a)), the intensity peak of the short-wave band shifts to 460 nm (b). The band at 
530 nm is 7 nm shifted with an increase in half-width by 8 nm (c). The band at 630 nm shifts 
to 685 nm with a change in half-width to 92 nm (d). Visually, the intensity and color of the 
luminescence, when the glass is irradiated with a mercury lamp with excitation wavelength of 
360 nm, does not change. 
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Table 1. The main parameters of the luminescence of the samples, λexc – excitation 
wavelength, FWHM – full width at half maximum 
Parameter Lmax, 

λex = 
360 

FWHM 
λex = 
360 

Lmax2 
λex = 
360 

FWHM2 
λex = 360 

Lmax3 
λex = 
360 

FWHM3 
λex = 360 

Lmax 
λex = 
405 

FWHM 
λex = 
405 

Wavelength 
before 
irradiation, nm 

530 130 450 88 635 80 584 116 

Wavelength 
after 
irradiation, nm 

537 138 460 80 671 92 685 79 

 

 
Fig. 1. Luminescence spectra upon excitation wavelength of 360 nm. 

left – before gamma rays irradiation, right – after gamma rays irradiation. Solid curves  
(a) – measured spectra, dashed curves (b, c, d) – decomposition by Gaussians 

 
Figure 2 presents the luminescence spectra of the reference and irradiated by gamma 

rays samples for excitation wavelength 405 nm. The reference sample before gamma rays 
irradiation has a luminescence spectrum with a maximum at 584 nm. The half-width of the 
band is 116 nm. After gamma rays irradiation, the luminescence band shifts to 100 nm, and its 
half-width changes almost one and a half times to 79 nm. The luminescence color changes 
visually from yellow-orange to red, which is also shown in the insert (Fig. 2). It should be 
noted that the luminescence band at 685 nm is an order of magnitude higher than the 
luminescence band at 584 nm. In Fig. 2 these bands are given in proportion for understanding 
their structure. 
  
4. Discussion 
The luminescence band at 450–460 nm upon exciting copper-containing borate glass at 
360 nm corresponds to the monovalent copper ion luminescence [14, 15]. As it can be seen 
from the literature, the excitation band edge of monovalent copper is 360 nm. The 
luminescence band may vary depending on the degree of tetrahedral distortion of the copper 
environment [16]. The gamma ray irradiation causes a slight shift in the copper luminescence 
band, which can be explained by a slight change in the structure of the glass around the ion. 
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According to [17–21], the luminescence band at 530 nm upon excitation wavelength of 
360 nm can correspond to Cu+ –Cu+ dimers [8]. After gamma ray irradiation, the Cu + –Cu + 
dimers band, as well as luminescence band of copper ions, shifts by 10 nm to the long 
wavelengths, which also indicates a change in the structure of copper dimers environment. 

 

 
Fig. 2. Photoluminescence spectra and photos of samples upon excitation wavelength of 

405 nm: a – before gamma rays irradiation, b – after gamma rays irradiation 
 

The 635 nm band most definitely corresponds to (Cu2O)n clusters. In [9], the 
luminescence band with a maximum at 600 nm was indicated for copper oxide clusters. 
However, it can varied depending on the cluster size. 

We assume that the band with a maximum at 635 nm for the excitation wavelength 
360 nm is related to the band of copper oxide [17, 8] and Cu4 [9]. 

It should be pointed out that, in [8], molecular clusters in borate copper-containing glass 
were obtained after a long time (20 hours) heat treatment at high temperatures (480°C). In our 
glass, the clusters are obtained "immediately", as it is evidenced by the luminescence peak at 
635 nm. This result can be explained by the fact that the lithium-borate matrix has unique 
segregation properties [22]. Therefore, the formation of clusters during the synthesis of glass 
is already possible at the stage of its cooling after melt. 

The existence of the luminescence band at 671 nm that appears after gamma rays 
irradiation can be explained similar to [13]. There it was demonstrated the appearance of the 
third luminescence band in copper-containing phosphate glass, which is similar by its 
structure to our band for the excitation wavelength 360 nm. In both cases the same 
"broadening" of the right wing of the luminescence band occurs. However, in the phosphate 
glass, such band appears after X-ray irradiation and heat treatment. In [13], luminescence is 
excited by shorter-wavelength light sources (320 nm) and luminescence band itself is also at a 
shorter-wavelength 570–580 nm. 

The question of the 671 nm band belonging to luminescent structures will be discussed 
below. 

Let us analyze the luminescence bands for the excitation wavelength 405 nm. As it can 
be seen from the luminescence spectra, there is a luminescence band at 584 nm in the 
reference sample (before gamma ray irradiation) for the excitation wavelength 405 nm. 
According to [17, 8], the edge of the excitation band of (Cu2O)n clusters passes through 
405 nm, with luminescence at 600 nm. 
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Consequently, considering the results of the sample irradiation, it can be said that the 
"abnormal" band is at 685 nm, which is not described in the literature concerning copper-
containing borate glasses. 

We will try to explain its origin. It was revealed in [23] that copper ions surrounded by 
organic complexes had luminescence spectra with a maximum at a wavelength 680 nm for the 
excitation wavelength 405 nm. 

In the case of the above-mentioned phosphate glass [13], irradiation was carried out 
with less energy X-ray radiation. The X-ray wavelength in [13] was 0.15 nm, in our 
experiment it was 0.000992 nm, that is 150 times smaller, respectively. Thus, the irradiation 
energy in our study is 150 times more than in [13]. 

It can be assumed that at such radiation energies, the covalent bonds of a part of boron 
ions are destroyed in such a way that the configuration of the environment, where copper ions 
are located, changes. Consequently, the system of levels is modified, which ultimately gives 
the above-mentioned effect of the appearance of the luminescence at 685 nm for the 
excitation wavelength 405 nm, as well as a band of 671 nm for the excitation wavelength 
360 nm. 

 
5. Conclusion 
It has been shown that, upon gamma rays irradiation with dose of 360 Henry, a new intense 
luminescence band appears in lithium borate glass. The luminescence band at 685 nm 
corresponds to the exciting wavelength 405 nm, the luminescence band at 671 nm 
corresponds to the exciting wavelength 360 nm. The effect has not been previously mentioned 
in the literature and can be useful from a practical point of view for creating fluorescent 
dosimeters of gamma radiation. In order to understand exactly which structures luminesce in 
glass, a detailed study of the samples structure by other methods is necessary. 
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Abstract. Graphene is a new remarkable material for diverse applications, especially when 
grapheme is interacted with hydrogen. The charge-transfer rates (CTR) from hydrogen to 
graphene is substantial to determine the electronic properties. A new approach to increase and 
decreases the charge-transfer from hydrogen to graphene is proposed. By using density 
functional theory calculation method, the effect of B and N doping on the CTR of 
hydrogenated graphene is investigated. The results found that both of dopants (B and N) had 
opposite effect on the CTR of hydrogenated graphene. B doping increased CTR, while N 
doping decreased CTR from hydrogen to graphene. The research finding may provide a 
promising rule for quantitatively tuning and or controlling of CTR in hydrogenation graphene 
by atom dopant, which is potential importance for their use in electrochemical and energy-
related application. 
Keywords: charge-transfer rates (CTR), graphene, hydrogenation, coverage, dopant 
 
 
1. Introduction 
The Chemical functionalization is an attractive way to modify physical and chemical 
properties of graphene. The chemical inertness of graphene surface and the absence of band 
gap motivates researcher in modifying graphene by substituting dopant atom in order to 
improve the integration of graphene in electronic and chemical device application. 

The most common dopant atom for carbon materials is Boron (B) and Nitrogen (N) [1]. 
It has been reported that B or N substitution in CNT has been widely studied experimentally 
and theoretically [2,3]. Not only in CNT, B and N doping in graphitic carbon materials also 
has been widely studied experimentally and theoretically [4,5]. Also, B and N doped graphene 
have been successful realized [6,7]. Experimental works show that the electrochemical 
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performance of B and N doped graphene is better than pristine graphene [8]. B and N can 
form the most stable defect and can be readily incorporated in graphene lattice [1,9]. 
Additionally, B and N doped graphene materials are highly promising materials for electronic, 
electrochemical applications, and transport properties [10, 11], such us energy storage [12], 
sensing [13] and capacitors [14]. 

Doping of graphene with N was realized experimentally [15,16] and has promising 
properties towards application in the field of electrochemical sensing [15], lithium-ion 
batteries [17], p-n junction [18] and fuel cells [19]. 

Hydrogen is a widely available element, an ideal partner for carbon atoms to make 
strong covalent [20] and the most broadly used as adsorbate to functionalize graphene [21]. 
Furthermore, hydrogen on graphene surface has been the subject of intense studies for 
hydrogen storage [22,23]. Hydrogenations of these doped graphene appear to be feasible route 
to have hydrogenated of doped graphene. The charge-transfer rate from hydrogen to graphene 
is substantial to determine the electronic properties of graphene for diverse applications. 
Therefore, how to tune the CTR from hydrogen to graphene is important to be revealed. 

Recently, Sunnardianto et al. [24] succeeded to derive the rule to determine the charge-
transfer rates (CTR) from hydrogen to graphene in wide range of coverage. The finding reveals 
that the CTR roughly shows a linear behavior from 0.22e for the dilute limit to 0.15e for the 
half- coverage limit [24]. The next step is how to control the CTR (increase and decrease of 
CTR) by dopant atom. 

To the best of our knowledge, the impact of dopant (B and/or N atoms) on CTR of 
hydrogenated graphene has not been explored yet. In order to fundamentally understand how 
to tune and or control of CTR value in optimizing graphene for device application, a simple 
strategy to control and conveniently tune of CTR from hydrogen to grapheme was proposed in 
this study. This study would give a tremendous impact on the design of doped graphene system 
from the electrochemical device application point of view. On the other hand, it would also 
open new ways on how to design and control CTR of hydrogenated doped graphene. 

 
2. Materials and method 
In this study, the arrangement of hydrogen atom randomly on B and N doped graphene were 
considered. At each coverage (H/C: 0.125, 0.25, 0.375), ten possible configurations of 
hydrogen arrangement were used. In this case, the effect of single dopant on the CTR of 
hydrogenated graphene was proposed. As for N doped graphene, three common C-N bonding 
configurations are normally obtained when doping nitrogen into the graphene lattice; 
pyridinic N, pyrrolic N, and graphitic N. Graphitic N is the substitution of carbon atom by 
nitrogen, pyridinic N is the substitution of carbon atom by nitrogen at the edge of vacancy. 
Experimentally observed pyridinic N type is energetically favorable for high concentration of 
N, but thermally unstable, while graphitic N type is the most energetically favorable than 
other N types doping for low concentration of N [25]. Since a single doping was used,  
so N-graphene in the form of graphitic N was considered. 

The structure models used for simulation are graphene sheets consisting 47 carbon 
atoms in rectangular super cells (see Fig. 1). For low coverage of H adsorption, the most 
favorable H adsorption site is the nearest-neighbor position of the dopant site for B and N 
doped graphene and for larger H coverage the formation of dimers close to the dopant site is 
energetically favorable over hydrogenation [20]. In these simulations, we keep at least two or 
three of hydrogen atoms lie on the carbon atoms neighboring the substitution boron sites to 
know the effect of dopant to the CTR. 
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Fig. 1. The structures of N and B doped graphene in certain hydrogen coverage (H/C: 0.375). 
The upper is N doped graphene and the lower panel is B doped graphene. The yellow, blue, 

purple and red atoms denote carbon, hydrogen, nitrogen and boron, respectively 
 

Calculations were done using density functional theory [25] implemented in the 
quantum espresso (QE) code [26, 27]. The local density approximation by the Perdew-Zunger 
parametrization was adopted [28]. The projector-augmented wave method and ultra-soft 
pseudo potential were used [29, 30]. The parameters for hydrogenated of doped graphene in a 
super cell were the energy cut off of 40 Ry for the plane wave expansion of the wave function 
and 400 Ry for the expansion of the augmented charge. The convergence criterion for the 
structural optimization was that the total absolute value of the inter-atomic force vector 
became less than 10-4Ry/a.u. The distance between graphene planes was separated by 10 Å in 
order to avoid interaction between layers. Distribution of k-points on a mesh of 12x12x1 was 
selected via Monkhrost Pack scheme [31]. The distribution of the transferred charge was 
estimated by determining charge difference from the neutral value on each atom site of 
graphene. The local charge assigned at each atomic site was obtained by the Löwdin charge 
analysis [32]. 

 
3. Results and discussion 

Reduction of CTR by nitrogen doping. We found that N doped graphene is 
energetically favorable than B doped graphene, this is in agreement with the previously 
calculation [1]. In this case, the N atom form covalent bonds with the C atom with bond 
length of C-N of 1.41 Å. If we compare it with bond length of C-C in pristine graphene which 
is around 1.42 Å, we could conclude that the N doped only a little bit distort the graphene 
lattice and N atom a little bit moves downward but still keeping the planar graphene structure. 
Once hydrogenation is introduced, the nitrogen atom moves more downward of 0.13 Å and 
hydrogenated carbon atom move upward of 0.37 Å with C-H bond length 1.15 Å. Since the 
C-H bond length a bit longer/weaker, the CTR from hydrogen atom to carbon atom in 
graphene decrease. 

As seen in Fig. 2 and Table 1, we found CTR is around 0.1852e for low H coverage 
(represented by H/C = 0.125), when the more hydrogen are sequentially introduced into  
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N-graphene up to H/C = 0.25 (middle coverage), CTR decrease to be around 0.1727e, after 
continuously H adsorbs on the N-graphene up to H/C = 0.375 (high coverage), CTR decrease 
to be around 0.1584e. There are two conclusions based on the result. Firstly, substitution of  
N doping modulates CTR from hydrogen to grapheme. In this case, CTR per hydrogen 
decrease is about by 0.01e for low coverage and middle coverage and by 0.002 e/H for high 
coverage of adsorbed H. Secondly at the whole, in accordance with hydrogenation on pristine 
graphene, hydrogenated on N doped graphene also show CTR from hydrogen to N doped 
graphene decrease linearly with respect to increasing of hydrogen coverage. 

 

 
Fig. 2. The CTR of hydrogen on N doped graphene. For comparison, the data CTR for 

hydrogenation on pristine graphene is shown. A solid blue circle and solid green circle denote 
CTR of hydrogen on pristine graphene and N doped graphene, respectively 

 
Table 1. The averaged CTR value (Av-CTR) of hydrogenation of N doped graphene in 
different coverage of H. The standard deviation of CTR (SD) coming from random 
arrangement is also shown 

Materials H/C Av-CTR [e] SD [e] 
Graphene (47C+6H+N) 0.125 0.1852 ±0.0016 0.0051 
Graphene+(47C+12H+N 0.25 0.1727 ±0.0012 0.0038 
Graphene+(47C+18H+N) 0.375 0.1584±0.0011 0.0034 

 
Enhancement of CTR by boron doping. As for B doped graphene, we found a B-C 

bond length before hydrogenation is around 1.49 Å in consistent with previously 
calculation [20], while the nearest-neighbor of C-C bond length are slightly shortened of  
1.40 Å. After hydrogenation the B-C bond length weaker to be 1.52 Å, Boron move upward 
of 0.42 Å and hydrogenated carbon atom move upward of 0.52 Å with the nearest C-H bond 
length B doping is around 1.14 Å. 

If we compare the C-H bond length on N doped graphene, the C-H bond length on  
B doped graphene is strengthened. It is indicated that CTR increase. Also compared with 
N doped, B atom induces a bigger lattice distortion in graphene system because the size of 
boron atom is larger than carbon so the presence of boron modifies the structure of graphene, 
while the size of N atom is close to the carbon. 

As seen in Fig. 3 and Table 2, we found CTR is around 0.2133e for low H coverage 
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(represented by H/C = 0.125), when the more hydrogen are sequentially introduced into B-
graphene up to H/C = 0.25 (middle coverage), CTR decrease to be around 0.1870e, after 
continuously H adsorbs on the B-graphene up to H/C = 0.375 (high coverage), CTR decrease 
to be around 0.1703e. As a result, we could conclude that first, substitution of B doping 
modulates CTR from hydrogen to graphene, in this case, CTR per hydrogen increase is about 
by 0.02e/H for low coverage and by 0.01e/H for middle coverage and high coverage of 
adsorbed H. Secondly at the whole, in accordance with hydrogenation on pristine graphene, 
hydrogenated on B doped graphene also show CTR from hydrogen to B doped graphene 
decrease linearly with respect to increasing of hydrogen coverage. 

 
Fig. 3. The CTR of hydrogen on B- doped graphene. For comparison, CTR for hydrogenation 

on pristine graphene is shown. A solid blue circle and solid red circle denote CTR of 
hydrogen on pristine graphene and B- doped graphene, respectively 

 
Table 2. The averaged CTR value (av-CTR) of hydrogenation of B doped graphene in 
different coverage of H. The standard deviation of CTR (SD) coming from random 
arrangement is also shown 
Materials H/C Av-CTR [e] SD [e] 
Graphene (47C+6H+B) 0.125 0.2133 ±0.0016 0.0049 
Graphene+(47C+12H+B 0.25 0.1870 ±_0.0011 0.0032 
Graphene+(47C+18H+B) 0.375 0.1703 ±0.0012 0.0038 

 
The reduced and increased CTR by nitrogen and boron doping, which caused the 

different of electronic properties, would be important to meet the requirement of diverse 
engineering applications, such as in hydrogen storage application [22-24,33] and hydrogen 
molecule conversion system to NH3[34] effectively.  

 
4. Conclusion 
The CTR of H atoms on B and N doped graphene has been investigated and discussed based 
on the DFT calculations. We provided a feasible way on how to increase and decrease CTR 
from hydrogen to doped graphene by introducing dopant such as boron and nitrogen. B 
doping enhances CTR, while N doping reduces CTR. The presence of a single substitution 
boron atom increases the CTR from hydrogen to graphene by 0.02e/H for low coverage and 
by 0.01e/H for middle coverage and high coverage of adsorbed H. While the presence of a 
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single substitution nitrogen atom decreases the CTR from hydrogen to graphene by 0.01e for 
low and middle coverage and by 0.002 e/H for high coverage of adsorbed H. Those results 
indicated that the increment and reduction of CTR from hydrogen to graphene could be tuned 
by B and N substitutional dopant and its concentrations. 
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Abstract. A many-body interatomic potential was used for Nickel (Ni) crystal with face-
centered cubic (FCC) lattice and Titanium (Ti) with hexagonal close-packed (HCP) lattice 
and Nitinol alloys within the second-moment approximation. The tight-binding model (the 
Cleri and Rosato potentials) was employed to carry out three dimensional molecular dynamics 
simulations upon application of uniaxial tension at nanoscale of studied materials, which 
contained various vacancy rates. We performed molecular dynamics (MD) simulations to 
study the yield mechanisms in Ni and Ti nanowires and Nitinol alloys.  The coupled effects of 
various shapes, sizes, and locations of vacancy defects on the mechanical strength and 
structural deformation of nanowires are presented. The formation energies of vacancy defects 
are also evaluated. It was found that as the number of vacancies increases, the yield stress 
decreases. The results showed that breaking time changes with the increase in number of 
vacancy. To understand the effects of the vacancies on the mechanical properties of Ni and Ti 
nanowires and Nitinol alloys, tensile and fatigue tests are simulated. 
Keywords: many-body, Nitinol, alloys, vacancy, defects 
 
 
1. Introduction 
MD simulations are used to simulate the movement of interacting atoms under the Newtonian 
mechanics. Given the instantaneous position and velocity vectors of the atoms, the dynamical 
history of the composition is generated by integrating the equations of motion numerically. 
The energy and force of the system are calculated. Computer simulation process was 
produced for systems under equilibrium, minimal interatomic energy and force through 
development of suitable interatomic potentials.  

Vacancies which had little effect on the mechanical properties while seriously affecting 
the electrical properties. Vacancies Would be very effective in increasing the electrical 
resistance. Perhaps the clearest example of a phenomenon in which vacancies are created and 
absorbed by stationary edge dislocations is the Kirkendall effect. This explanation, however, 
requires that sources of vacancies should be presented within the grains of the alloy. The 
sources can only be dislocations (or grain boundaries), unless the vacancies condense in the 
form of macroscopic holes. The presence of such holes has in fact been reported in certain 
cases. The vacancies formed when dislocations move will bring slipping in the plane of a 
given Frank-Read source, even if no deformation bands are formed. It is shown that one has 
to expect cross-slip and formation of deformation bands.  
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It is shown moreover that the formation of vacancies by moving dislocations plays an 
essential role in these processes. It is suggested that the movement of vacancies (self-
diffusion) plays an essential role in polygonization, recovery and steady-state creep, enabling 
dislocations in deformation bands to move out of their slip planes and so relieve stress. Except 
by slipping right out of the crystal, it can disappear only by vacancy diffusion, which can 
remove the extra layer of atoms. 

The mechanical properties of nanowires have been studied by use of nano 
indentation [1]. On the other hand, the mechanical properties of silicon carbide-silica biaxial 
nanowires and their structural transformation between a biaxial and coaxial configuration 
have been studied by use of transmission electron microscopy [2]. The mechanical properties 
of Ni nanowires dependence on size, shape, as well as the temperature have been  
studied [3-9]. Characterization of strain-induced structural transformations in CdSe nanowires 
using molecular dynamics simulation were also studied in [10]. 

This work was performed using our new MD program "Structural Transformation of 
Metallic FCC, BCC and HCP Nanowires and Their Alloys Using Cleri- Rosato potential". Ni 
and Ti nanowires and Nitinol alloys were taken as an object of investigation. The structures 
were presented in the form of a FCC for Ni, HCP for Ti and austenite for Nitinol alloys. The 
molecular dynamics method based on Cleri Rosato potential function [11,12] was used for 
calculation of the dynamics of the atomic structure in this paper. 

 
2. Molecular dynamic potential: Cleri and Rosato 
The interatomic interactions were calculated using the tight-binding potentials [11], we used a 
computer program for simulating a system involving several thousands of atoms in the time 
interval up to several nanoseconds. It should be noted that, even in the current state in the 
development of high-performance computers, an ab initio simulation of this system remains 
impossible. On the other hand, the potentials proposed by Cleri and Rosato [11] have already 
worked well in cluster studies [13–15]. In the EAM formalism, the binding energy of an 
ith atom in a crystal with N atoms is a sum of contributions from the pair potential and 
embedding potential functions.  

In our model, the potential energy of the system was calculated according to the 
relation: 
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is the many-body term. In Eqs. (2)-(4), 0r  is the equilibrium distance between atoms, ijr  is the 
separation between the ith and jth atoms, and A, ξ, p, q are adjustable parameters governing the 
interaction between those atoms. These parameters (table 1 and 2) were taken directly from 
[11]. Eqs. (1) and (2) are similar to the Finnis-Sinclair (FS) scheme [13], but Eq. (1) uses a 
double summation convention for the repulsive functions, whereas the convention in the FS 
scheme is to sum this term for j > i rather than j ≤ i. For s, p-bonded metals there are no strong 
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theoretical motivation for representing the band energy part of the potential by a square-root 
term. However, this functional form can be rationalized as an empirical representation of the 
volume-dependent term required by the electron gas model of simple metals [11]. The length 
scale parameter 0r  in Eq. (1) is set to the lattice nearest neighbor distance. The remaining 
parameters (A, ξ, p, q ) of the TB potentials were fitted for each element using the lattice 
constant, cohesive energy (EJ, elastic constants (CI1, CI2, C,) and vacancy formation 
energy (E").  
 
Table 1. Parameters of tight-binding potentials for FCC metals. The potentials are cut off 
beyond the second neighbor distance (r > √2r0) 
 A (eV) ξ (eV) P q ro G  / ξ 

Ni 0.0565 1.4005 14.0867 1.7937 2.4918 3.655 

 
Table 2. Parameters of TB potentials for HCP Ti metals, parameters obtained with the 
experimental value, and theoretical fitting [12] 
 A (eV) ξ (eV) P q ro G  / ξ 

Ti (Ex) 0.1519 1.8112 8.620 2.390 2.896 3.936 

Ti (Th) 0.0741 1.4163 11.418 1.643 2.896 3.936 

 
The model can be used to describe quite well elastic, plastic, fracture and mechanical 

properties of a wide range of FCC, BCC and HCP-metals. The velocities of atomic motion in 
the simulation were determined using the Verlet algorithm. The potentials proposed by Cleri 
and Rosato [11] have already worked well in nanowires studies. 

For a many-body attractive potential of the pair functional type (TB, EAM etc.), this 
normally entails joining one of the nodes of the function to an effective pair potential, ijV , 
which was derived from a series expansion of the many-body potential in the bulk 
environment [16,22]. For TB potentials of the form of Eqs. (1)-(4), the effective pair potential 
acting between atoms i and j is given by:  

2

3

( ) [ ( )]
( ) 2 ( ) .

4
ij ij

ij ij ij ij

r r
V r U r

G G
j j

= − +  (5) 

Equation (5) assumes the usual pair potential evaluation convention. That interaction 
terms are only counted once for each distinct pair of atoms (in contrast to Eq. (1)). The 
functions ( )ij ijU r  and ( )ijrj  are defined in Eqs. (2) and (4) respectively. G is a lattice sum 
which represents the value of the total band energy associated with any atom k in the 
reference environment (normally a site in the bulk of the ideal lattice): 

( ).kl
k l

G rj
≠

= ∑  (6) 

The ratio G/ξ is dimensionless, for a lattice sum (Eq. (6)) corresponding to a bulk 
metallic environment. In all cases, this ratio takes values between 3.4 and 4.0. The larger 
values imply relatively greater long-range contributions to the potential. The attractive part of 
an effective pair potential derived for a surface environment may differ somewhat from that 
of a bulk environment, because of fewer contributions to the lattice sum in Eq. (6) [22]. 
However, this should have minimal impact on a composite potential designed for these 
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simulations, since the simulation was carried out at a separation where the repulsive part of 
the potential dominates. 

In practical applications of TB potentials, it is also desirable to employ a switching 
function in order to terminate the potential and forces smoothly at the cut off distance, thereby  
preventing energy book-keeping errors due to the non-conservative nature of the many-body 
potential at the cut off distance. For this purpose, a simple polynomial switching function, 
S(x), can be applied to the potential in a region just below the cut off distance (rcut) [16]: 

5 4 3( ) 1 6 15 10 , ,sw cuts x x x x r r r= − + − → ≤ ≤  (7) 
where x= (r- swr )/( cutr - swr ), and swr  is the distance at which the switching function was 
applied. 

Finally, the TB potential formalism can be extended to describe bimetallic systems, 
using the fitting methods described in Refs. [12,16-19]. 

In general, the fitting parameters for a bimetallic system cannot be deduced from those 
of the pure elements alone. However, an approximate combination rule which has been used 
for TB and Finnis-Sinclair potentials may be useful in the absence of specific 
parameterizations [16,21]. This help for choosing the potential parameters in such way that 
the hetero-nuclear interaction terms (α-β, for elements α and β) correspond to the geometric 
means of the respective elemental terms (α- α, β- β): 

1 2 1 2( ) [ ( ) ( )] , [ ( ) ( )] .l l
ij ij ij ij ijr r r U U r U rαβ αα ββ αβ αα ββj j j= =  (8) 

The accuracy of this approximation needs to be evaluated on a case- by-case basis using 
suitable thermodynamic measures, and corrections may be required. This is an environment in 
which many-body potentials, despite their defect, are known to perform better than pair 
potentials [20]. When considering a closed system, the force acting on the ith atom, will be: 

1 1
.

N N
KL i j

i
i ,i j j i j

d ( r r )
F

d(r r )
φ

= ≠ =

−
= −

−∑ ∑  (9) 

Temperature of the atoms in a perfect crystal was calculated according to the relation: 
22 1 ,

3 3

N

i i
Ib b

kT
Nk Nk m v= = ∑  (10) 

where bk  is the Boltzmann constant and k is the total Kinetic energy. 
Computer simulation using a many-body interatomic potential for Ni and Ti nanowires 

and Nitinol alloys within the second-moment approximation of the tight-binding model (the 
Cleri and Rosato potentials) was employed to carry out three dimensional molecular dynamics 
simulations of the mechanical properties of Ni and Ti nanowires and Nitinol alloys. We 
studied the extension properties of investigated nanowires for different number of vacancies 
at 300K and 1000K, which was adjusted every 10-13 seconds. The estimated size of the crystal 
unit was for various experiments of 10 x 10 x 10, 12 x 12 x 12 and 18 x 18 x 18 atomic plane 
(AP). The average result is from 300 samples at 300 K and 1000 K. 

It was assumed that the specimens have some random vacancies within materials in the 
simulation. The random distribution of vacancies were modeled by: (i) first calculating the 
number of vacancies according to the given vacancy fraction and the total atomic numbers; 
(ii) numbering the random vacancies in order; (iii) obtaining the occupation positions of the 
vacancies; (iv) converting the atoms and the vacancies to their actual positions in simulation. 
To understand the effects of the vacancies on the mechanical properties of Ni, Ti nanowires 
and Nitinol alloys, the tensile tests are simulated. 
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3. Results and discussion: 
In this paper, the mechanical properties of nanoscale wires and their alloys were studied. 
Since the breaking and the yielding of Ni and Ti nanowires and Nitinol are of main interest in 
this work (Table 3), it seems to be reasonable to adopt small Lx, Ly and Lz for the simulations. 
To save the computing time, the dimensions of the MD models used in the following 
simulations are set to be Lx=Ly=Lz. The nature of deformation, slipping, twinning and 
necking were studied. 

Three stages deformation. The experiments were obtained plots of the stored energy 
of deformation with the time, reflecting the processes in the nanowires during deformation. 
There are three stages of deformation: the quasi-elastic deformation (I), plastic 
deformation (II) until breaking, and failure (III). At all computer experiments, in the first 
stage there was almost linear increase in stress. The initial stage quasi-elastic area there 
is only relative displacement of atoms and there are no defects. Therefore, in this region the 
energy stored varies periodically. 

FCC Ni nanowires at 300 K. First stage was completed at 16 ps for 10 x 10 x 10 Ni 
nanowires without vacancies, 11 ps, 10 Ps and 8 Ps, for vacancy rates equal 1%, 2% and 5%, 
respectively. The sharp fall takes place only at the point of transition from the first to 
second stages of deformation (Fig. 1 to 4). Experiments have shown that when the vacancy 
number increases the first stage of deformation was narrowed, and the second stage was also 
narrowed (Fig.1 to 4). 

 
Table 3. The typical MD results of uniaxial tensile loading using Cleri-Rosato to  
10 x 10 x 10 AP of Ni, Ti nanowires and Nitinol alloys at various vacancies at 300K, 
including the Yielding stress and breaking time 
 vacancies 

 V (%) 
Yielding Stress 

σ (GPa) 

Breaking time (tb, Ps) 

Ni Ti 
 

Nitinol Ni Ti Nitinol 

Th Ex Th Ex 
1 0.0 24 25 18 21 120 110 140 220 
2 0.55 23 24.3 16.8 19 95 90 130 210 
3 1 20 22 15 17 93 85 126 199 
4 1.66 17 19.1 13.6 15 75 71 120 180 
5 2 14 16 12 13 72 69 110 150 
6 4 9 13 9 8 40 41 70 120 
7 5 8 12 7 7 30 30 60 110 
8 10 6 7 3 4 28 25 55 90 
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Fig. 1. The dependence of the stored energy of deformation at 300 K for  
FCC Ni 10 x 10 x 10 AP using Cleri-Rosato potential, a) without vacancies,  

b) V = 1%, c) V = 2% and d) V = 5% 
 

Feature 12 x 12 x 12 AP of HCP Ti nanowires at 300K and 1000K. Figures 2, 3 
indicates the change in the stored energy of the deformed crystal as a function of time at 
300 K and 1000 K for 12 x 12 x 12 AP of HCP Ti nanowires at different vacancy 
concentrations. Experiments have shown that when the number of vacancies increases, the 
first stage of deformation narrowed, and the second stage also narrowed (Figs. 2 and 3). 

Analysis of the graphs in Fig. 2 showed that the stored energy values at the peak of the 
strain curve at the end of the first stage for 0.0%, 1%, 2% and 5% vacancies rate of 
Ti nanowires are 0.09, 0.061, 0.05 and 0.046 eV / atom at 300 K, respectively. The level of 
stored energy at the end of the second stage (plastic deformation) for the investigated 
nanowire are 0.18, 0.109, 0.095 and 0.094 eV / atom at 300 K, respectively. 

Analysis of the graphs in Fig. 3 showed that the stored energy values at the peak of the 
strain curve at the end of the first stage for 0.0%, 2%, 5% and 10% vacancies rate of  
HCP Ti 12 x 12 x 12 AP using theoretical value of Cleri-Rosato potential are 0.135, 0.132, 
0.12 and 0.115 eV / atom at 1000 K, respectively. The level of stored energy at the end of the 
second stage (plastic deformation) for the investigated nanowire are 0.177, 0.164, 0.162 and 
0.148 eV / atom at 1000 K, respectively. 
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Fig. 2. The dependence of the stored energy of deformation at 300 K for  

HCP Ti 12 x 12 x 12 AP using theoretical value of Cleri-Rosato potential [11],  
a) without vacancies, b) V = 1%, c) V = 2% and d) V = 5% 

 

 
Fig. 3. The dependence of the stored energy of deformation at 1000 K for  

HCP Ti 12 x 12 x 12 AP using Experimental value of Cleri-Rosato potential [11],  
a) without vacancies, b) V = 2%, c) V = 5% and d) V = 10% 
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Feature of 18 x 18 x 18 AP of Nitinol alloys. Analysis of the graphs in Fig. 4 showed 
that the stored energy values at the peak of the strain curve at the end of the first stage at 
0.0%, 1%, 5% and 10% vacancies rate of Nitinol alloy with size 18 x 18 x 18 AP are 0.06, 
0.055, 0.043 and 0.04 eV / atom at 1000 K, respectively. The level of stored energy at the end 
of the second stage (plastic deformation) for the investigated nanwire are 0.12, 0.116, 0.11 
and 0.111 eV / atom at 1000 K, respectively. 

 

Fig. 4. The dependence of the stored energy of deformation at 300 K for  
NiTi 18 x 18 x 18 AP using Cleri-Rosato potential [11], a) without vacancies,  

b) V = 1%, c) V = 5% and d) V = 10% 
 

Tensile deformation. The mechanical properties at different vacancy rates with MD 
simulations are studied (Table 3), the uniaxial tension of the Ni and Ti nanowires and Nitinol 
alloys are studied with different vacancy rates at 300 K and 1000K. Figure 5 gives the stress–
strain relationships of the (12 x 12 x 12 AP FCC) Ni nanowires subjected to uniaxial tension 
at different vacancies rate at temperatures 300 K and 1000K. The effect of vacancy rates on 
the stress strain curve of the (12 x 12 x 12 AP) HCP Ti nanowires was shown in Fig. 6  
at temperatures 300 K and 1000K. Figure 7 gives the stress–strain relation of the  
(18 x 18 x 18 AP) Nitinol alloys at various vacancy rates at 300 K and 1000K. 
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Fig. 5. Tensile stress vs. tensile strain for FCC Ni 12 x 12 x 12 AP nanowires at various 
vacancy rates at (a) 300 K, (b) 1000 K 

 

Fig. 6. Tensile stress vs. tensile strain for HCP Ti nanowires at various vacancy rates at  
(a) 300 K, (b) 1000 K 

 

Fig. 7. Tensile stress vs. tensile strain for NiTi alloys at various vacancy rates at (a) 300 K,  
(b) 1000 K 

 
With the increasing initial strain, stress increases linearly at various vacancies. This 

process corresponds to the elastic deformation of the nanowires. With the increasing strain, 
stress decrease as shown in the stress–strain response of the nanowires, indicating the 
beginning of the plastic deformation of the nanowire. The stress–strain curves are smooth at 
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no vacancies, some "minipeaks" exhibit with increasing vacancy rates. The results 
demonstrate that the tensile strength decreases with increasing vacancy rates. 

Deformation of the nanowires is in a fast stage of the atomic damage process. It was 
observed that the yield stress decreases as the vacancy number increases (Fig. 8). When the 
plastic deformation of the nanowire begins, the drop of the first yield stress also decreases. 
Figure 8 shows the simulated ultimate strength of Ni and Ti (for both experimental and 
theoretical parameters) nanowire and Nitinol alloy as a function of vacancy rates. As 
expected, the nanowire strength decreases with increase the vacancy number.  

 
Fig. 8. Relationship between yield strength for 10 x 10 x 10 AP Ni and Ti (theoretical and 
experimental values) nanowires and Nitinol alloys with various vacancy rates at T=300 K 

 
Breaking time and position. The results showed that the breaking time depended on 

the vacancy rates as in Fig. 9. The most probable breaking position was located at the center 
of the nanowires. Figure 9 presents the calculated breaking time for 10 x 10 x 10 AP Ni and 
Ti (theoretical and experimental values) nanowire and Nitinol alloys as a function of vacancy 
rates.  

If the breaking position and breaking time are predictable, the nanowire can be 
strengthened near the breaking position and time to avoid failure. Although the single 
breaking case is not predictable, many breaking cases show a statistic feature. Figures 10 and 
11 presents the representative snapshots of 12 x 12 x 12 AP Ti nanowire and for  
18 x 18 x 18 Ap Nitinol alloys with different vacancies at the breaking moment at 300 K, 
respectively. In most cases, the final breaking position occurs at the central part of this 
Ti nanowire but for NiTinol the position gradually shifts to the ends.  

220 M.M. Aish



 
Fig. 9. Relationship between breaking time for 10 x 10 x 10 AP Ni and Ti (theoretical and 

experimental values) nanowire and Nitinol alloys with various vacancies at T=300 K 
 

  
Fig. 10. Snapshots of 12 x 12 x 12 (AP) Ti alloy with different vacancies and the breaking 

moment at 300K 
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Fig. 11. Snapshots of 18 x 18 x 18 (AP) NiTinol alloy with different vacancies and the 
breaking moment at 300K 

 
4. Conclusion 
In this work, MD simulations are performed for Ni and Ti nanowire and Nitinol alloy subject 
to uniaxial tensile strain loading. A many-body interatomic potential within the second-
moment approximation of the tight-binding model (the Cleri and Rosato potentials) was 
employed to carry out three dimensional molecular dynamics simulations. MD simulation 
results at 300K and 1000K temperature were presented. The stress–strain curves for 
nanowires were simulated. The breaking and yield stress of nanowires are dependent on the 
size, temperature and vacancy rates. 

The tensile stress decreases with increasing vacancy fraction of the material and the 
maximum stress founded at zero vacancies. The studied materials shows very high ultimate 
tensile stress and elongation rate. Increasing vacancy fraction was also affect the yield stress 
to decrease. It was observed that the Ni and Ti nanowires and Nitinol alloys has a higher 
fatigue limit when the vacancy fraction is lower, and when the value of applied stress is less-
than-critical. 

The necking, plastic deformation and breaking of nanowires are demonstrated. The 
effect of temperature was successfully studied; the elastic modulus and the stress were 
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linearly decreased. The simulation results would be helpful to avoid the materials failure by 
predicting the breaking position. This study of mechanical properties of metal nanowires will 
be helpful to the design, manufacture and manipulation of nano-devices. 
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Abstract. Graphene is a two-dimensional hexagonal type of carbon allotropes in the form of a 
sheet. It is a one atom thick sheet of carbon atoms, which has extraordinary thermal, 
mechanical, electronic and electrical properties. In the present research, a molecular dynamic 
study has been done to investigate the mechanical properties of graphene reinforced epoxy 
nanocomposite. A single layer of graphene sheet has been randomly reinforced into the epoxy 
matrix at 5%, 10%, 15% and 20% weight percentages. A dense amorphous cell is created 
using the Forcite module of Material Studio software and simulation is performed. Young's 
modulus is predicted at varying strain rate from 0-1. Results have revealed that Young's 
modulus increases with increase in reinforcement quantity. Moreover, graphene reinforced 
epoxy nanocomposite exhibits better properties than CNT reinforced nanocomposites.  
Keywords: atomistic model, epoxy, graphene, molecular dynamics, Young's modulus 
 
 
1. Introduction 
The nanocomposite is a multiphase solid material where one of the phases has one, two or 
three dimensions of less than 100 nanometers (nm). Nanocomposite materials have emerged 
as suitable alternatives to overcome limitations of microcomposites and monolithic while 
posing preparation challenges related to the control of elemental composition and 
stoichiometry in the nanocluster phase. These are reported to be the materials of the 21st 
century in the view of possessing design uniqueness and property combinations that are not 
found in conventional composites. The effectiveness of the nanoparticles is such that the 
amount of material added is normally only between 0.5 and 5% by weight. 

Over the past decade, advanced material researchers had focused on the development of 
polymer based nanocomposites reinforced with well-defined nanostructured compounds, 
which are expected to provide high performance materials, with potential application in a 
wide range of technological areas such as defense, aerospace, automotive industries etc. The 
properties of materials may be enhanced by reinforcing with a different type of superior 
materials like carbon nanotubes (CNTs), Graphene (GR), nano rope, nanoclay and 
metal/polymer based nanoparticles. However, Graphene has attracted the significant attention 
of researchers of various areas and has been found to be a suitable reinforcing candidate due 
to its superior properties over CNT and other nanoparticles. Graphene reinforced polymer 
nanocomposites have attracted the attention of researchers and material scientists due to its 
superior properties over other reinforcement materials like CNTs etc. As per the literatures, 
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nearly 98% of CNTs are produced defective and having structural discontinuities which 
restrict the application of CNTs in reinforced nanocomposites. The defective CNTs may react 
with the base material due to which the desired properties may not be achieved. A certain 
advantage of GR such as high aspect ratio, non-functionality, better electronic and thermal 
conductivity, thermal stability over the CNTs makes it a potential reinforcement candidate for 
polymer based nanocomposites. Moreover, mechanical properties and gas barrier behavior 
appears as a highly promising additive for the improvement of the overall performance of the 
host polymeric component. In general, the physical properties of such mixed systems were 
found to depend on several parameters, among others on the characteristics of the dispersion 
of the GR layers and the nature of the interactions between GR and the polymeric matrix, the 
amount of wrinkling in the GR, the polymer architecture and the sample preparation 
procedure [1-3]. Graphene is also envisioned as the key ingredients of many futuristic 
applications. In particular, epoxy nanocomposites with improved properties (elastic modulus, 
tensile strength, and toughness) are obtained by reinforcing Graphene into epoxy matrix [4], 
which make the nanocomposites ideal for various applications viz. lightweight gasoline tanks, 
strong wind turbines, medical implants, sports equipment, etc. [5]. In addition to the 
improvement in mechanical properties, graphene reinforced nanocomposites often exhibit 
enhanced thermal properties and electrical properties as well [6]. Moreover, graphene based 
nanocomposites have unique applications in a broader range of industries. Thin-film 
capacitors for a computer chip, Solid polymer electrolytes for batteries, automotive and 
aircraft engine parts and fuel tanks etc.  

Epoxy resins are the well-known class of thermosetting polymers which are widely used 
as adhesives, electronic encapsulating compounds, coating materials and the organic phase of 
composite materials due to their high mechanical strength, high chemical corrosion and 
erosion resistance, excellent electrical insulation. DGEBA (Diglycidyl Ether of Bisphenol-A) 
categorizes as a thermosetting polymer which has excellent cross linking property and forms 
polymer chains which may have an irreversible network structure. In this context, various 
researches have been done highlighting the importance of polymer based nanocomposites and 
reinforcement of GR and carbon nanotubes (CNTs). Xia et al. [7] investigated the interfacial 
mechanical behavior of multilayered graphene-PMMA layered nanocomposites by 
performing pull-out simulations using MD. The results revealed two distinct failure 
mechanisms; namely, pull-out failure (failure along graphene-PMMA interface) and yielding 
failure (failure within the multilayered graphene). A one-step cross-linking of epoxy networks 
was performed by Yarovsky and Evans [8]. The cross linking was based on local proximity 
keeping the cutoff distance and reactivity orders of the various epoxy. Site pairing was done 
considering the cutoff distance of 6 Å and crosslinking were based on proximity and 
reactivity weights. It was observed that the adopted method was not precise enough to obtain 
a high percentage of curing compared to that obtained synthetically. The cross-linking 
mechanism was reported by Rottach et al. [9] stated two-stages cross-linking which consists 
of unstrained and uniaxial strained. Xia et al. [10] conducted coarse-grained molecular 
dynamics (MD) simulations of nano-indentation of PMMA polymer to study the variation of 
the elastic properties near the interface between the indenter and the substrate. 
Characterization of elastic properties was performed by Griebel et al. [11] on polymer-carbon 
nanotube composites by applying MD simulations, wherein polyethylene was reinforced with 
CNT. Zhao et al. [12] reported improvement in compressive fracture strength and plastic 
strain of the composite based on his study regarding the impact of CNTs on the mechanical 
properties of Magnesium based amorphous alloys. Microstructure characterization method 
was used by Wan and Chen [13] to examine changes in modulus improvement as a result of 
interfacial interactions between graphene oxide and the polymer matrix. Awasthi et al. [14] 
studied the amount of load transfer between a graphene sheet and polyethylene on a nano 
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scale by utilizing the method of MD simulations. The authors had concluded that the 
graphene sheets appeared to be adhered to polymer chains in a specific zone and the 
interphase layer remained unaffected. Shin et al. [15] adopted modelling approaches on epoxy 
nanocomposites to identify and permeate the interfacial behavior and interphase properties.  
A reduction in interfacial adhesion with an increase in crosslink conversion was observed 
between the matrix and the filler. Through MD simulation work of crosslink density on the 
molecular structure of the interface for the graphite fiber/epoxy matrix, Hadden et al. [16] 
proved that the effective surface thickness from the graphene sheet is insensitive to the 
variation of crosslinking. Li et al. [17] dealt with multilayer graphene for the investigation of 
the interfacial layer of cross-linked epoxy, focusing on the various orientation of the layers by 
MD simulations.  

Dai and Mishnaevsky [18] studied the damage and fracture of graphene reinforced 
nanocomposites using 3D computational model. The damage mechanisms were studied 
considering the effect of the aspect ratio, shape, clustering, orientation and volume fraction of 
graphene platelets. It was observed that the Young modulus of the nanocomposites 
significantly influences by these parameters and increases with increasing aspect ratio, 
volume content, elastic properties of graphene/polymer interface layer, and decreasing the 
degree of intercalation. Roussou and Karatasos [19] employed a full atomistic molecular 
dynamics simulation and studied the melt dispersions of graphene nanosheets in a poly 
(ethylene glycol) (PEG) matrix at various temperature ranges. Two different polymer sizes 
were investigated and resultant mixtures were characterized after reinforcement of graphene 
in PEG oligomeric clusters. Sharma et al. [20] had used molecular dynamics simulation to 
study the mechanical and thermal properties of graphene–carbon nanotube-reinforced metal 
matrix composites. The authors had considered two different computational models viz. 
single layer graphene sheets–copper and carbon nanotube–copper composites at various 
temperature and volume fraction of the reinforcing materials. It was found that with an 
increase in volume fraction Young's modulus as well as the thermal conductivity of single 
layer graphene sheets–Cu composites increased at a faster rate than that for carbon  
nanotube–Cu composite. Keeping the volume fraction constant for carbon nanotube and 
graphene, it has been reported that Young's modulus of single layer graphene sheets–Cu 
composite was higher than carbon nanotube–Cu composite. Tensile behavior of graphene 
reinforced polymer nanocomposite was reported by Sun et al. [21]. The authors had used 
defective single layer graphene which contained single or double vacancies using molecular 
dynamics simulations. It has been concluded that the mechanical properties such as Young's 
modulus, ultimate strength and strain in both directions decrease with an increase in defects.    

In the present study, molecular dynamics simulation has been employed to determine 
the mechanical properties of graphene reinforced epoxy nanocomposite. A fully atomistic 
model of epoxy has been built in Material Studio visualizer and curing has been done using 
hardener Diethyltoulenediamine (DETDA). Diglycidyl ether of bisphenol A (DGEBA) has 
been selected for matrix material. An amorphous cell has been created using a single layer of 
a graphene sheet by random reinforcement. Mechanical properties of epoxy nanocomposite 
have been determined with and without the reinforcement of graphene sheet.    
 
2. Model and Method 
In the present research, molecular dynamics simulation has been performed using Material 
Studio software. MD is the most detailed molecular simulation method [22] which computes 
the motions of individual molecules. Coupled Newton's equations of motion, which describe 
the positions and momenta, are solved for a large number of particles in an isolated cluster or 
in the bulk using periodic boundary conditions. The equations of motion for these particles 
which interact with each other via intra and inter-molecular potentials can be solved 
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accurately using the following numerical integration methods (a) common predictor-corrector 
and (b) Verlet method. MD efficiently evaluates different configurational properties and 
dynamic quantities which cannot generally be obtained by Monte Carlo simulations [23]. In 
the present research, a fully atomistic model has been built in the material Studio visualizer 
environment. A rigid triangular structure has been modeled (shown in Fig. 1) and densely 
packed in an amorphous cell which is a representative of the actual composite as reported by 
Dikshit and Engle [24] as shown in Fig. 2. 
 

 
Fig. 1. Triangular model of cured DGEBA [24]  

 

 
Fig. 2. Amorphous cell of the triangular model  

 
In the course of building an amorphous cell the target density of cell was kept 

equivalent to the real density of the epoxy DGEBA i.e. 1.2 gm/cm3. In densely packed 
amorphous cell 20 molecules of the triangular model have been used (Fig. 2). Energy 
minimization and geometric optimization have been employed to stabilize the structure. 
Dynamic stability has been done using the Forcite module employing NPT ensembles. 
Furthermore, annealing has been performed using the NVT ensemble to keep volume and 
density intact. The dynamic run has been done followed by energy minimization and 
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geometry optimization. The control parameters for Forcite Dynamics and Forcite Anneal 
Dynamics are depicted in Table 1 and Table 2 respectively. 

Table 1. Control Parameter Employed for MD Simulation (Forcite Dynamics) 
Force-field COMPASS II 
Temperature control Berendsen 
Pressure Control Berendsen 
Initial velocity Random 
Temperature 298 K 
MD ensemble NPT 
Pressure 0.3 GPa 
Time step 1 femtosecond (fs) 
Duration of simulation 10 pico second (ps) 
Periodic boundary condition On 
Number of steps  20000 
Frame output every 1000 steps 
 
Table 2. Control Parameter used for Forcite Anneal Dynamics 
Anneal cycles 10 
Initial Temperature 298 K 
Mid-cycle temperature 500 K 
Heating ramps per cycle 5 
Dynamics step per ramp 100 
Total number of step 10000 
Geometry optimization after each cycle yes 
  

The simulation has been done at room temperature i.e. 25ºC (298 K) and external 
pressure was 0.3 GPa. Fig. 3 shows the temperature stability of the developed model with 
time. From Fig. 3 it can be seen that initially, the temperature of the model increases and rose 
to the room temperature. As the simulation proceeds, there is no change in the temperature 
profile which suggests that the model is dynamically stable. Using the control parameters as 
depicted in Table 1, the predicted density of the developed amorphous cell is 1.202 gm/cm3 
(shown in Fig. 4) which is very close to the actual density of the epoxy DGEBA at room 
temperature. Furthermore, the stability of the developed model has also confirmed the Forcite 
Dynamics energies trajectory as shown in Fig. 5.  

 

 
Fig. 3. Simulated data for temperature (K) 
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Fig. 4. Simulation data for density (g/cm3) 

 

             Potential Energy                 Kinetic Energy            Non-Bond Energy            Total Energy     

Fig. 5. Forcite energy diagram for the simulated amorphous cell of DGEBA 
 

From Fig. 5, it is observed all the energies (potential energy, kinetic energy, non-bond 
energy and total energy) are constant as the simulation progresses. Lower the kinetic energy 
more stable is the model which also confirm the thermal stability of the model. The optimized 
structure is further used for creating graphene sheet reinforcement to obtain a graphene based 
nanocomposite. A single layer graphene sheet (5 repeat units and consisting of 72 atoms) has 
been randomly reinforced into the epoxy matrix shown in Fig. 6. In the present research, 
reinforcements have been done at a various weight percentage of graphene viz. 5%, 10%, 
15% and 20%.  

Similar simulation processes have been adopted using the control parameters depicted 
in Table 1 and Table 2. After ensuring the stability of the developed model, the model has 
been further processed for predicting mechanical property. 
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Fig. 6. Amorphous cell model for graphene reinforced epoxy 

 
3. Results and Analysis 
MD simulation has been employed on two amorphous cell models. One model consists of 
cured DGEBA and another model is obtained after reinforcement of a graphene sheet into the 
matrix of DGEBA. The simulation has been performed according to the discussions depicted 
in section 2. The mechanical properties have been obtained after the Forcite dynamic 
simulation with constant strain minimization. Simulations using COMPASS II force-field 
have been performed in the Forcite module. Simulations have been performed at room 
temperature (298 K) using the triangular model as described in section 2. Young's modulus 
has been predicted at 0%, 2%, 4%, 6%, 8%, and 10% of strains. Predicted Young's modulus 
of DGEBA without reinforcement at 0% strain is reported to be 2.429 GPa at 298 K and the 
corresponding Poisson ratio 0.42 [24]. The simulation has been done on the developed 
graphene reinforced epoxy nanocomposite at a different weight percentage of the graphene 
sheet. Stress vs. strain curves are plotted for each weight percentage (i.e. 5%, 10%, 15% and 
20%) shown in Fig. 7. 

The figure (Fig. 7) depicts the stress at various strain rates of DGEBA reinforced with a 
different weight percentage of graphene and the one without reinforcement. From Fig. 7 it can 
be seen that there is a significant improvement in the stress value of the epoxy with the 
increasing value of reinforcement. Superior property is obtained at 20% weight faction of 
graphene. However, nonlinearity has been observed in the stress vs. strain curve of graphene 
reinforced epoxy nanocomposite at 20% weight of graphene, this might be due to improper 
interphase or improper dispersion of large quantity of graphene.  

The plot of Young's modulus against various strain rate at different weight percentages 
of graphene and without reinforcement is shown in Fig. 8. From Fig. 8, it can be observed that 
there is a substantial increase in Young's modulus with reinforcement at the same strain rate. 
Similarly, the maximum value of Young's modulus at 0% strain rate for the simulations 
involving reinforcement of graphene at a weight of 20% and 15% were found to be around 
17.8 GPa and 12.4 GPa respectively and the values of those with 10% and 5% graphene were 
8.45 GPa and 4.8 GPa respectively. It is also observed that the value of Young's modulus 

Graphene 
Sheets DGEBA 
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decreases with increase in strain rate. Moreover, the obtained results of the graphene 
reinforced epoxy nanocomposite are compared to CNT reinforced epoxy nanocomposite as 
reported by Dikshit and Engle [24]. It has been found that graphene reinforced epoxy 
nanocomposite exhibits better mechanical properties when compared to CNT reinforced 
epoxy nanocomposite.  
 

 
Fig. 7. Stress v/s Strain at different weight percentage 

 

 
Fig. 8. Young's Modulus v/s Strain at different weight percentage 
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4. Conclusions 
Molecular Dynamics simulations have been employed to study the elastic properties of the 
epoxy DGEBA cured with DETDA, graphene reinforced epoxy/graphene nanocomposite. 
Two models of composites have been studied: (a) epoxy matrix with graphene reinforcement 
and (b) without graphene reinforcement. The following conclusions are drawn from the 
present research.  

1. The predicted MD simulations results for epoxy DGEBA-DETDA indicate that the 
elastic modulus decreases consistently with the increase in strain. Elastic moduli of the epoxy 
DGEBA cured with DETDA decreases with the increasing strain levels. 

2. The elastic modulus of the epoxy nanocomposite (with or without reinforcement) 
decrease with increase in strain levels (from 0.0 to 0.1). The MD simulation results clearly 
indicate that Young's modulus of the Graphene reinforced composites is superior to the 
DGEBA epoxy matrix.  

3. At any given strain level graphene reinforced epoxy composite is 8 times stiffer than 
the pure epoxy matrix. Whereas in the case of DGEBA reinforced with CNT [24] it is found 
that the composite is 4 times stiffer than its pure form.  
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Abstract. In this study, effects of aspect ratio and perforation on the buckling response of 
graphene nanosheet (GNS)-embedded aluminum (Al) nanocomposite plate are studied using 
molecular dynamics (MD) simulations. The periodic system of GS-Al nanocomposite plate is 
built and simulated using molecular dynamics (MD) based software LAMMPS (Large-scale 
Atomic/Molecular Massively Parallel Simulator). Embedded atom method (EAM) and 
Adaptive Intermolecular Reactive Empirical Bond Order (AIREBO) potentials are employed 
to model the interactions between the atoms of Al and carbon atoms, respectively. It is 
observed that the buckling strength of square GNS-Al nanocomposite plate deteriorates 
drastically due to perforation and the same is also true for plates of higher aspect ratio.  
Keywords: molecular dynamics, nanocomposites, graphene, buckling, plate     
 
 
1. Introduction   
Two-dimensional (2-D) honeycomb lattice structure of sp2-hybridized carbon (C) atoms, 
Graphene nanosheet (GNS) with extraordinary mechanical properties [1] has been 
theoretically analysed for more than seven decades [2,3]. Though, these nanosheets were 
observed as the integral part of 3-D materials, but it was assumed that GNSs were unstable 
with respect to the formation of curved carbon nanostructures such as fullerenes and 
nanotubes [4]. In 2004, Novoselov et al. [5] reported naturally-occurring GNSs by 
experimentation and opened a new window of nanoscience for researchers around the world. 
Stiffness and failure properties of GNSs are found to be approximately the same as that of 
carbon nanotubes (CNTs) [6]. However, the high aspect ratio, surface area and thermal 
conductivity and low production cost, GNSs are favoured over CNTs as a nanofiller 
reinforcing agent. With the reinforcement of only a small percentage (by weight/volume) of 
GNSs in polymers, the mechanical properties of the resulting nanocomposite enhances 
substantially [7].  

GNSs have higher surface area than CNTs and can interact with the matrix at its both 
upper and lower surfaces. The 2-D shape of GNS has improved interlocking with the matrix 
material and demonstrates a larger interfacial region at GNS–matrix interface than  
CNT–matrix interface, which leads to better mechanical properties of GNS-reinforced 
nanocomposite material [8,9]. For example, for 3% reinforcement of GS by weight, the tensile 
strength and elastic modulus of polyethene (PE) are enhanced by approximately 77% and 
87%, respectively. On the other hand, addition of the same weight fraction of CNTs in PE 
increases the tensile strength and elastic modulus of PE by only 58% and 57%,  
respectively [10].   
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Compressive mechanical response of carbon (C) nanofillers are analyzed by various 
researchers experimentally [11], analytically [12] and through numerical experiments 
including molecular simulations [13–15]. With continuous improvement and development of 
less empirical force fields, molecular dynamics (MD) simulations are playing a crucial role in 
studying the mechanical response of nanofillers. Zhang et al. [16] employed the reactive 
empirical bond order (REBO) force-field along with Lennard-Jones (LJ) potential to define 
the interaction between C atoms, similarly, Wang [17] utilized the condensed-phased 
optimized molecular potential for atomistic simulation studies (COMPASS). Buckling failure 
behavior of defective CNTs have been examined by Hao et al. [18] with Morse potential 
integrated with LJ potential.  
 The extraordinary stiffness and failure properties of GNSs and therefore, enhanced 
mechanical responses of GNS-reinforced nanocomposites further requires the study of widely 
used plate-like structures along with the GNS-reinforcement [19]. The load carrying capacity 
of these GNS-nanostructures subjected to in-plane compression/shear or thermal load is a 
current area of intense study. For example, the post-buckling response of functionally graded 
(FG) GNS-reinforced nanocomposite plate under to thermal loading was examined by  
Shen et al. [20]. In 2018, Srivastava & Kumar [21] have studied the post-buckling behavior of 
GNS-reinforced nanocomposite plate including the effect of interfacial region. Very recently, 
Yang et al.[22] have looked into the nonlinear in-plane equilibrium, buckling and post-
buckling responses of FG-GNS reinforced fixed and pinned arches subjected to central point 
load. All these studies are majorly focused on continuum mechanics based study of 
nanocomposite plate. In order to better understand the buckling or post-buckling response of 
nanocomposite plate, it is necessary to take care of material response at various loading 
stages. To capture the response of nanomaterial at nano-level, it is important to employ the 
molecular simulations while studying the buckling and post-buckling response of  
GNS-reinforced nanocomposite plate. 

In the present study, MD simulations are performed to study the non-linear in-plane 
instability of nanocomposite plate. Widely used, economical and lightweight metal, aluminum 
(Al), is chosen as matrix material. Adaptive Intermolecular Reactive Empirical Bond Order 
Potential function (AIREBO) and Embedded atom method (EAM) are employed, 
respectively, between the C-C and Al-Al atoms to study the effect of bonded and non-bonded 
interactions. The effects of aspect ratio and perforation on the buckling and post-buckling 
responses of nanocomposite plate are also highlighted.   
 
2. Atomistic Modeling 
In the current study, a square GNS of sides 250 Å is selected as reinforcing nanofiller and Al 
is taken as matrix material to model a simplified nanocomposite plate. Open source code, 
Visual Molecular Dynamics (VMD) is utilized to generate the structure of GNS. The data file 
generated by VMD was utilized along with the face centered structure of Al atoms, generated 
in LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator) input code. The 
thickness of nanocomposite plate is taken as 15 Å, thus the width to thickness ratio (i.e., 𝑤𝑤 ℎ⁄ ) 
of nanocomposite plate is 16.67 ( > 20) and will behave as thick plate. 
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Fig. 1. Simplified GNS-reinforced Al nanocomposite plate subjected to biaxial compressive 

loading 
 

The interaction potentials that act between the covalently bonded C atoms of GNS are 
evaluated by AIREBO (Adaptive Intermolecular Reactive Empirical Bond Order) potential 
function. On the other hand, widely employed Embedded Atom Method (EAM) is utilized to 
model the pair-wise interactions between Al atoms by EAM/ALLOY potential, which 
describes the interactions between metals and metal-alloy. The Lennard-Jones (L-J) 12-6 
interaction potential (Eq. 1), is also utilized to take care of the non-bonded interactions 
between GNS and Al matrix material.   

𝐸𝐸 = 4𝜀𝜀 ��𝜎𝜎
𝑟𝑟
�
12
− �𝜎𝜎

𝑟𝑟
�
6
� , 𝑟𝑟 < 𝑟𝑟𝑐𝑐,                                      (1) 

where, 𝑟𝑟𝑐𝑐 is the L-J cutoff radius, beyond which van-der-Waals (vdW) interaction becomes 
very weak and therefore neglected. 𝑟𝑟𝑐𝑐 is taken as 2.5 σ (i.e. 7.83125 Å). The potential 
parameter 𝜀𝜀 represents the coefficient of well depth energy and σ represents the equilibrium 
distance between C and Al atoms. The potential parameters for the interactions between C and 
Al atoms are calculated by widely employed Lorentz-Bertholet (L-B) rule [23]. The potential 
parameters for individual Al and C atoms are given in Table 1 and thus for interaction zone 
these are σ = 3.1325 Å and ε = 0.003457 eV. 
 
Table 1. L-J pair potential parameters for C and Al atoms 
L-J Potential parameters Carbon, C Aluminum, Al 
σ [Å] 3.41500 2.8500 
ε [eV] 0.00239 0.0050 
 
3. Simulation Procedure 
After modeling the initial structure of the nanocomposite plate, initially the periodic boundary 
condition is employed in all the three directions of nanocomposite plate. The potential energy 
of nanostructure is minimized by conjugate gradient (CG) approach as shown in Fig. 2. 
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Thereafter, nanostructure was equilibrated by using isothermal–isobaric (i.e., NPT) ensemble 
at the temperature of 300 K, so that the potential energy and volume of the nanostructure 
remain relaxed and stable. After the equilibrium process, to observe and analyze the buckling 
and post-buckling response of nanocomposite plate, the periodic boundary condition in z-
direction (i.e., out-of-plane) is replaced with non-periodic shrink-wrapped boundary 
condition. Therefore, the out-of-plane deformation of nanocomposite plate is accommodated 
within the system boundary. All edges of the structure are clamped by fixing the forces on 
them to zero. Thereafter, a constant strain rate of 0.005/picosecond is applied on the x- and y-
boundaries of the equilibrated nanostructure. 
 
4. Present Study  

Validation. In this section, the MD based approach, utilized to characterize the 
nanocomposite material and study the buckling and post-buckling response of nanocomposite, 
is verified with the Rule of mixtures (ROM). An equilibrated dimension of nanocomposite 
plate is shown in Fig. 2 and corresponding stress-strain diagram in armchair and zigzag 
direction of GNS is plotted in Fig. 3. The modulus and thickness of interphase zone are taken 
from literature Srivastava & Kumar [24]. It can be observed from Table 2 that, results are in 
good comparison with that of analytical solution obtained by ROM. 
 

 
Fig. 2. Equilibrated structure of nanocomposite plate 
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Fig. 3. Stress-strain diagram of nanocomposite material 

 
Table 2. Comparison of Young's modulus for Al -GS aligned nanocomposite 

Molecular Dynamics ROM % Difference Armchair Zigzag Average 
201.7705 275.6492 238.7099 248.9351 4.1101 

 
Results and Discussion. In this section, initially the post-buckling response of pure Al 

plate is compared with the results obtained from FEM based software ANSYS. All plates 
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considered for study are subjected to bi-axial compressive loading and all edges of the plates 
are clamped. The bi-axial compressive load (N) and the maximum transverse deflection 
(𝑤𝑤𝑚𝑚𝑚𝑚𝑚𝑚) of the Al plate are normalized as follows  
𝜆𝜆 = 𝑁𝑁𝑏𝑏2

𝐸𝐸𝑚𝑚ℎ3
   (with N = Nx = Ny for bi-axial loading); 

W∗ = 𝑤𝑤𝑚𝑚𝑚𝑚𝑚𝑚
ℎ

,       (2) 
where Em represents the elastic modulus of Al matrix material, b and h are the side and 
thickness of the Al plate. 

Thereafter, a separate study is performed to highlight the effect of GNS-reinforcement, 
aspect ratio and perforation of nanocomposite plate. Since, to analyze the post-buckling 
response of nanocomposite plate, a constant strain rate is applied in both x- and y-directions, 
thus the results are also reported in terms of applied strain and W∗ (i.e., maximal value of out-
of-plane deformation/thickness) of plate.  
 

 
Fig. 4. Comparative diagram between MD and FEM model of plate of same dimension 
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Fig. 5. Comparative post-buckling response of pure Al plate with MD and FEM study 
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The schematic diagrams of MD and FEM models of nanocomposite plate with number 
of atoms and elements, respectively, are given in Fig. 4. All edges are taken as clamped in 
both of the models. The buckling and post-buckling responses of Al plate obtained in both of 
the methodologies are also given in Fig. 5. It can be observed from Fig. 5 that, using MD, the 
plate buckles far before than the results reported by the FEM based results. The reason for 
earlier buckling response is that, in MD simulations, the elastic-plastic behavior of material is 
taken care whereas, the FEM based study reported in Fig. 5 only considers the elastic 
response of plate. After, equilibrating the MD model, the plate never remains flat (in contrast 
to FEM model), and surface irregularity of the plate reduces the buckling strength of the plate, 
substantially.   
 

 
                                            (a)                                                          (b) 

Fig. 6. (a) Perforated GNS-Al nanocomposite plate, (b) GNS-Al nanocomposite plate with 
aspect ratio (a/b = 2) 

 
To visualize the effect of perforation and aspect ratio on the post-buckling response of 

nanocomposite plate, two different MD models of nanocomposite plate are modeled as shown 
in Fig. 6. Nanocomposite plate is perforated by a circular hole of 50 Å diameter, and to study 
the effect of aspect ratio, the width of model is divided by 2.  

Figure 7 shows a comparative study between, pure Al plate, GNS-Al nanocomposite 
plate, effect of perforation and aspect ratio. Results are shown in terms of Strain and 
normalized out-of-plane deformation of different plates. Buckling strains found from the 
results are shown in Table 3. It can be observed from Fig. 7 and Table 3, that,  
GNS-reinforcement enhances the buckling and post-buckling response of nanocomposite 
plate substantially. Whereas, the higher aspect ratio and perforation have the negative effect 
on both the buckling load and load carrying capacity of the plate beyond buckling point. By 
perforating the current plate by a circle of diameter 50 Å, its buckling strength reduces by 
36%.  

 
Table 3. Buckling strain for plates considered in the study 
S.N. Type of Plate Buckling Strain 
1 Pure Al 0.001 
2 GNS-Al plate  0.03 
3 GNS-Al plate with hole 0.019 
4 GNS-Al plate having aspect ratio, a/b = 2  0.016 
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Fig. 7. Post-buckling response of GNS-nanocomposite plate showing the effect of perforation 

and aspect ratio 
 
5. Concluding Remarks 
In the current study, a MD based simulation is performed to study the buckling and post-
buckling response of GNS-Al nanocomposite plate. The AIREBO and Embedded Atom 
Method (EAM) potential are utilized to represent the pair-wise interactions between C and Al 
atoms, respectively. Bi-axial loading is applied on the nanocomposite plate with the aid of 
constant strain rate and clamped boundary conditions are enforced on the all edges of plates. 
Based on the study performed to investigate the effects of GNS-reinforcement, aspect ratio 
and perforation on the buckling and post-buckling behavior of nanocomposite plate, and the 
following conclusions are reported:   

• GNS-reinforcement in Al matrix leads to substantial increase in the elastic properties of 
Al matrix material. This enhancement is further substantial in zigzag direction of GNS.  

• Enhanced stiffness properties of nanocomposite materials, further enhances the buckling 
and post-buckling strength of nanocomposite plate. 

• The plates having higher aspect ratios demonstrate lesser buckling and post-buckling 
strength than square plates. 

• Perforation reduces the buckling and post-buckling strength of nanocomposite plate. 
• It can be established that present approach offers more realistic results than continuum 

mechanics based studies, due to ability of MD-approach to capture the effect of inherent 
surface waviness of the plate and to trace the material response at different loading 
condition at higher geometric scale. 
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Abstract. Non-uniformly polarized piezoceramic materials can be used in effective energy 
harvesting devices. Axisymmetric and plane models of electric elastic bodies were studied 
using applied theory and finite element method (FEM). Applied theory for devices made of 
parts with longitudinal and transverse polarization was developed. It was based on bending of 
electric elastic plates models. Numerical experiments for FEM models were performed in 
ACELAN package. Applied theory of second order vibrations was introduced. 
Keywords: functionally graded material (FGM), prescribed temperature, design optimization, 
residual stresses minimization 
 
 
1. Introduction  
Inhomogenously polarized piezoelectric devices can be designed to outperform homogeneous 
puzzlements in electro-mechanical properties as electrotechnical coupling coefficient, output 
voltage and working bandwidth. FEM is one of the most widely used methods in modelling of 
such devices and solving problems with non-uniformly polarized devices, which requires 
specific additions. Such analysis can be performed in ACELAN package. In some cases, 
proper simplifications can be applied to the model, namely some parts with inhomogeneous 
polarization can be replaced with set of blocks with uniform polarization. Furthermore, 
applied theory for model is built with uniformly polarized blocks. Such theory was developed 
for electric elastic plates in plane and axisymmetric problems. 

Application of polarization to the device is an important part of manufacturing process. 
In some cases, parts can be polarized with imperfections as incomplete polarization of 
deviation of polarization direction. Modeling the polarization process for predefined model 
geometry and electrode scheme can be performed in ACELAN package. Vector field of the 
polarization is transferred to finite element meshes and used for solving problems with non-
uniform polarization. Difference between simplified block model presented in applied theory 
and full model solved with FEM is estimated. Some problems can be reduced from full to 
simplified model without significant accuracy loss. Described programs, models and 
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techniques are developed for advanced analysis of non-uniformly polarized energy harvesting 
devices. 

It is known that piezoelectric materials are widely used as actuators, sensors and 
generators in the engineering and aerospace field for monitoring the state of structures, shape 
control, active suppression of parasitic vibrations, noise suppression, etc. Such wide 
application is achieved due to their good electromechanical properties, flexibility in the 
design process, ease of production, as well as high conversion efficiency, both electrical 
energy in the mechanical and in the opposite direction. When using piezoelectric materials as 
actuators, deformations can be controlled by changing the magnitude of the applied electric 
potential. In the sensors, deformation measurement is also performed by measuring the 
induced potential. In the field of energy storage by means of piezoelectric materials, the free 
mechanical energy, that is present in the designs, is converted into electrical energy and then 
transferred to a suitable low-power device. A detailed survey is given in [1-3]. 

Typical actuators, sensors and generators, working on bending, are a multi-layered 
structure consisting of several layers with different mechanical and electrical properties. The 
conventional design, consisting of two piezoelectric layers, glued to the substrate or to each 
other, is called a bimorph. More complex multilayered structures are referred already to 
functional gradient materials. 

To model the layered structures, performing as sensors, actuators and generators, 
various mathematical models were proposed. Thus, in the previous papers [4,5] analytical 
solutions of the z-dimensional equations of the theory of electric elasticity were presented for 
static cylindrical bending and free vibrations. Nevertheless, the derivation and obtaining of 
analytic solutions of such equations in the case of arbitrary geometry is a complex problem. 
Another approach is to use models with induced deformation to simulate the response of the 
actuator, which were used in [6,7]. However, there the electric potential was not considered as 
a variable describing the state. This did not allow one to get the related electromechanical 
responses, but only allowed simulating the response of the actuator. Finite-element models 
have been proposed in several works, for example, in [8-12]. Some of those models have 
limitations, the need for large computational resources by using three-dimensional elements in 
problems, when the thickness of one layer is much less than other design sizes. 

In the simulation of piezoelectric designs, the hypothesis of a linear distribution of the 
electric potential over a thickness is widely used. This means that the induced potential is 
considered. This is convenient for simulating actuators [13] and piezoelectric generators [14]. 
Nevertheless, in some materials with a thickness polarization, when an electric field is 
applied, shear deformations and stresses can arise [12]. In addition, shear stresses and strains 
arise in multilayer piezoelectric composites [15]. In this connection, accounting for the 
nonlinear part of the electric potential is of some interest. 

In [16], a sandwich model of the third order was considered. The authors have shown 
that this model gives an additional contribution to rigidity due to the quadratic deformation of 
the shift and the cubic term of the electric potential. This fact was confirmed by higher natural 
frequencies. A few papers [17,18] are devoted to the development of a related refined layer-
by-layer theory for finite element analysis of multilayer functionally gradient piezoelectric 
materials. The authors used both the quadratic and cubic electric potential and considered the 
longitudinal distribution of the potential. This made it possible to consider shear stresses and 
deformations. We considered forced and free oscillations, which showed good convergence 
with analytical solutions and commercial FE-software. Nevertheless, the longitudinal 
distribution of the potential was not presented. In [19] a refined coupled global-local theory 
was presented for the finite element analysis of thick piezoelectric composites operating on a 
shear mode. The authors used the quadratic distribution of the thickness potential. 
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The brief review showed that the use of the nonlinear electric potential distribution, 
along with considering the longitudinal distribution, is of interest in the problems of 
calculating multilayer actuators, since it allows more accurate modeling of shear stresses and 
deformations arising in such structures. Nevertheless, the behavior of the nonlinear electric 
potential near the resonances has not been sufficiently studied. In connection with this, we 
developed an applied theory of cylindrical bending of bimorph piezoelectric structures, taking 
into consideration the quadratic distribution of the thickness potential along with its 
longitudinal variation. 
 
2. Mathematical model 
Both basic coupled electromechanical problem formulation and specific applied theory for 
second order vibrations are presented in this section. 

Let us examine a piezoelectric transducer Ω, presented by a set of areas Ωj = Ωpk;  
k = 1, 2,..., Np; j = k with the properties of piezoelectric materials, and a set of areas Ωj = Ωem; 
m = 1,2,...,Ne; j = Np + m with the properties of elastic materials. It is appropriate to describe 
the physical-mechanical processes taking place in the media Ωpk and Ωem into framework of 
piezoelectricity (electric elasticity) and elasticity theory [20,21].  

We assume that the following constitutive equations are satisfied (piezoelectric medium 
is Ωj = Ωpk):   

jjdjpk fσuu =⋅∇+ - ραρ ; 0=⋅∇ D , (1) 

Eeεεcσ ⋅−+⋅⋅= T
jdj

E
j )( β ; EэεεeDD ⋅++⋅⋅=+ S

jdjd )( 

 ςς , (2) 

2/)( Tuuε ∇+∇= ; ϕ−∇=E , (3) 
where ρ(x, t) is the continuous function of coordinates (density), u(x) is the displacement 
vector-function, σ is the stress tensor, f are the mass forces, D is the electric induction vector; 
cj

E are the components of the elastic constant tensor; ej
T are the piezoelectric stress 

components, e is the strain tensor, E is the electric field vector; φ(x) is the electric potential 
function; эj

S are the components of the dielectric permittivity tensor; , ,dj dj dα β ζ  are non-
negative damping coefficients, and the other symbols are the standard designations for theory 
of electric elasticity with the exception of index j, corresponding to area Ωj (for elastic media 
Ωj = Ωek the piezomoduli ej

T are equal to zero). 
For the media Ωj = Ωem with pure elastic properties, only stress fields would be 

considered. Similar Equations (1) – (3) are constitutive relationships, used with neglect 
electric fields and piezoelectric connectivity effects. Equations (1) – (3) are added to the 
mechanical and electrical boundary conditions, as well as the initial conditions in the case of 
non-stationary problem. Numerical modeling of devices that can be described with 
Equations (1) – (3) is performed by using finite element method. 

In addition to previous equations, all material properties are handled as functions of 
coordinates: 
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jaε ; (5) 

here g is corresponding tensor component, i marks isotropic state, a marks anisotropic state. 
Tensor of piezoelectric constants will be zero for isotropic bodies. 

We consider piezoelectric device consisting of two piezoelectric layers and a middle 
passive layer. The piezoelectric layers are inhomogenously polarized according to the process 
presented in [22] (Fig. 1).  
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Fig 1. Inhomogenously polarized ceramic layer  

 
This piezoactive layer has several specific regions with transverse and longitudinal 

polarization (regions 1, 2 in Fig. 1) and some transition zones from one polarization to 
another (region 3 in Fig. 1). In [22], an assessment was made of the effect of these transition 
regions on the characteristics of the piezoelectric device consisting of two piezoactive layers 
and a comparison was made with the piezoelectric cell shown in Fig. 2a with piecewise 
inhomogeneous polarization. In the limits of geometrical parameters specified in [22], this 
simplified model can be used to calculate the output characteristics of a piezoelectric device 
with non-uniform polarization. In the case of a small thickness in comparison with the 
characteristic length dimension (which is typical for the full-scale implementation), the static 
behavior and steady-state oscillations of these piezoelectric devices on the first flexural modes 
can be described by applied theories. In such theories, a certain distribution of mechanical and 
electric fields over the thickness of the piezoelectric element is assumed (for example, the 
invariance of the normal, etc.). 

One of the applied theory variants for plane case was described for geometry presented 
in Fig. 1a. Theory based on studies presented in [3,4] and some implementation details were 
provided in paper [1]. Model consists from transversally polarized part and longitudinally 
polarized part with two layers.   

Such devices can be made with specific elastic layer to improve mechanical properties. 
This layer is usually placed between active layers as shown In Fig. 1b. Geometrical 
parameters of the model are: inner layer thickness h, piezoelectric layers thickness H and 
lengths L1 and L2 for each segment. Median line of the transducer is placed on x-axis for the 
first segment and on z-axis for the second segment. 
 

 
(a) 

 
(b) 

Fig. 2. Device with uniformly polarized parts, initial construction (a)  
and with medium layer (b) 

 
3. Applied theory 
The static deflection was calculated in the finite element package ACELAN for a uniformly 
distributed normal load and the modal analysis of the piezoelectric element hinged around the 
edges (determination of frequencies and modes of resonance and antiresonance), presented in 
Fig. 2b, for h = 1 mm, H = 2 mm L1 = L2 = 100 mm, piezoelectric PZT-4, steel substrate. 

Figure 3 shows the distribution of the transverse displacement under a static load on the 
deformed state, and Fig. 4 presents distribution of electrical potential. 
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Fig. 3. Vertical component of displacement distribution 

 

 
Fig. 4. Electric potential distribution 

 
Figure 5 demonstrates distribution of the electrical potential along the thickness of the 

upper piezoceramic layer in section A-A (see Fig. 2b).  
 

 
Fig. 5. Distribution of the electrical potential along the thickness of the upper piezoceramic 

layer in section A-A 
 

 
Fig. 6. Distribution along the length of the first section (L1) of the electric potential at the 

lower boundary of ceramic layer 
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Figures 6 and 7 show the distribution along the length of the first section (L1) of the 
electric potential at the lower boundary of this layer and in its middle, respectively. 

 

 
Fig. 7. Distribution along the length of the first section (L1) of the electric potential at the 

middle line of ceramic layer 
 

Figures 8 – 11 show results similar to Figs. 4 – 7 for the first resonance  
rF = 0.2049×103 Hz, and Figs. 12 – 15 for the first antiresonance aF = 0.2287×103 Hz. 

 

 
Fig. 8. Potential distribution at resonance frequency 

 

 
Fig. 9. Distribution of the electrical potential along the thickness of the upper piezoceramic 

layer in section A-A at resonance frequency 
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Fig. 10. Distribution along the length of the first section (L1) of the electric potential at the 

lower boundary of ceramic layer at resonance 
 

 
Fig.11. Distribution along the length of the first section (L1) of the electric potential at the 

middle line of ceramic layer 
 

 
Fig.12. Electric potential distribution at antiresonance frequency 
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Fig. 13. Distribution of the electrical potential along the thickness of the upper piezoceramic 

layer in section A-A at antiresonance frequency 
 

 
Fig. 14. Distribution along the length of the first section (L1) of the electric potential at the 

lower boundary of ceramic layer at antiresonance frequency 
 

 
Fig. 15. Distribution along the length of the first section (L1) of the electric potential at the 

middle line of ceramic layer at antiresonance frequency 
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Analysis of numerical results of calculations, including those presented in Figs. 3 – 15 
allows us to conclude that the hypothesis of the general normal for the mechanical 
characteristics of the entire piezoelement is valid. The quadratic law of the electric potential 
distribution over the thickness in the first fragment of the piezoelement (Fig. 1b) and the 
constant distribution in the second one is also correct. System of constitutive Equations (2), 
(3) bending electric elastic plate can be written as follows:  
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where notations are the same as in (1) − (3).  
Elastic layer (black color in Fig. 1b) is an isotropic material with following model, 

based on model of plates bending [23,24]: 
2 , 1, 2,3; , 4,5,6; , , , 1, 2,3ii ii ijc i c i c i j i jλ µ µ λ= + = = = = ≠ = . 

Assuming σ33 = 0 in a whole volume, ε33 can be presented as 
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Assuming a cylindrical bending of the plate and ε22 = 0, we have 
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Electric potential distribution for joints on edges of plate is  
1 2 1 3
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where Vt is constant electric potential value on the electrodes of the plate. ( )xΦ  is an electric 
potential distribution on the bottom surfaces of piezoelectric layers, 1( )xΦ  is an electric 
potential distribution on the inner middle surfaces of piezoelectric layer. 
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Displacement distribution variable, in the frame of common normal, can be described as  
( )( , , ) z

x
U xU x y z z

x
∂

= −
∂

 . (10) 

Now we can write relations for bending moment M1 and cutting force Q1 and D1: 
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Equations of oscillations and averaged equation for electric potential: 
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where ρ is the material density, p(x) is the external force, πω2=W , ω is the oscillation 
frequency. After substitution of all known values, (12) becomes: 
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 (13) 

From the conditions on the surface of the ceramic layer, we have. 
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For the other part of the transducer, we add local coordinate system with starting point 
at (L1, 0). Axes x and z are switched in this local coordinate system. Constitutive equations are 
the same, at mutually replacing the axes. Potential distribution will be in the next form: 

)(),,( zzyx Φ=φ . 
Expressions for D3, M3 and Q3 can be written as follows, using the same technique as in 

previous part: 
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By using (14) Equations (12) reduce to the following form: 
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General solutions of these linear differential equations can be found with common 
methods. Upper indices 1 and 2 will be used to mark the first and the second parts of the 
transducer. So, U1(x) and Φ1(x) will be solutions for (13); U2(x) and Φ2(x) 

 

will be solutions 
for (15).  

Let us consider the conditions under which hard fixation and zero potential are given at 
the left and right ends of the transducer, and the equality of the fields is established at the 
junction of the ceramics with different polarization. Writing the boundary conditions in local 
coordinates for joints on edges of plate, we obtain the following set of twelve equations: 
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The boundary conditions (16) allow us, using solution of equations (13), (15), to write 
down a system of linear algebraic equations and calculate the integration constant. Applied 
theory for the asymmetrical part (Fig. 3) can be obtained in same manner. Geometry and 
material properties were parametrized in Maple software to enable automation of numerical 
experiments. 

 
4. Numerical experiments 
Numerical experiments were carried out with the help of the developed model of cylindrical 
bending of a three-layer piezoelement (Fig. 1b) with piecewise homogeneous piezoceramic 
layers. We estimated the influence of the ratio of the sizes of the first and second fragments 
and methods of fixing them at the ends on resonance frequencies, antiresonance, 
electromechanical coupling coefficient (EMCC) and output potential tV  at static load. So, 
these results are presented in Table 1 for a pinned piezoelement. 
 
Table 1. Results for joint connection 
L1, mm rF , kHz aF , kHz EMCC Electric potential, V 
180 0.2274 0.2276 0.042 0.08334 
160 0.2253 0.2277 0.145 0.6331 
140 0.2206 0.2279 0.251 1.966 
120 0.2133 0.2282 0.355 8.291 
100 0.2049 0.2287 0.444 11.81 
80 0.1971 0.2292 0.510 15.34 
60 0.1910 0.2297 0.555 18.59 
40 0.1873 0.2300 0.580 21.27 
20 0.1862 0.2302 0.588 23.10 
 

Tables 2 and 3 present results for a piezoelectric element rigidly fixed at the right and 
left ends, respectively, with the second line corresponding to the hinge fixation, the third 
fixing of the substrate only, and last fixing both the substrate and the piezoceramic layers. 
 
Table 2. Right fixation 
L1 = 100 mm rF , kHz aF , kHz EMCC Electric potential, V 
Joint 0.2049 0.2287 0.444 11.81 
Substrate only 0.2961 0.2980 0.113 2.591 
Ceramics and 
substrate  

0.3554 0.3571 
0.097 

1.588 
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Table 3. Left fixation 
L1 = 100 mm rF , kHz aF , kHz EMCC Electric potential, V 
Joint 0.2049 0.2287 0.444 0.2287 
Substrate only 0.2736 0.3045 0.439 0.3045 
Ceramics and 
substrate  

0.3185 0.3571 0.452 0.3571 

 
5. Conclusions 
Presented tools and models can be used for analysis of electric elastic materials in different 
types of transducers, including energy harvesting devices. Due to greater output voltage and 
wider bandwidth such devices are more effective then uniformly polarized transducers. In 
some cases, models can be reduced to simplified uniformly polarized blocks and further to 
theoretical solutions.  

Numerical experiments have shown that pivoting of the piezoelectric element is most 
preferable. The output potential and EMCC increases with the decrease in the relative size of 
the first fragment, but it is obvious that the capacity decreases. 
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Abstract. In this work, a boundary element method (BEM) is applied for time-harmonic 
analysis of three-dimensional linear piezoelectric solids. Coupled frequency domain boundary 
value problems of the linear theory of piezoelectricity are considered assuming zero initial 
conditions, in the absence of the body forces and free electric charges. The elastic and electric 
variables are combined into the extended vectors and tensors. Proposed boundary element 
approach employs regularized weakly singular frequency domain boundary integral equations 
(BIEs) for the extended displacements. A standard collocation procedure for the mixed 
boundary elements is used. Integral expressions of the three-dimensional frequency domain 
dynamic piezoelectric fundamental solutions are employed. Results of the boundary-element 
analysis of a test problem are provided to validate the proposed BEM formulation. 
Keywords: piezoelectricity, boundary element method, time-harmonic analysis, fundamental 
solutions 
 
 
1. Introduction 
Piezoelectric materials show two kinds of coupling effects and are extensively used to convert 
energy between two different forms: electric and mechanic. The direct effect consists in the 
ability to accumulate electric charge as a response to applied mechanical loads; the converse 
effect is characterized by the ability to produce mechanical deformation when electric loads 
are applied. Piezoelectric materials proved to be indispensable and very effective in many 
engineering applications such as vibration-based energy harvesters [1–3], 
microelectromechanical systems devices [4,5], active damping in structural vibrations, 
acoustic noise suppression, etc. To utilize the potential of piezoelectric structures subjected to 
transient dynamic or time-harmonic loadings to full extent it is essential to properly model 
their coupled behavior with reliable numerical method. 

Various numerical techniques, such as Finite Difference Method (FDM) or Finite 
Element Method (FEM), can be employed to study dynamic behavior of complex 
piezoelectric structures. Among them is Boundary Element Method, a well-known boundary 
integral equations based method. Compared to the domain-based numerical methods like 
FDM and FEM, BEM has the distinct advantage of unknown field variables being located 
only on the boundary of the domain under consideration. This feature leads to the lack of 
necessity to mesh the interior of the domain, which results in the smaller number of unknowns 
in the discrete model. 

The development of conventional direct boundary element procedure for transient 
dynamic and time-harmonic problems in linear piezoelectric solids as usual relies on 
reduction of the boundary value problems to a corresponding system of boundary integral 
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equations with utilization of the reciprocal theorem and fundamental solutions. It is known, 
that the dynamic fundamental solutions and the corresponding stress fields for generally 
anisotropic piezoelectric materials are not available in the closed-form expressions. Various 
approaches for numerical and semi-analytical treatment of the static anisotropic elastic and 
piezoelectric fundamental solutions were proposed (e.g. [6–13]). Review of the available 
scientific literature reveals only a few BEM implementations concerning time-harmonic 
analysis for piezoelectric solids [14–18] including those based on Dual Reciprocity approach, 
which utilizes only the static fundamental solution. 

In this paper, a formulation of the frequency domain direct boundary element approach 
is present and applied for the time-harmonic analysis of three-dimensional (3D) homogeneous 
anisotropic and linear piezoelectric solids. The boundary integral equations are regularized 
employing the static part of the fundamental solution. The frequency domain displacement 
fundamental solutions for linear piezoelectric material are expressed in an integral form. 
Mixed boundary elements and standard collocation procedure are used for the spatial 
discretization. The versatility and reliability of the proposed formulation is demonstrated by 
numerical examples for piezoelectric solid under complex electro-mechanical loading. The 
obtained boundary element results are compared with those obtained by a finite element 
method. 
 
2. Problem statement 
Consider a three-dimensional homogeneous finite anisotropic and piezoelectric solid 3RΩ∈  
with smooth boundary .Γ = ∂Ω  Piezoelectric linear constitutive equations are given as 
follows [19,20]: 

,E
ij ijkl kl ijk kC s e Es = −  , , , 1,3,i j k l =  (1) 

,i ikl kl ik kD e s Ee= +  (2) 
where ijs  is the stress tensor, iD  are the electric displacements, kls  is the strain tensor and kE  
is the electric field. The tensors ,E

ijklC  ijke  and ike  denote, respectively, the elastic stiffness 
constants, the piezoelectric coupling coefficients and the dielectric properties. 

For the generally anisotropic piezoelectric material, the following symmetry conditions 
are satisfied: 

,E E E E
ijkl klij jikl ijlkC C C C= = =  (3) 

,ijk ikje e=  (4) 
.ij jie e=  (5) 

Applying the quasi-electrostatic assumption, the strain – displacement and the electric 
field – electric potential relationships are written as 

, ,
1 ( ),
2ij i j j is u u= +  (6) 

, ,i iE φ= −  (7) 
where iu  are the elastic displacements and ϕ  is the electric potential. 

In the absence of applied volume forces and free electrical charges the equilibrium 
equations and the electrical balance equations (the electrostatic equations) in the time domain 
are given as follows 

, ,ij j ius ρ=   (8) 

, 0,i iD =  (9) 
where ρ  is the mass density. 
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It is practical to combine the elastic and electric variables into the extended vectors and 
matrices using the extended notation [6] as follows 

{ , 1,3,
, 4,
k

k
u kU kφ

==
=  (10) 

, , 1,3,
, 4, 1,3,

kl
kl

l

s k lS
E k l

 == − = =
 (11) 

, , 1,3,
, 1,3, 4,

ij
ij

i

i j
D i j
s =Σ =  = =

 (12) 

, , , , 1,3,
, , , 1,3, 4,
, , , 1,3, 4,

, 1,3, , 4.

E
ijkl

lij
ijkl

ikl

il

C i j k l
e i l j kC
e i l k j

i l k je

 =
 = == 

= =
− = =

 (13) 

Considering the symmetry conditions (3) − (5) we can write the following relationship 
for the extended piezoelectricity matrix ijklC : 

.ijkl lkjiC C=  (14) 
Taking into account the extended notation (10) − (13) we rewrite the time-domain 

equations of motion of a linear piezoelectric solid in a simplified form in terms of the 
extended displacements: 

, ,ijkl k il jk kC U Uρδ ∗=   , 1,3,i l =  , 1,4,j k =  (15) 

, , 1,3,
0, otherwise.

jk
jk

j kδδ ∗  == 


 (16) 

We consider vanishing initial conditions and the following boundary conditions: 
( , ) ( , ) 0,i iU t U t= =x x 0,t ≤  (17) 
( , ) ( , ),i iU t U t∗=x x  ,U∈Γx  (18) 
( , ) ( , ),i iT t T t∗=x x  ,T∈Γx  (19) 

where UΓ  is the part of Γ  on which the extended displacements ( , )iU tx  have the prescribed 
values iU ∗  and TΓ  is the part of Γ  on which the extended tractions kT : 

{ , 1,3,
, 4,

k ik k
k

n i i

t n kT D D n k
s= == = =

 (20) 

have the prescribed values iT ∗  with in  being the outward unit normal vector. 
For the prescribed frequency ω  and zero initial conditions (17), we rewrite the 

governing equations (15) and boundary conditions (18) − (19) in the frequency domain: 
2

, 0,ijkl k il jk kC U Uρω δ ∗+ =  , 1,3,i l =  , 1,4,j k =  (21) 
( , ) ( , ),i iU Uω ω∗=x x  ,U∈Γx  (22) 
( , ) ( , ),i iT Tω ω∗=x x  ,T∈Γx  (23) 

where overbar denotes a variable in the frequency domain. 
 
3. BEM formulation 
In the present work, we use the frequency domain direct BEM approach to solve the linear 
boundary-value problem defined in equations (21) − (23). To solve the prescribed 
boundary-value problem first it is needed to be reformulated as boundary integral equations. 
For the extended displacement in the frequency domain, the following system of non-strongly 
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singular BIEs can be obtained using the static singular part of the piezoelectric traction 
fundamental solution: 

( , ) ( , , ) ( , ) ( , , ) d ( ) ( , ) ( , , )d ( ) 0,S
k jk k jk k jkU h U h T gω ω ω ω ω ω

Γ Γ

 − Γ − Γ = ∫ ∫y y x x y x y y y x y  (24) 

where ,jkg  jkh  and S
jkh  are the frequency domain dynamic piezoelectric extended 

displacement and traction fundamental solutions and the static part of traction fundamental 
solution, respectively; ∈Γx  is the source point and y is the field point. All integrals in the 
regularized boundary integral equations (24) have the ( )1O r singularity. 

For numerical solving the BIEs (24), we follow the standard boundary element 
procedure and start with the discretization of the boundary .Γ  Geometry of the boundary is 
approximated with the quadrangular boundary elements with quadratic shape functions. To 
describe the behavior of the extended displacements and tractions on the boundary elements 
we implement the mixed representation approach: for the displacements, linear interpolation 
functions are adopted and tractions are approximated by constant functions. After collocation 
procedure a system of complex-valued linear algebraic equations is obtained for the 
prescribed frequency ω : 

{ } { }( ) ( ) ( ) ,ω ω ω=  A p f  (25) 

where ( )ω  A  is the rearranged system matrix according to the boundary conditions, { }( )ωf  

and { }( )ωp  are the vectors, containing the known and unknown boundary data. 
 
4. Frequency domain piezoelectric fundamental solutions 
For homogeneous generally anisotropic linear piezoelectric solids, dynamic fundamental 
solutions are not available in an explicit form. Representations of the fundamental solutions in 
the frequency domain can be separated into singular (static, denoted with superscript "S") and 
regular (dynamic, denoted with superscript "D") parts as 

( , , ) ( , ) ( ) ( , ),S D
ij ij ij ijg g g gω ω ω= = +y x r r r  (26) 

( , , ) ( , ) ( ) ( , ),S D
ij ij ij ijh h h hω ω ω= = +y x r r r  (27) 

with ,= −r y x  .r = r   
Using the approach based on the application of the Radon transform [21,22] the 

expressions for the dynamic and static parts of the piezoelectric displacement fundamental 
solutions are given as follows [11]: 
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here 
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m
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jp m
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A
=  ( )2adj ,m

jp jp m jpA L cρ δ= −  4 4

44
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,m
mc λ

ρ
=  ,m

m

k
c
ω

=  ( ) ,ij kijl k lC d dΓ =d  ( ) ,ij kijl k lC n nΓ =n  (32) 

where mλ  are the Q distinct eigenvalues of .jpL  
The variables involved in the definition of domains of integration (see Fig. 1), i.e. a half 

of a unit sphere for the dynamic part and a unit circumference for the static part are defined as 
follows:  

( )( ) {0 2 },SdL Dϕ ϕ p∈ = ≤ ≤d  ( )( ), {0 1; 0 2 },DdS b D bϕ ϕ p∈ = ≤ ≤ ≤ ≤n  (33) 

( ) 2, 1 ,b b bϕ = − +n d e  ,r=e r  [ ]1 2 3, , ,e e e=e  (34) 

( )
( )2

2 1 3 1 2 3 3

2
3

cos sin , cos sin , 1 sin
.

1

e e e e e e e

e

ϕ ϕ ϕ ϕ ϕ
ϕ

 + − + − − =
−

d  (35) 

 

 
 

Fig. 1. Geometry of r, e, n and d 
 

For the unit normal vector to the boundary ( )in y  at the field point y, the piezoelectric 
traction fundamental solutions are defined by 

,( , , ) ( , , ) ( ),jp ijkl kp l ih C g nω ω=y x y x y  , 1,4.j p =  (36) 
 
5. Numerical example 
Our test model involves rectangular piezoelectric solid as shown in Fig. 2. The solid is 
clamped at 3 0x = m. On the surface 2 0.2x = m the electric potential is assumed to be zero. 
Two cases of harmonic excitation on the surface 3 1x = m is considered: traction  

9
3 1 10t = − ⋅ Pa and electric potential 0φ = V (case A), traction 9

3 1 10t = − ⋅ Pa and electric 
displacements 1nD = C/m2 (case B). Other surfaces are free of the extended tractions. For 
both loading cases, two frequencies are considered: 1 10000ω =  rad/s and 2 20000ω = rad/s. 
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Fig. 2. A rectangular piezoelectric solid 

 
PVDF is chosen as a piezoelectric material, which has the mass density 31780 kg/mρ =  

and the following material parameters: 
238 3.98 2.19 0 0 0
3.98 23.6 1.92 0 0 0
2.19 1.92 10.6 0 0 0 GPa,0 0 0 2.15 0 0

0 0 0 0 4.4 0
0 0 0 0 0 6.43

E

 
 
 =  
 
  

C  (37) 

10
1.1068 0 0

0 1.0607 0 10 C Vm,
0 0 1.0607

−
 

= ⋅ 
  

ε  (38) 

2
0 0 0 0 0.010
0 0 0 0.01 0 0 C m .

0.13 0.14 0.28 0 0 0

− 
= − 

− − −  
e  (39) 

The solid is uniformly meshed with 1408 boundary elements in total. For loading 
case A, Figs. 3 – 6 and for loading case B, Figs. 7 – 10 show a comparison of the obtained 
BEM solutions and results of FEM analyses for the displacements 2u  and 3u , electric 
potential φ  and electric displacements nD . Results for the 2,u  3u  φ  are calculated along the 
line ( )30.1,0, x  and for the nD  along the line ( )30.1,0.2, .x  
 

 
Fig. 3. Displacements ( )2 30.1,0,u x  

 
Fig. 4. Displacements ( )3 30.1,0,u x  
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      Fig. 5. Electric potential ( )30.1,0, xφ  

 
 Fig. 6. Electric displacements ( )30.1,0.2,nD x  

 

 
           Fig. 7. Displacements ( )2 30.1,0,u x  

 
         Fig. 8. Displacements ( )3 30.1,0,u x  

 

 
        Fig. 9. Electric potential ( )30.1,0, xφ  

 
 Fig. 10. Elect. displacements ( )30.1,0.2,nD x  

 
6. Conclusions 
The frequency domain boundary element formulation based on non-strongly singular 
displacement BIEs for homogeneous three-dimensional linear piezoelectric solids is 
presented. Mixed boundary elements are used for the spatial discretization. Integral 
expressions of the piezoelectric fundamental solutions are adopted. The versatility and 
reliability of the present boundary element formulation for time-harmonic piezoelectric 
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analysis is demonstrated by numerical examples. Obtained solutions show good agreement 
with the finite element results.  
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