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Abstract. Digital elevation models (DEMs) are extensively used in hydrological modelling and deriving the
geomorphological properties of catchments. Recently, hydrologists have shown interest in researching the
effects of DEMs from different sources on simulated outputs. As part of these efforts, this study aimed at
evaluating the effects of DEM and algorithm selection on geomorphologic instantaneous unit hydrographs
(GIUH)-Nash model based direct surface runoff predictions from ungauged Debarwa river catchment in
Eritrea. Four open-source DEMs and two quantum geographic information system (QGIS) algorithms (GRASS
and SAGA) were applied and corresponding outputs were evaluated using five observed events. The two
algorithms resulted in drainage networks of similar stream orders but different geomorphologic characteristics
such as stream ratios. The subjective and objective goodness of fit results indicated that the performance of
the model based on SAGA was unsatisfactory whereas that of GRASS algorithm-based GIUH-Nash model
was acceptable for all the DEM-scenarios irrespective of their sources and resolutions. The study concluded
that DEM in the calculation of flow hydrographs for the conditions of the Debarwa catchment selection has
little impact on the GIUH-Nash model based direct surface runoff predictions and can be used indiscriminately.
But, great care should be taken while selecting stream network generating algorithms, especially for
catchments whose outlets are located near the confluence of two major rivers.

1. Introduction

The State of Eritrea is located on east coast of Africa between 12°22" and 18°02' N latitude and 36°26'
and 43°13' E longitude and includes the Dahlak archipelago and other islands along the Red Sea coast. It is
bordered by Sudan in the north and west, Ethiopia in the south, Djibouti in the south-east and the Red Sea in
the north and north-east. It covers an area of 124, 320 km?2 comprising high plateaus and plains. Prior to its
independence in 1993, Eritrea was a colony of Turkey, Egypt, Italy, British and Ethiopia.

Eritrea lies not only in Sudano-Sahelian region of Africa, which is predominantly characterized by arid
and semi-arid climate and limited water resources [1], but also considered as one of the hottest countries on
earth experiencing recurrent droughts. Despite the lack of adequate and reliable information on water
resources, there are indications of presence of severe water shortages. The flows through the major rivers are
highly seasonal with the exception of Setit River. Setit, the only perennial river that forms the border with
Ethiopia, could not be fully utilized for major national development projects. Ground water has been the main
water source for various uses supplemented by surface waters stored in dams and ponds. Climate ranges
from hot and arid near the Red Sea to temperate sub-humid in the eastern highlands. Mean temperature varies
between the agro-ecological zones, ranging from 18 °C in the highlands to 35 °C in the lowlands. Rainfall is
torrential, of high intensity, short duration and is characterized by extreme spatio-temporal variability; less than
50 mm to over 1,000 mm falling mainly during the months of June to September. As a result of the
topographically ragged nature of the highlands, thin soil formations and completely deforested terrains, most
of the runoff turns into violent flash floods. Annual average precipitation is 384 mm [1]. Annual
evapotranspiration rates range from 1,900 mm in the northern Red Sea coastal basin and plains, to 1,700 to
2,000 mm in the northern highlands and 8,000 mm in the Gash-Barka region [2].
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Studies on the current situation of water resources in Eritrea [3] indicate that the government has made
significant progress in the development of water resources through the construction of reservoirs, diversion
structures and groundwater exploration for various water uses. Along with the artificial reservoirs with varying
sizes that were constructed since independence, recently completed or still under construction such as
Gherset, Kerkebet, Fanco, Ghergera, Gahtelay and Adi-Halo are some among others. Despite these promising
endeavors, problems linked to the development and management of water resources have yet remained to
be at the center stage of the government agenda due to manifold reasons. Critical analyses on the current
status and use of water resources [3] reveal the absence of detailed studies on groundwater and surface water
potentials. Moreover, modern knowledge about the water resources and hydrological information, which is
crucial for the development of water management practices, are fragmented and in their initial stages of
development.

Hydrometeorological observations on a regular basis began during the Italian colonial period.
Nonetheless, when Eritrea gained independence, the water sector of the country was completely destroyed
as a result of successive 30years military action. Thus, the reasons for the poor quality of hydrometeorological
information available today are not only successive breaks in the time series of observations, but also
unreliability of the measurements. In recent years, an increasing trend in the establishment of
hydrometeorological stations has been observed. However, their distribution and quality often do not meet the
current national hydrometeorological observation network requirements. In addition, due to insufficient budget
funding and poor coordination among the various executive authorities, the vast majority of existing stations
lack proper operational scrutiny. This problem along with the complete absence of historical hydrological and
meteorological data, in many cases, to date has been a major obstacle to the planning and development of
projects for utilizing Eritrea's water resources [4, 5]. Under these circumstances along with structural and
technical failures in the systems operation, it is difficult to achieve intended goals of water resources
management projects. In one way or the other, these failures seem to be allied, among other things, to the
use of improper assessment of river flow prediction approaches that do not consider the unique characteristics
of the area under consideration. For example, the partial or complete failures of recently constructed diversion
structures in the western lowlands of Eritrea justify this fact. At present, with the exception of limited and
localized research developments [4, 5], there are no methods specifically developed for river basins
characterized by the lack of hydrological observations. Hence, accurate and reliable approaches of river flow
prediction for catchments under consideration can be either established or identified only on the basis of
extensive applied research.

River flow modelling has become an important tool for planning and management of water management
systems and facilities as well as the development of river forecasts and dissemination of warnings, for
example, floods. The term "hydrological system modelling" includes time series analysis and stochastic
modelling, which focuses on reproducing the statistical characteristics of the hydrological variable of a time
series. To date, many models of river flow have been developed on such bases [6, 7]. Prediction of floods in
hydrologically unexplored and poorly studied catchments, taking into account the unreliability of
hydrometeorological information, has recently become one of the main directions of modern hydrological
research. The transformation of the flood, during its passage through reservoirs and river beds can be
determined by various methods, for example, hydrodynamic and hydrological.

According to the latter, in order to determine the arrival time and spreading of the flood wave formed as
a result of heavy precipitation on the surface of the catchment, it is necessary to estimate the flow of water
through the river system. For this purpose, a unit hydrograph (UH)theory [8] is usually constructed, which
characterizes the time distribution of water flowing from the catchment [9]. In most practical problems, the
generally accepted hydrological method of flood forecasting using UH theory cannot be implemented because
it requires information about rainfall and runoff. Under such circumstances, different regionalized techniques
are applied to develop synthetic unit hydrograph. Though it has various limitations, empirical equations require
regional validity, which relate the salient hydrograph characteristics to basin characteristics. Moreover, it is
strictly site specific, and cannot be considered as universal [10]. Kumar [11] pointed out limitations of
regionalization: requires a large amount of rainfall-runoff data, inevitable heterogeneity of hydrological
behavior of adjacent gauged catchments and periodical adjustment of model parameters that take care of
unforeseen impacts of land use and climate change. The rational method based on the concept of hydrological
zoning, according to Singh [7] is not only applicable for solving problems of water related design but also fails
to generate complete information about river flow.

Dooge [12] developed a more complete conceptual model for the calculation of UH and showed that for
rivers where there are no available hydrological observations, it is advisable to establish generalized UH. But,
since the equation of UH was not easily solvable for complex problems, various simplifications were proposed.
For example, the procedure for constructing a UH developed by Snyder [13] is based on the analysis of a
large number of basins and single hydrographs in order to obtain a relationship between the shape of a UH
and the physical and geographical characteristics of the catchment. In Snyder's approach, the coefficients of
the equation associated with the physical and geographical characteristics of the basin vary significantly
sometimes over a range of 10 times [14] leading to inaccurate estimates of floods. According to Pilgrim [14],
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due to the empirical nature of Snyder's approach, its application should be limited to the region for which these
coefficients were obtained.

To overcome the difficulties associated to the dependence of UH on the effective rainfall duration,
instantaneous unit hydrograph (IUH) [7] that considers vanishingly small duration has been introduced since
long time back. The IUH is the unit impulse response or characteristic response of a catchment. It is widely
applied because it can reflect the characteristic of valley flow concentration [15] and much more important
information about the basin characteristics can also be extracted. Numerous hydrological conceptual models
have been proposed to develop IUH. These models consider a catchment as a system that converts the input
effective rainfall into a flood. For example, a conceptual cascade of linear reservoirs was proposed [12, 16,
17] to simulate the process of transformation of precipitation into runoff. Nash [18] developed a general theory
of the IUH which is represented by a linear scheme of river channels and reservoirs. However, the limitations
in the application of these models for ungauged catchments are proven [19] due to the nonlinear nature of the
relationship between precipitation and runoff. Moreover, conceptual models contain large numbers of
parameters that cannot be related to physical watershed characteristics [4, 20]: hence, they must be estimated
by calibration using observed data.

Under such circumstances, the use of geomorphologic instantaneous unit hydrograph (GIUH) approach
[21], which is based upon the widespread use of laws of stream orders proposed by Horton [22] and later
modified by Strahler [23], is required. Rodriguez-lturbe and Valdes [21] developed a physical methodology for
the derivation of IUH using the empirical laws of geomorphology and climate characteristics. Specifically, the
GIUH approach has two specific advantages: no requirement of historical flow records and ability to develop
IUH using only topographic maps or remote sensing data that can be done using freely available shuttle radar
topography mission (SRTM) data in geographical information system (GIS) environment. Gupta and others
[24] related the parameters (peak and time peak) of [IUH with geomorphologic characteristics of the catchment
with a varying dynamic velocity parameter. Difficulties arise in the estimation of dynamic velocity parameter
that has different values for each flood event: hence, it requires intermittent evaluation. Later, it was
rationalized as a function of the effective rainfall intensity and duration to produce a concept of GIUH [25]. In
this concept, the governing equations become a function of the mean effective rainfall intensity, Manning’s
roughness coefficient, average width and slope of the highest order stream. Rosso [26] related the Horton's
order ratios [22] to the parameters of Nash model through power regression. Yen and Lee [19, 27] developed
a geomorphology and kinematic-wave and stream order laws based hydrograph derivation. As such, GIUH
became more powerful technique than the parametric Clark model [16] and Nash model [18]. To avoid the
limitation of parameter estimation due to scanty hydrometeorological data in ungauged catchments, coupling
of models has become a common practice. The GIUH from the watershed geomorphologic characteristics
was related to the Nash model parameters [28]and Clark model [11]. Recently, a new method to estimate the
Nash model parameters on the basis of the concept of geomorphologic dispersion stemming from spatial
heterogeneity of flow paths within a catchment [29] has been formulated. The reliability and accuracy of Nash
model based GIUH as compared to other approaches are shown in the works of [6, 11, 28,30]. Nonetheless,
Guzha and others [31] argue that coupling of two or more models can result in inconsistencies because the
individual models may describe the same processes in different ways. However, the recent works on the
applicability of the GIUH-Nash based model for the derivation of UH [4] show the adequacy of the GIUH-Nash
model for the derivation of UH suggesting for further research aiming at assessing the impact of the resolution
and source of digital elevation model (DEM) on the direct runoff predictions. On the basis of this suggestion,
this paper will investigate the efficacy of DEM and quantum geographic information system (QGIS)-based
computational algorithms for obtaining river flow information based on the GIUH-Nash model.

A DEM is defined as any digital representation of a continuous change in elevation in space that can be
derived from topographic maps and satellite imagery. It is the most important source of data on topography
and catchment characteristics, which are widely used in numerous hydrological studies. Nonetheless, DEM
data are often used in hydrological studies without quantifying the effects of errors that constitute uncertainty
[32]. Areas related to the uncertainty of the DEM that affect its use for hydrological applications include: the
DEM error, topographic parameters often derived from the DEM and related algorithms used to derive these
parameters, the influence of the scale of the elevation matrix as determined by the resolution of the grid cell,
the interpolation of the elevation matrix and the modification of the terrain surface used to create hydrologically
viable elevation matrix surfaces. Each of these areas contributes to the uncertainty of the DEM and can
potentially influence the results of hydrological models with distributed parameters that rely on the DEM to
obtain model inputs. In modern hydrology, a significant amount of research has been carried out [32] to
eliminate the uncertainty associated with errors in DEM and to use appropriate solutions to improve the input
parameters of models. For example, Lawrence Hawker and others [9] have identified three approaches to
correcting the DEM error: editing the DEM, new elevation matrices created using advanced sensing
technologies and stochastic modeling of the elevation matrix.

In the works of Weschler [32, 33], the inadequate level of attention paid by users of DEM to the question
of uncertainty of DEM and its influence on various topographic parameters often used in hydrological studies
is presented. Moreover, not only the accuracy of DEM depends on resolution but also the quality of the primary
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source in which the DEM is generated significantly affects the topographical parameters of the DEM [34]. Size
and accuracy of DEM resolution has a direct impact on the forecast of hydrological information on models, for
example, TOPMODEL [35] and SWAT [36, 37]. However, when it comes to the generation of topographical
parameters from DEM, it appears that the higher resolution of DEM is not necessarily better than the lower
resolution [37]. On the other hand, the efficiency of the rainfall-runoff models that depend on the river network
characteristics are impacted by the resolution of the selected DEM and threshold values [38]. Therefore,
understanding the implications of DEM and GIS-based algorithms on various parameters should be the first
step in hydrological modelling.

Keeping view of aforesaid facts and considering unavailability of literatures that indicate how the DEM
and algorithm selection affect runoff prediction based on GIUH-Nash model, the present study was intended
to solve mainly the problem of quantitative assessment of runoff from ungauged catchments in the absence
or insufficiency of hydrological information within the framework of the following specific tasks:(1) evaluation
of the effectiveness of DEM in predicting direct surface runoff using the GIUH-Nash model, and (2) evaluation
of the impact of stream network formation algorithms on the prediction of direct surface runoff using the GIUH-
Nash model. To this end, various methods were employed and are explained in the ensuing section.

2. Methods

The subject of this study is to assess the effectiveness of digital elevation models and GIUH-Nash
models in predicting surface runoff for the unexplored Mereb-Gash river Debarva catchment in Eritrea.

This research is an applied research that intends to find a solution for some of the pressing practical
problems in water resources development and management projects in Eritrea. Thus, the approach employed
is primarily based on the widely known conceptual, linear, time-invariant Nash-model coupled with the
geomorphologic, physical and geographical characteristics derived from open-source DEMs. QGIS software
is intensively used to process, analyze and map the DEMs-based data. Apparently, GIUH-Nash model is
purely an analytical method whose parameters can be determined explicitly with the exception of scale
parameter, N which is determined implicitly. The computed outputs of the model are calibrated using five
recorded storm events. The details of the adopted methods are presented in the ensuing sub-sections.

2.1. Study area

The object of the study is the Debarwa catchment area with its outlet near the town of Debarwa, located
in the southern region of Eritrea. Its outlet is specifically located at 15°05'49” N latitude and 38°50'11" E
longitude about 29 km south of the capital in the eastern part of the Mereb-Gash river basin (Figure 1). The
drainage area is estimated to be 200 km? with its elevation varying between 1,905-2,550 m above mean sea
level. The watershed comprises hilly and dissected mountains mainly covered with open and sparse shrubs
and mild slope agricultural lands (Figure 2). As per the information obtained from the 30 m resolution
SRTM-based DEM, average basin slope is equal to 13.325 %. The main channel is 37 km long with a
longitudinal slope of 1.16 %. Drainage density and channel segment frequency are 0.64 km/km?2 and
0.21 streams per km?, respectively. According to the agro-ecological classification of Eritrea, the Debarwa
catchment lies in moist highlands zone where temperature varies from 0 °C to 32 °C and an average annual
rainfall of 547 mm. Climate in the catchment can be characterized as moderate with December-January being
the coldest and March-April the hottest. Maximum precipitation occurs in the summer season, specifically in
the months of July and August with a monthly mean rainfall of 185 mm and 175 mm, respectively.

2.2. Geomorphologic database

The physical characteristics of stream channels of a drainage basin can provide helpful information
through the likely effects of the variation of hydraulic radius and roughness on average flow velocities [14].
The success of the GIUH-based model also completely relies upon the quality of stream channels formation.
In this study, four frequently used open-source DEMs were considered for the extraction of geomorphological
database of the catchment with the help of the freely available QGIS software. They are based on geo data of
several global elevation matrices: level-1 with a resolution of 90 m (3-arc seconds) and level-2 data with a
resolution of 30 m (1-arc second). Specifically, the DEMs include two shuttle radar topographic mission (SRTM
90 and SRTM 30), 30-m resolution data from the advanced space thermal emission and reflection radiometer
(ASTER 30) and 30m resolution data from advanced land observing satellite - JAXA's Global ALOS 3D (ALOS
30). The georeferenced and QGIS compatible file format (GeoTiff) files of the four DEM-sources were imported
to QGIS. Accordingly, the geomorphological database of the study area was established using two of the best
known open-source QGIS packages: geographic resources analysis support system (GRASS) and system for
automated geoscientific analyses (SAGA).

The geospatial data analysis library (GDAL) has been used to handle the raster geographic data
formats of DEM. As such, multi-layered raster was created in the original virtual directory so as to delineate
the catchment area. Using the gdalbuildvrt utility of the GDAL library, a virtual mosaic of the dataset (vrt) of
the catchment was established from all GeoTiff input files. The mosaic from the original rasters meets the
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following conditions: all images must be in the same coordinate system and have the same number of bands,
but the resolution may be different and the rasters may overlap. The raster file of the mosaiced virtual dataset
was reprojected by using an algorithm derived from the GDAL warp utility. The sinks in the output file were
filled using the fill sinks function from SAGA to get filled DEM and flow directions. As such, Strahler order
raster and channel network in vector form were produced from the channel network and drainage basin
algorithm in SAGA. The raster of the catchment was delineated from the filled DEM input using the watershed
basin analysis program in SAGA and appropriate value of the minimum size of exterior watershed basin
criteria. The co-ordinates of the outlet for the watershed under consideration were identified using the co-
ordinate capture plugin tool. Using the drainage direction as input in the watershed creation program in GRASS
and the outlet co-ordinates, the required catchment was extracted. After converting the watershed in raster
file into vector format, the GDAL extraction function was then used to clip raster DEM and area of interest is
extracted. On top of this, the channels file was also clipped to the area of interest using the clip function in
vector overlay tools. From these processes four DEM versions were obtained for the study area.
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Figure 1. Location map of Eritrea and study area [4].
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Figure 2. Land use/land cover map of Debarwa catchment [4].

To study the implication of algorithms on virtual channel network creation and in the geomorphologic
database preparation, watershed basin analysis program from GRASS and channel network and drainage
basins from SAGA were used. Apparently, the noticeable difference among these two algorithms is the
threshold value assignment. The former uses number of cells and the later uses stream orders. In the
GRASS-algorithm, the values of minimum size of exterior watershed basin were intuitively chosen to be 1,500
cells for SRTM 30, ASTER 30 and ALOS 30 and 166 cells for SRTM 90, respectively. All of them produce a
catchment with the same number of stream orders, the highest being fourth order (Figure 3). In the SAGA-
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algorithm, threshold values of 6 and 4 for the 30 m and 90 m resolutions are applied, respectively
(Figure 4).The overall patterns of the channel networks and the number of stream orders from both algorithms
are relatively similar. Nevertheless, discrepancy in the lengths of the highest ordered channels are easily
noticeable in the outputs from the 30 m resolution DEMs. The algorithm from GRASS produce longer fourth
order channels (18436 m) than that of SAGA (1423 m). On the contrary, the 90 m resolutions DEMs generate
nearly the same lengths of fourth ordered channels; 18621 m and 16484 m by GRASS and SAGA,
respectively. To what extent would these and other unforeseen discrepancies affect the performance of the
GIUH-Nash model-based runoff predictions?

To address the above question, four DEM-scenarios were considered for each algorithm obtained using
the aforementioned procedures. In each case, stream lengths, elevations at the stream junctions, stream
numbers and their orders and other attributes were processed and stored. The most tedious and time

consuming part of the work was the on-screen digitization of the areas corresponding to the i " stream order
of the eight scenarios. Eventually, the bifurcation ratios (RB ), length ratios (RL) and area ratios (RA) are
calculated according to Horton’s laws based on the following relations hips: law of stream numbers
Rg =N, /N

wi1» 1aw of stream lengths R, = Lo / Lo-1and law of stream areas R, = Ao / Ap-1;where N,

is the number of streams, L is the mean length of streams, and A - the mean area of the basins of order,
@ . The ratios in nature are normally between 3 and 5 for Ry, between 1.5 and 3.5 for R , and between 3

and 6 for RA, respectively [21].

The geomorphological parameters namely RB , RL and RA are computed graphically by plotting stream

orders versus logarithm transformed stream numbers (Ns), mean stream length (Lm) and mean stream areas
(Am), respectivelyso as to have a linear relationship among the variables. The actual values of the ratios
(Figure 5) are obtained from the slopes of the best fit lines corresponding to bifurcation, length and area ratios,
respectively. Some of the GRASS-based and SAGA-based geomorphological parameters for the study area
are presented in Table 1 and Table 2, respectively.
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Table 1. GRASS-based geomorphologic characteristics of Debarwa Catchment.

DEM Stream | No of streams | stream length | Meanstream | mean stream R R R

Order (@) (Now) L (km) length L, (km) | area A, (km?) B L A
1 39 59.856 1.535 2.979
2 14 43.303 3.093 11.670

ALOS 30 3 3 17987 £ 996 50596 3.501 | 2.257 | 4.160
4 1 18.572 18.572 200.262
1 40 68.252 1.706 3.104
2 12 37.765 3.147 13.514

ASTER 30 3 3 18571 6.190 53851 3.474 | 2.183 | 4.039
4 1 18.368 18.368 199.453
1 40 68.252 1.706 3.104
2 12 37.765 3.147 13.514

SRTM 30 3 3 18571 6.190 53851 3.474 | 2.183 | 4.039
4 1 18.368 18.368 199.453
1 34 67.141 1.975 4.088
2 10 24.412 2.441 16.551

SRTM 90 3 > 10.299 5149 88.384 3.383 | 2.113 | 3.794
4 1 18.621 18.621 199.179
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Table 2. SAGA-based geomorphologic characteristics of Debarwa catchment.

DEM Stream | No of streams | stream length | Mean stream mean stream R R R
Order (@) (Nw) L (km) length L, (km) | area A, (km?) B L A

1 30 64.140 2.138 4.382
2 8 29.108 3.639 20.690

ALOS 30 3 > 59.008 14.504 99.467 3.184 | 1.002 | 3.683
4 1 1.357 1.357 200.232
1 32 66.885 2.090 4.281
2 7 22.919 3.274 23.394

ASTER 30 3 > 34158 17.079 99.401 3.206 | 0.945 | 3.662
4 1 1.456 1.456 200.066
1 32 66.868 2.090 4.215
2 6 22.919 3.820 26.928

SRTM 30 3 > 34 158 17 079 97 340 3.157 | 1.042 | 3.597
4 1 1.456 1.456 196.006
1 63 85.042 1.350 1.897
2 17 41.936 2.467 9.399

SRTM 90 3 3 53558 7853 60.626 4.121 | 2.378 | 4.882
4 1 16.484 16.484 201.120

2.3. Development of the GIUH-Nash Model

2.3.1. Nash model

One of well-known and widely used models is Nash cascade [18] which can be visualized as a sequence
of n linear reservoirs in series, each of which has a time lag of K, during which individual precipitation is
instantly superimposed on the upper reservoir. A linear reservoir is a reservoir for which there is a linear
relationship between the storage of each tank and the output. An input of a unit of excess rainfall over the
catchment is applied instantaneously to the first reservoir. The routed outflow from the first reservoir becomes
the input to the second reservoir in series and the second reservoir output becomes the input to the third, and

so on. Output from the last n " reservoir is the output from the system representing an IUH for the catchment.
The resulting mathematical form for the unit hydrograph q(t) is equivalent to the gamma distribution:

n-1
) e K. )

10 =7l
where ((t) is the IUH of the Nash model;
I'(n) is the Gamma function;
K is the storage coefficient in h.

The parameters, N and K, can be determined by a number of ways; the most widely used being the

method of moments. Mathematically, N may take fractional values [6] so as to give a wider range of shapes in
fitting the observed data. Direct determination of the above parameters requires reliable historical records of
rainfall-runoff. In the absence of historical rainfall-runoff data, they are determined as described below.

2.3.2. GIUH-Nash model

According to Beven [6], GIUH method is still widely used as a tool for predicting flood discharges in
ungauged catchments: it has the advantage of using it in situations where there is insufficient amount of input
information and is simple for practical application. The estimation of the GIUH for a given catchment allows
the user to use this hydrograph for any case of precipitation in the catchment and therefore to assess
itsresponse.

The relationship between the peak discharge Qp and time peak t, of the IUH as a function of the
geomorphologic characteristics of the catchment [21] is given as follows,

q, =1.31RM®(V /Ly,)

0.55
_ Lo \( Re —0.38
o -ou )8

where Q2 is stream order of the catchment;

)

and

©)
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Lois length of the highest order stream (km);

V is dynamic velocity parameter (ms-1). The parameters (p and tp have units (h-!) and (h), respectively.
Multiplication of equations (2) and (3) that have units of time gives a non-dimensional term which is
independent of the dynamic velocity and storm characteristics. It is purely a function of the geomorphologic
characteristics:

R
q, xt, = 0.5764(R—i)0.55RE-°5, @)

The first derivative of (1) gives the time to peak as follows,
t,=(n-1)xK. ®)

Substituting this value for tp in (1), the peak discharge qp of the IUH is obtained as,

1
_(0=)" e

= 6
% = Kx () ©)
The product of (5) and (6) gives a function of the Nash-parameter, N. Thus,
(n-1)’
— —(n-1
qutp—er ) (7)
Equating (4) and (7), the following relationship is arrived at:
(n _1)n R 0.55
-(n-1) _ B 0.05
——<—xe =0.5764| == R 8
oM [ Ra) @

The value of N in equation (8) can be solved by Newton-Rapsoniteration or Matlaboptimization tool. Re-
arranging (5) and substituting the right hand side of (3) for tp, the value of K could be solved as,

0.55
_ 044 (Lo \(Re -0.38
K—EX(VJ(R—J A ©

The dynamic velocity proposed is the velocity corresponding to the peak runoff for a given rainfall-runoff
event in the catchment. Thisvelocity can be obtained with the help of Manning’s equation [4, 10, 11].

v =L RS2, (10)

m
where Nm is Manning’s roughness coefficient;
R is hydraulic radius;

Sm is slope of the main channel.

The value of the roughness coefficient is influenced by hydraulic flow elements (depth, slope), including
those associated with changes in cross-section and river bed. For example, the values of Nm may decrease
with increasing depth or flow to the level of water discharge to floodplain, when floods remain confined within
the channel banks [14], which has been the case of the study area. It should be noted that in the Debarwa
catchment, a permanent hydrometric gauging station is installed along one of the concrete walls of the
Debarwabridge with a rocky cobbles river bed. Given these boundary conditions and performing trial and error
to obtain optimal prediction of the desired hydrograph, Nm was taken to be 0.022. Sm is computed using the
«85-10» slope factor method [7].

Since Manning’s coefficient Nm greatly affects the dynamic velocity V and time lag K in the GIUH-Nash
model, its actual value must be studied before applying the model for hydrological modeling.

2.3.3. Direct surface runoff computation

The ultimate objective of GIUH development is to derive a UH of required duration which in turn can be
used for computation of direct surface runoff. Thus, equation (11) is applied for this purpose. Pilgrim
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recommendsthe use of a period longer than a quarter of the UH time peak may result in large errors, especially
at the hydrograph peak. Accordingly, since the time peak in most of the derived UHs from the observed stream

flows is one hour, 0.25 hourUH duration is used. The relationship between IUH [u(t)] and D-hour UH
[U(D, 1)], both of the same unit depth, are related by the formula:

i u(t)dt

U(D,t) =1L

— Db 11

where D is the duration of the UH.

Eventually, the direct runoff hydrograph is estimated by convoluting the excess rainfall hyetograph with
the UH obtained from equation (11) for all storm events corresponding to each DEM-scenario and algorithm.
The predicted direct runoffs were compared with five single peaked storm events so as to evaluate the GIUH-
Nash model. Various objective fit functions and statistical indices are also used for this purpose as presented
in the ensuing sub-section.

2.3.4. Model evaluation

Since all models and their parameters are approximations to reality, comparing the computedresults
and observed data is a must in hydrologic modelling. To this end, several model evaluation techniques are
employed for judging the fit of calculated to observed hydrograph. In this study, the differences between peak
magnitudes, a measure of overall fit such as the sum of absolute values or squares of the differences of
individual ordinates, or differences between lags or other time measures were used. Moreover, visual
inspection of the shape and major characteristics of the hydrographs (time peak, peak discharge, and time
base) for different storm events were applied. The standard regression and error indices used in the study are
briefly explainedin the ensuing paragraphs.

Nash-Sutcliffe efficiency (NSE): The efficiency of a hydrological model is measured by the NSE, which
determines the relative magnitude of the residual variance compared to the measured data variance [39]. It
indicates how well the plot of observed versus simulated data fits the 1:1 line given by:

>[Q,0-0,®]
NSE =143 —
> [Q®)-Q,®]

t=1

(12)

Nash—Sutcliffe efficiency can range from —o to 1. An efficiency of 1 (NSE = 1) corresponds to a perfect
match of modelled discharge to the observed data. An efficiency of 0 (NSE = 0) indicates that the model
predictions are as accurate as the mean of the observed data, whereas an efficiency less than zero (NSE < 0)
occurs when the observed mean is a better predictor than the model or, in other words, when the residual
variance (described by the numerator in the expression above), is larger than the data variance (described by
the denominator). Essentially, the closer the model efficiency is to 1, the more accurate the model is.

Special correlation coefficient (SC): agoodness of fit between observed and predicted is also given by:

250,10, 1)~ S [Q, M
t=1 t=1

SC= (13)

SIQ,OF
t=1

Mean absolute error (MAE) and root mean square error (RMSE): These indices allow us to estimate
how the values of the sets of observed and predicted values may differ from the average, which helps in the
analysis of the results. The RMSE value is important for determining the plausibility of the phenomenon under
study in comparison with the predicted value of the model: if the average value of measurements is very
different from the predicted values of the model (a large value of the standard deviation), then the values
obtained or the method of obtaining them should be rechecked. The value 0 indicates a perfect match between
the model and nature. The MAE and RMSE values can be calculated from equations (14) and (15),
respectively:

> 10,(H-Q, )

_ =1
MAE = N , (14)
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310, () -Q, OF

_4|t=t
RMSE = N : (15)

where Qo(t) and Qp(t) are observed and predicted direct runoff rates at time t, respectively,
N is total number of ordinates of direct runoff hydrograph (DRH).

Indices of simulation of single-event allow us estimation of the accuracy of predicted hydrograph
ordinates. For this purpose, we used three methods: error of the direct runoff volume (EV), the relative error
at the peak (REP) and the uncertainty of the time occurrence of peak (ETP) [11].

V, -V,
EV =—_"P 100, (16)
VO
REP = MXIOO, 17)
Q,
ETP=T,-T,, (18)

where Vo and Vp are observed and predicted runoff volumes;
Qo and Qp are observed and predicted peak runoff rates;

To and Tp are time peak of observed and predicted runoffs, respectively.

3. Results and Discussions

Prior to the application of the selected model, intensive analyses were carried out on various physical
and geographical parameters so as to observe the discrepancies and uncertainties among the DEMs and,
of course, todetermine the parameters to be used in the model. Details of these parameters obtained from
four DEMs are presented in Table 3. A noticeable discrepancies and uncertainties among themcould beseen
in some of these parameters. For example, the basin area obtained from ALOS 30, ASTER 30 and SRTM 90
are larger (~200 km?) than SRTM 30 (~196 km?) whereas the 30 m resolution DEMs produced higher basin
slope (~13.4 %) as compared to the 90 m DEM (8.662 %). The vast majority of the physical and
geographical parameters obtained from lower resolutions are higher than DEMs of higher resolution.

Table 3. DEM-wise physiographic parameters of Debarwa catchment.

Physiographic parameter DEM-Scenarios
ALOS 30 ASTER 30 SRTM 30 SRTM 90
Average basin slope (%) 13.382 13.872 13.325 8.662
Basin area (km?) 200.232 200.066 196.006 201.120
Basin perimeter (km) 101.494 109.675 103.737 98.472
Basin relief (km) 0.673 0.617 0.643 0.639
Channel segment frequency (no. /km?) 0.205 0.210 0.209 0.418
Circularity ratio 0.244 0.209 0.229 0.261
Constant of channel maintenance (km2/km) 1.620 1.595 1.563 1.204
Drainage density (km/km?2) 0.617 0.627 0.640 0.830
Elongation ratio 0.851 0.851 0.842 0.853
Fineness ratio 1.218 1.144 1.209 1.696
Form factor 0.569 0.569 0.557 0.572
Main channel length (km) 36.682 36.891 36.891 33.697
Main channel slope (%) 1.083 1.130 1.162 1.214
Maximum basin length (km) 18.757 18.757 18.757 18.757
Maximum elevation (m) 2575.694 2527.694 2549.139 2555.151
Minimum elevation (m) 1902.833 1902.833 1905.936 1916.185
Relief ratio 0.036 0.033 0.034 0.034
Ruggedness number 0.415 0.387 0.412 0.531
Shape factor 2.297 2311 1.961 2.106
Unity shape factor 1.326 1.326 1.340 2.376
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To further verify the uncertainties and discrepancies among the DEMs, longitudinal and transversal
elevation profiles ofthe main channel length (MCL)were checked. For example, longitudinal profiles of DEMs
taken near 10 % of MCL (Figure 6) and transversal profiles of DEMs taken at 85 % of MCL (Figure 7) are
presented below. As pointed out in the methods section, 85 % and 10 % of MCL measured from the outlet are
used for the determination of Sm. Graphical results of these profiles indicate absolute overlapping of SRTM 30
and ASTER 30 DEMs whereas significantelevation differencescould be clearly observed among SRTM 90,
ALOS 30 and SRTM 30-ASTER 30. Besides, in most cases, the elevations of SRTM 90 are significantly higher
than other DEMs. Even though statistical verification of these variations could not be done on account of lack
of ground control points, these elevation profiles and values of physiographic parameters comply with the
conclusions of Wechsler [32].

1950 —
45 —
40
E .

s 7 ASTER 30

S 3 = SRTM 30

w07 ALOS 30

25 ] o SRTM 90

EJV
1920 - T T T T | T T T T | T T T T T T | T T T T T T | T

T | T T | T
1500 2000 2500 3000

o
g
o
—
o
o
o

Distance (m)

Figure 6. Longitudinal profiles of DEMs at 10 % of the main channel length (MCL).
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Figure 7. Transversal profiles of DEMs at 85 % the main channel length (MCL).

The Nash model parameters are calculated from equations (8) and (9), respectively. Nash parameters,
peak runoff and time peak for various storm events obtained from the selected algorithms are presented in

Table 5 and Table 6. The results of the calculations for the four DEM-scenarios indicate that values of n and
K obtained from GRASS-based stream networks are higher, in most cases, than those of SAGA-based. The

reason behind this disparity and their implications on the performance of the model was investigated and is
discussed in the ensuing paragraphs.

Table 4. GRASS-based dynamic velocity and scale parameter.

ALOS 30 ASTER 30 SRTM 30 SRTM 90
Storm event V, m/s K, h V, m/s K, h V, m/s K, h V, m/s K, h
July 17, 2006 6.220 0.431 6.354 0.420 6.445 0.414 6.587 0.410
August 02, 2006 6.617 0.405 6.759 0.395 6.855 0.389 7.007 0.386
August 04, 2006 6.455 0.415 6.593 0.405 6.687 0.399 6.835 0.395
August 16, 2006 5.531 0.485 5.650 0.473 5.731 0.466 5.857 0.461
August 22, 2006 8.043 0.333 8.215 0.325 8.333 0.320 8.517 0.317
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Storm DEM Nash parameters Peak runoff Time peak
event n K, h Qo, m¥s | Qp, m¥s | Qavg,m¥s | To,h | Tp,h | Tawg,h
ALOS 30 3.035 0.431 61.299 1.25
July 17, ASTER 30 | 3.071 0.420 62.039 1.25
2006 SRTM 30 3.071 0.414 61.921 62.827 62.137 0.50 1.25 1.25
SRTM 90 3.142 0.410 62.382 1.25
ALOS 30 3.035 0.405 71.627 1.25
August 02, | ASTER 30 3.071 0.395 72.245 1.25
2006 SRTM 30 3.071 0.389 66.860 73.029 72.360 1.00 1.00 1.25
SRTM 90 3.142 0.386 72.737 1.25
ALOS 30 3.035 0.415 67.837 1.25
August 04, | ASTER 30 3.071 0.405 68.573 1.00
2006 SRTM 30 3.071 0.399 73301 69.710 68.657 1.00 1.00 1.00
SRTM 90 3.142 0.395 68.968 1.25
ALOS 30 3.035 0.485 56.801 1.25
August 16, | ASTER 30 3.071 0.473 53.105 1.00
2006 SRTM 30 3.071 0.466 44.585 58.078 56.250 1.00 1.00 1.00
SRTM 90 3.142 0.461 57.526 1.25
ALOS 30 3.035 0.333 127.476 1.00
August 22, | ASTER 30 3.071 0.325 129.070 1.00
2006 SRTM 30 3.071 0.320 118.000 130.919 129.249 1.00 1.00 1.00
SRTM 90 3.142 0.317 129.531 1.00

The dependence of IUH on velocity has serious implications in the estimation of the peak flow and time
peak of storms when using the UH approach [10, 21]. This reality became clear in the direct runoff prediction

process as a result of the dynamic velocity, V being extremely sensitive to small changes in Nm, which was

also proven by others [4, 10, 28]: thereupon the GIUH-Nash model performance [11]. Thus, it seems that N
representing the site under consideration must be obtained prior to the use of the selected model for practical
applications. In the SAGA-based stream networks, two main channels having the same stream order

converged near the outlet resulting in a smaller length, L of higher orders as shown in Table 2. These values
lead to poor correlation among the number of streams and the log-transformed mean stream length resulting
RL to be smaller than the minimum threshold values suggested by Rodriguez [21]. Eventually, K being a

function of V, Lo and Horton's ratios, its results were also significantly affected. Conversely, GRASS-based

Nash parameters are higher and Horton’s ratios within the recommended ranges [21] due to higher, L. Table
4 shows the dynamic velocity and scale parameter of the different storm sand DEMs. The values of the
dynamic velocity, ranging between 5 to 9 ms-1, are high due to large main channel slopes (1.16 %) and mainly
small value of Nm. Small value of K (< 0.5 h) is indicative of lower storage capacity of the catchment.

The quality of GIUH-Nash model-based runoff depends on the accuracy of the estimation of its
parameters. Table 5 shows GRASS-based values of Nash parameters, peak runoff and time peak of different
storms and DEMSs. The implications of the adopted algorithms and corresponding Nash parameters on the
predicted hydrographs were analyzed. Visual inspections of observed and predicted runoffs indicate that
GRASS-based parameters give better results, as expected, than SAGA-based. The GRASS-based predicted
hydrographs from all the DEM-scenarios are plotted in the same graph for visual comparison (Figure 8). The
comparison reveals that the characteristics of the predicted hydrographs from the four DEM-scenarios are
nearly in perfect match. Thus, we felt that there is no need to apply goodness of fit functions and statistical
indices to each DEM-scenario. Rather, we opted to calculate predicted runoff averages (Qavg) of the four DEM-
scenarios and compare them with the observed hydrographs (Figure 9). It can be observed that Qavg is larger

than Qo in three storm events, smaller in one storm event and nearly the same for the remaining one event.
The time peaksare small (~ 1.0 h) due to smaller values of scale parameter. The predicted peak runoff
averages have a time lag of 0.25 h.

On the other hand, the SAGA-based predicted hydrographs reveal significant mismatch with the
observed hydrographs. The effects of lower values of Nash parameters from this algorithm are clearly revealed
on the outputs. Poor prediction was obtained from the lower resolution DEMs (Figure 10) and relatively better
estimate was obtained from SRTM 90. Figure 10 showsinconsistencies among predicted runoffsfrom the same
storm event: there are over-prediction and under-prediction of the hydrograph characteristics. The lower
values of n and K in most DEM-scenarios produced a short time peak (0.5 h) and time base (1.0 h) with the
exception of SRTM 90 m. Table 6 shows SAGA-based Nash parameters, peak runoff and time peak. The
estimated predicted peak runoffs are found to be different for all the DEM-scenarios.
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The statistical measures of the selected model based on the two algorithms (Table 7 and Table 8) are
obtained using equations 12—18. The various statistical analyses show GRASS-based approach is fitting better
for the catchment under consideration than SAGA-based approach. For GRASS (Table 7), the minimum
values of NSE and SC are 0.507 and 0.843, respectively, demonstrating the sufficiency of the GIUH-Nash
model [39]. In general, the EV and ETP do not show significant variation among predicted and observed
values. The negative values in REP, EV and ETPrepresent the predicted peak runoffs, volumesand
corresponding time peaks are more thanobserved peak runoffs, volumes and time peaks. RMSE happens to
be higher in some of the storm events.

On the other hand, the statistical indices of SAGA-based approach (Table 8) indicate that for the majority
of the DEM-scenarios and storm events, the performance of GIUH-Nash is found to be unsatisfactory. The
vast majority of NSE values are <0; hence, the residual variance is greater than the variance of the observed
data indicating unacceptable model performance [39]. The values of the other indices are also considerably
higher than that of GRASS-based model. Hydrograph characteristics of the lower resolution DEM-based
predictions are smaller than observed values. As pointed out earlier in the preceding discussions, the reason
for this approach poor performance is mainly associated with the smaller lengths of the higher orders.

Kosnos /I.B., 'ebpexuBoT A.A.
116



70
60 \
)
. July 17. 2006
. 50 :b ER =1.821 mm/h
- \ —a&—  Observed
E 40 ' --8-- Predicted
A 3
20
10 -
0 £
0 1 2 3 4 5 6
Time (h)
80
70 4
e,
Y August 04, 2006
60 /g
—~ é \ ER =2.01 mm/h
\
w50 4 ! b —a— Observed
- A
E 40 | I:' “az --0-- Predicted
1]
1
A 50 |4 \
! 8
20 H ‘Q\
1! 9
10 ’d s
0 & . . —e
0 1 2 3 4 5 6
Timne (h)
140 -
Py
120 /
/B August 22, 2006
o 1007 ‘-q ER = 3.004 mm/h
tg 20 . 'u‘ —&— Observed
]
5 ' --8-- Predicted
A 60 - | R
!
a0 [$ 8
1 A
N L)
! ®
20 i AN
b 1
K -1
I ‘a.
0 4° b S
0 1 2 3 4
Time (h)
100 4
90 -
Y
0 f K
\¥ \ August 02, 2006
04 [ \ ER =2.121 mm/h
&0 ll " % —+— Observed
- o\ -o- ALOS 30
g 5 \ — . ASTER 30
E 0 X wepe. SRTM 30
2 —4= SRTMO0
20
10 4

Time (h)

DRH (m?/s)

Magazine of Civil Engineering, 87(3), 2019

80
70 | £
A
)
60 - Y August 02, 2006
\ ER =2.121 mm'h
) 501 &': —a— Observed
5 40 - ! --e-- Predicted
A 30 -
20 4
10 +
0 £
0 1 2 3 4 5 6
Tmne (h)
60 -
?W
50 | ',‘ “Q August 16, 2006
? 1 ER = 1.89 mm'h
“‘: 40 -'l ‘t\: —a— Observed
= 7 1
o ! “, --e-- Predicted
= ! 3
A 30 4 6 \
20 )
Y
10 4 ‘@.
b‘sﬁ
0 £ T T . ?O‘M‘n A
1 2 3 4 5 6
Time (h)

Figure 9. Comparison of observed
and predicted average — DRH (GRASS)
for different effective rainfall (ER) events.

August 22, 2006
ER = 3.004 mm/h

Observed
ALOS 30
-w= ASTER 30
webee SRTM 30
SRTM 90

——

-—

-

Vg

> C

wn

2 3 4

Time (h)

Figure 10. Examples of predicted and observed DRH (SAGA) comparisons.

Kozlov, D.V., Ghebrehiwot, A.A.

117



WmxeHepHo-cTpouTenbHbIiA xypHai, Ne 3(87), 2019

Table 6. SAGA-based values of Nash parameters, peak runoff and time peak.

Nash parameters Peak runoff Time peak
Storm event DEM n K. h Q0. M3s 1 Qp, M3 T Toh T, h
ALOS 30 2.938 0.052 88.528 0.50
ASTER 30 2.952 0.056 100.791 0.50
July 17, 2006 SRTM 30 2.975 0.046 61.921 68.747 1.00 0.50
SRTM 90 3.049 0.352 72.837 1.00
ALOS 30 2.938 0.043 58.453 0.50
ASTER 30 2.952 0.052 81.101 0.50
August 02, 2006 SRTM 30 2.975 0.043 66.860 60.583 1.00 0.50
SRTM 90 3.049 0.331 86.277 0.50
ALOS 30 2.938 0.050 91.633 0.50
ASTER 30 2.952 0.054 106.070 0.50
August 04, 2006 SRTM 30 2.975 0.044 73.301 69.353 1.00 0.50
SRTM 90 3.049 0.339 82.971 1.00
ALOS 30 2.938 0.051 92.258 0.50
ASTER 30 2.952 0.063 129.356 0.50
August 16, 2006 SRTM 30 2.975 0.052 44.585 94.357 1.00 0.50
SRTM 90 3.049 0.396 43.720 0.50
ALOS 30 2.938 0.040 75.537 0.50
ASTER 30 2.952 0.043 94.868 0.50
August 22, 2006 SRTM 30 2.975 0.036 118.000 49.600 1.00 0.50
SRTM 90 3.049 0.272 151.388 1.00
Table 7. GRASS-based statistical measures of GIUH-Nash model.
Storm event REP (%) RMSE EV (%) ETP(h) MAE NSE SC
July 17, 2006 —0.349 16.237 0.742 0.75 10.375 0.507 0.843
August 02, 2006 —8.226 10.904 —0.372 0.25 7.122 0.740 0.856
August 04, 2006 6.335 14.013 30.101 0.00 10.132 0.759 0.948
August 16, 2006 —26.164 7.163 0.659 0.00 5.949 0.722 0.942
August 22, 2006 —1.498 16.561 21.501 —0.25 13.319 0.840 0.967
Table 8. SAGA-based statistical measures of GIUH-Nash model.
Storm event DEM | REP (%) | RMSE | EV (%) ETP MAE NSE e
ALOS 30 | —42.969 | 24530 | 55278 0.00 16.450 | —-0.098 0.633
July 17, ASTER 30| —62.773 | 25.670 | 48541 0.00 17.539 | -0.203 0.587
2006 SRTM 30 | —11.024 | 23.850 | 65.675 0.00 14769 | -0.038 0.659
SRTM 90 | —17.629 | 15118 | —0.039 0.50 9.011 0.583 0.879
ALOS 30 | 12574 | 24523 | 71.676 —0.50 17.140 | —0.316 0.608
August 02, ASTER 30| —21.300 | 24.627 | 60547 —0.50 18.189 | -0.327 0.604
2006 SRTM 30 | 9.388 24465 | 70.635 —0.50 17.241 | -0.310 0.611
SRTM 90 | —29.041 | 11.095 | -1.142 0.00 8.281 0.731 0.933
ALOS 30 | —25.009 | 40.529 | 70.846 —0.50 20911 | —0.745 0.390
August 04, ASTER 30| —44.705 | 41.371 | 66.076 —0.50 30.598 | -0.818 0.342
2006 SRTM 30 | 5.386 39.958 | 78.058 —0.50 28.774 | -0.696 0.420
SRTM 90 | —13.191 | 16.396 | 29.496 0.00 11.783 0.714 0.928
ALOS 30 | —106.927 | 21.204 | 99.986 —0.50 16.264 | —1.029 0.021
August 16, ASTER 30| —190.133 | 21.171 | 99.890 —0.50 16.248 | -1.023 0.059
2006 SRTM 30 | —111.633 | 21.204 | 99.984 | -0.50 16.263 | —-1.029 0.022
SRTM 90 | 1.939 13.822 | 71.180 —0.50 11578 0.138 0.758
ALOS 30 | 35.986 | 58.984 | 82.052 —0.50 42710 | —0.405 0.415
August 22, ASTER 30| 19.603 | 58.953 | 77.381 —0.50 42.658 | —0.404 0.416
2006 SRTM 30 | 57.966 | 59.998 | 88.254 | —0.50 43.973 | —0.454 0.378
SRTM 90 | —28.295 | 25457 | 20.932 0.00 20.186 0.738 0.920

4. Conclusio

ns

Conclusions inferred from this study may be summarized in the following statements.

1. Despite in congruencies among physical and geographical parameters and elevation profiles derived
from various DEMs, results of the study for the catchment Debarwa indicate that their implications on runoff
predictions based on GIUH-Nash model are negligible unlike TOPMODEL [35] and SWAT [36, 37].

2. Algorithm selection affects the performance of the model in agreement with the works of [32, 33, 38].
GRASS algorithm generates hydrographs with reasonable accuracy to recorded hydrographs whereas SAGA-
algorithm based model performance is found to be unsatisfactory. The authors conclude that care should be
taken while selecting stream network generating algorithms for catchments similar to the Debarwa catchment,
which have an outlet located near an upstream confluence of two major rivers.
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3. Source and resolution of DEM insignificantly affects GIUH-Nash model performance as compared
to algorithm selection. As such, GRASS-based runoff predictions are less influenced by source and resolution
of DEM than SAGA-based. In this regard, lower resolution yields relatively consistent and acceptable
performance than higher resolution which complies with the conclusions drawn by [37].

4. Considering the simplicity of the GIUH-Nash model development and application for practical
purposes, ease of access to DEM and processing tools, good agreement of the theoretical and practical results
from carefully chosen algorithms and consistency in the model outputs due to its inconsiderable dependence
on source and resolution of DEM, the model has the potential to be a useful tool in resolving runoff prediction
based difficulties in data scarce regions such as the Debarwa catchment in Eritrea.

5. Finally, in order to take a broad view of the findings of this study and promote the use of effective
and appropriate runoff prediction approaches in ungauged catchments, future investigations should be
undertaken in conjunction with available reference information systems. These investigations will include the
GIUH-Nash model applicability and reliability in different agro-ecological zones, comparison of the selected
model performance with other conventional and contemporary models and effects of DEM source and
resolution and stream networks generating algorithm selection on the performance of various models in
different catchment sin the territory of Eritrea.
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KnioueBble cnoBa: uudpoBas moaens penbeda, [NC-anroputm, mogens GIUH-Nash, npsmon
NMOBEPXHOCTHbIN CTOK, ruaporpad, Bogocbop, peyHasi ceTb, MPOrHo3 cToka.

AHHoTaumsa. LUudpposble mogenu penbedpa (LUMP) wumpoko wucnonb3yroTcd B rMapornornyeckom
MOOENMPOBaHMM U onpedeneHmm reoMopdoriormyeckux CBOMCTB BOOoCOOpHLIX GaccenHoB. B nocnegHee
BpeMs1 TMApPONory MPOSABMSOT MHTepec K m3ydeHuo Bosgencteus LIMP 13 pasnuyHbiX WMCTOYHUKOB Ha
Moaenupyemble pesynbTaTtbhl. B pamkax aTmx ycunui gaHHoe uccrnenoBaHve 6bino HanpasfieHO Ha OLEHKY
BNUAHWUS pa3nuuHbix LUMP 1 Beibopa anropntMoB nNporHo3a reoMopdonormyecknx MrHOBEHHbIX eQUHUYHBbIX
ruaporpacos (GIUH) npsiMoro noBepXHOCTHOrO CTOKa Ha OCHOBE Moaenu Hawa ans Hem3y4eHHOro peyHoro
Bopjocbopa [ebapsa B Oputpee. bbinv npumeHeHbl veTbipe LIMP c OTKpbITbIM MCXOAHBIM KOOOM U [Ba
anroputMa KBaHTOBOW reorpaduyeckonn MHpopMauuoHHon cucteMbl (QGIS) (GRASS wm SAGA), a
COOTBETCTBYHOLLME pe3ynbTaThl ObINN OLLEHEHbI C NCMONB30BaHMEM NSATU HAOMO4AEMbIX NABOAKOBbLIX CODLITUN.
OTu gBa anropuTMa NpmMBENN K CO30aHUI0 PEYHbIX CETEN C OAUHAKOBBIMU NOpPSAKaMM pycer, HO pasfuyHbIMU
reoMopdOforM4yeCckKUMIN XapakTepUCTMKaMm1, TakUMKN Kak cooTHoweHue pycen. CyobekTMBHaa n o6 beKTUBHas
OUEHK/ pes3ynbTaToB yKasanM Ha ToO, 4TO 3deKTMBHOCTb MOoZenu, OCHOBaHHOW Ha SAGA, Obina
HeyOoBneTBOpUTENLHOW, B TO BpeMsi kak mogenb GIUH-Nash, ocHoBaHHas Ha anroputmMe GRASS, Gbina
npuvemnemMon ans Bcex cueHapues LIMP, He3aBUCMMO OT MX MCTOYHMKOB U paspelueHun. B nccnegosaHum
caenaH BbiBog O TOM, 4To BbiGop LIMP npu pacyeTe rmgporpadpoB cTtoka ans ycrioBuin Bogocbopa [ebapsa
Marno BMAMSIET Ha NPOrHo3bl MPSAMOro NMOBEPXHOCTHOrO CTOoka Ha ocHoBe mogenu GIUH-Nash. OgHako npwm
BbIBOpe anropuTMOB reHepaumm peyHon ceTu cneayeT NposBnATb 60MbLUYI0 OCTOPOXHOCTb, OCOBEHHO AnA
BOAOCOOPHbIX BacCenHoB, BbIXOA4bl KOTOPbIX PACNONOXeHbl BONN3M CAUSHNUS OBYX KPYMHbIX PeK.
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