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The paper presents the results of a grade reports analysis for five sessions of a massive open
online course “Data Management” at openedu.ru. For our research, we used clustering and
classification in the R programming environment. Clustering showed the presence of four
groups of course participants with nearly similar course results. These clusters were similar for
all five sessions of the course we analyzed. We also showed it is possible to predict whether a
participant completes the course or drops out, based on the test results during the first half of
the course. The course lecturers can use the results to plan measures for keeping the students in
the course. Also, such a type of analysis helps to understand the reasons why the students drop
out of the course. The lecturers can take them into account to modify the course structure and
learning content. This new knowledge about the course participants can be used during the
next course sessions. We expect that for other courses with a similar structure, the clustering
results will be also similar. The approach to predict whether a student drops out or completes
the course used in the paper is applicable for other courses as well.
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OLEHKA PE3YJ/1IbTATOB NPOBEAEHUA MACCOBOTIO
OTKPbITOIO OH/IAUH KYPCA C UCMNMOJIb3OBAHUEM
METOAOB UHTEJIJIEKTYAJIbHOIO AHAJIU3A AAHHbIX

C.A. HecmepoG, E.M. CmMoauHa

CaHKT-MNeTepbyprcknii NoAMTEXHUYECKUA yHMUBEPCUTET lMNeTpa Beawnkoro,
CaHkT-NeTepbypr, Poccuitckaa Pepepaums

IIpencraBiaeHbl pe3yabTaThl MCCIACOOBAaHUS OTUYETOB OO0 OIEHKAx IISITU CeCCHU
NUCTAHIIMOHHOTO MAacCOBOTO OHJIAWH Kypca «YIIpaBjieHHME JaHHBIMHU» Ha IopTajie
OTtkpbiTOro oOpa3oBaHus openedu.ru. B xome wucciemoBaHMs pellajlvuch 3aaavyu
KJlacTepu3annu u Kiaccudukanuu. MccienoBaHrue TpoBOAUIOCH C MCTIOTb30BaHUEM SI3BIKA
nmporpamMmupoBanusg R. Kiracrepmsamust mokasana HaJaWdue 4YeTBHIpeX TPYIIT CIylIaTeieit
Kypca, CXOIHBIX IO pe3yJbTaTaM MPOXOXICHUS Kypca. XapaKTepUCTUKU 3TUX TPy OJIU3KHU
IUIST BCeX PACCMOTPEHHBIX ceccuil Kypca. [lokazaHo, 4TO Ha OCHOBAaHUHM pE3YJbTaTOB
MMPOXOXICHUS TECTOB B IIePBOl MOJOBUHE Kypca MOXHO C BHICOKOU TOUHOCTbIO IIpecKa3aTh,
OpOCHT JIU cylaTe b U3yYeHUe Kypca iU OyIeT yUUThCs 10 ero okoHyaHwus. [ToydeHHbIe
pe3yJibTaThl MOXHO MCIIOJb30BaTh MPHU TJIaHUPOBAHUM MEPOTIPUSATUI C LIEJIbIO yaepXKaHUs
crymarteneir Ha Kypce. IlomoOHBIN aHAIW3 ITOMOTaeT ITOHSTh MPUYUHBI, IO KOTOPBIM
CTYISHTHI OpOCalOT M3y4yeHHNe Kypca, M yIeCTh 3TO IIPU KOPPEKTHUPOBKE €TO CTPYKTYPHI.
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Introduction

As e-learning is currently developing at an accelerating pace, massive open online courses
(MOOC:s) providing simultaneous education to thousands of students are becoming more and more
popular. At the same time, this type of e-learning has a common drawback of only a small percent of
students completing the courses [1, 2].

Information systems of distance online education accumulate large amounts of data on course
participants and the results of their studies. We can analyze these data and give recommendations to
increase the quality of the courses. For example, some e-learning platforms such as Moodle provide
inbuilt tools for statistics analyses of completed tests [3—5]. In other instances, the data in the form
of students’ reports or event log files get downloaded from the education monitoring system and
analyzed by additional external means, including those using Data Mining algorithms.

Nowadays, an emerging direction of data analysis called Educational Data Mining is developing new
methods of data analysis in education [6—8]. This type of analysis helps to identify characteristic groups
of students [8, 9], predict students’ course results [10—12], as well whether or not the participants will
finish the course [11, 13], determine the most difficult tasks [4] and general behavioral patterns the
participants display [1, 14].

This paper analyses grade reports of the participants of “Data management” course on an open
education platform openedu.ru [15]. We engaged in clustering (to identify characteristic groups of
course participants) and binary classification (to predict whether or not the participants will finish
the course) tasks.

The purpose of this research is to enhance MOOC efficiency using Data Mining results accessible
for lecturers from standard reports. The research tasks include:

- obtaining new knowledge on the course participants based on the data found in the course
reports;

- analyzing possibilities of applying the obtained results to the future sessions of the course, as well
as other courses at openedu.ru and similar platforms.

Preliminary data analysis

As we mentioned before, the research presents an analysis of grade reports of the participants of “Data
management” MOOC at openedu.ru. The course takes up one semester and starts twice a year, in fall and
spring. We analyzed five sessions of the course: the fall of 2016, the spring and fall of 2017 and 2018.

The course lasts for 16 weeks, each week presenting a new topic to study. The course content includes
video lectures, lecture notes, workshops, weekly tests (Homework in reports). The students have a
Midterm Exam after the 8" week and a Final Exam after the 16" week. The final course grade consists of
the homework results (an average for all weeks), the midterm and final exams combined. During the first
session of the course these grades are summed up with weighting factors: 0.3 for the homework results, 0.35
for the midterm exam and 0.35 for the final exam. The subsequent sessions were subject to some changes:
the final exam required only participant’s identity authentication and its contribution to the final grade
increased significantly. The new weighting factors now were 0.2, 0.2 and 0.6 respectively.
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We chose R programming language for analysis since it presents a variety of tools for statistical data
processing, visualization and machine learning [16—18]. We downloaded delimited text files of reports
from openedu.ru and imported them into R, where they were displayed as data frames. The absent
grade data were replaced by zero. Thus, we assumed the difference between the case a student failed
to complete the task and a case a student failed the test scoring zero was insignificant. Table 1 presents
a fragment of a grade report after the above-mentioned replacement.

Table 1
Fragment of the report under consideration
id Grade Homework 1 Homework 16 | Midterm Exam Final Exam
217782 0.0 0.0 0.0 0.0 0.0
181077 0.05 0.8 0.0 0.0 0.0
180553 0.94 1.0 1.0 0.933 0.9

For each session of the course, the authors calculated a percentage of the participants enrolling in
the course, but failing to complete any tasks. We used the final course grade for the purpose (defined
as Grade at openedu.ru). If a participant’s Grade amounts to zero, the participant never commenced
performing the tasks. It is noteworthy that the Grade is presented with values between 0 and 1 rounded
to two decimal places in the report, so a roundoff error may occur: the students completing only a
small part of a task of only one week may fall into the group of the students who never commenced to
perform the tasks. Table 2 shows the results.

Table 2 demonstrates that the largest number of participants enrolled in the first session of the
course. This was probably due to the interest in the new course at the website. In the fall of 2018 the
enrollment deadlines were prolonged significantly which also had a positive impact on the number
of the applicants. For five sessions of the course, only 31, 32, 23, 19 and 23% of the participants
(respectively) commenced to perform the tasks.

Table 2
Number of students failing to perform any task
Th; course Enrolled in the course Commenced Failed to perform
starting period performing the tasks any task, %
class 2016 2547 798 69
class 2017 (spring) 1572 499 68
class 2017 (fall) 1823 427 77
class 2018 (spring) 1504 279 81
class 2018 (fall) 2346 529 77

Abar chartin Fig. 1 demonstrates a number of students of the first course session who commenced
performing the tasks. The x-axis shows the number of the task, while the y-axis presents the number
of students. 798 students performed the tasks of the first week, then a steep drop occurs with only
435 proceeding to perform the second week tasks. In the course of the subsequent weeks, the number
of active participants continues to fall gradually, however we observe a slight increase in numbers on
the midterm exam week.
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Number of students who passed the task
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Fig. 2. Percentage of the students performing the task

The spring start of 2017 had 499 participants commencing to perform the first task. Similarly
to the first start, the second week exhibited a dramatic fall down to 329 participants. The following
weeks saw a smooth drop in the number of participants. The subsequent sessions showed a similar
dependency. We should note that the midterm exam marks the moment after which the number of
active participants remains virtually the same.

Fig. 2 presents graphs for all five course sessions under consideration with the number of students
taking tests weekly displayed as percentage of the students performing the first week tasks. Figure
shows that all the course sessions exhibit a sharp fall in the number of active participants after the first
week. This can be due to a number of reasons, for example:
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the content turned out to be uninspiring or too difficult;

- the participants realized the course required a lot of time;

- the participants had no intention to study and wanted to “have a look” only;

- the course is too extensive and long.

The next task of this research was to find groups of participants similar in their level of activity in
the course.

Clustering

Based on the reports of the progress in the course we can divide the participants into groups
according to their results. This is a clustering task we can describe in the following manner. Let /be a
multitude of the course participants:

1={i1,i2,...,in},
where each of the participants possesses a set of attributes:
[= {x,,%,,..,x },

x, isanindependent variable which can assume values from a certain multitude (usually numerical values).

We need to form a multitude of clusters
C= {cl,cz,...,cg},
where each cluster includes similar objects from / multitude of participants under consideration:
ch:{l.'/"ip| l.'i’ipEI’d(l.'i’ip)<o-}'

Here d(ij , ip) is a measure of closeness between objects (distance), o is a boundary value of distance
to include objects in one cluster [19].

The task was to divide the multitude of the course participants into groups with similar attributes
(clusters) and compare the clusters obtained for different course sessions.

We based the choice of clusters on the research of the dependency of the change of the total mean
squared deviation (squared distance between each element and the cluster center) on the number of
clusters [16, 20]. This approach uses a number of clusters corresponding to the elbow of the curve (the
so-called “elbow method”). According to this criterion each course session had a value of 4 clusters.
We used the k-means clustering algorithm. Our clustering algorithm did not take the results of the
participants who failed to commence performing any task at all into account.

To define each cluster, the authors constructed graphs describing average cluster grades for the
weekly tests and exams. Fig. 3 demonstrates clustering for the course session starting in the fall of
2018. The graphs for the other course sessions are visually very similar [9].

Thus, in the course of the study we defined four major groups of active course participants present
in every session under consideration:

1. students with a stable performance (Fig. 3, cluster 3);

2. students with high performance in the first half of the course, low performance in the second
half who still completed the course (cluster 4);

3. students who attended the first two weeks with occasional attendance in the following weeks
(cluster 2);

4. students with high performance in the first weeks and low further attendance who dropped out
of the course after the midterm (cluster 1).
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Average results of homework foe each cluster
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Fig. 3. Average cluster grades for the course session of the fall of 2018

Classification

The most interesting and essential analysis task is obtaining a predicative model which uses the
results of the previous courses to benefit the upcoming sessions. In this research, we used the results of
students participating in 4 sessions of the course (2016, the spring and fall of 2017, spring of 2018) as
a training sample, while applying the classification model obtained to the fifth course session (the fall
of 2018) to predict the completion rate for the course. The purpose of this prediction was to determine
whether a participant drops out or continues to study in the course until the end. Thus, we reduced
the task to a binary classification.

We could not use the final exam results as the target attribute, because the exam with remote
identity authentication and proctoring requires payment at openedu.ru, so only a small percentage of
participants engages in it. Therefore, to form the target attribute (hereinafter referred to as targetAttr)
we used grade values for the homework of the last (15" and 16™) weeks. If a student has a grade
exceeding zero for a test of the 15" or 16" week, targetAttr acquires a value of 1 (completed the
course), otherwise 0 (dropped out). Then we had to determine the weeks most suitable for predicting.
For a pooled sample of the participants of the first four course sessions, we calculated a number of n
week participants as well as their percentage in relation to the number of students who managed to
complete the course (Table 3).

Table 3 shows results up to the midterm. As we can see, the majority of the participants who
reached the midterm continued their studies. Thus, we decided it makes sense to predict “whether a
participant finishes the course or drops out” before the midterm. Then we trained the classification
models using the data of the first 4—7 and 8 weeks of the course.

Using an R tool, sample(), we randomly formed a training dataset (with 75 % of the initial data)
and a test dataset (including the rest 25 %). It is important to note, that the training dataset included
approximately 20 % of the targetAttr values equalled 1, while the rest 80 % equalled 0, thus making the
dataset unbalanced. Table 4 displays the results of solving the classification task using three methods:
k-nearest neighbors, Naive Bayes and decision trees. We used R packages class, naivebayes and rpart,
respectively.
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Table 3
Number of n week participants

Homework Number of n week participants Perccgrrg;lg:té)g ?ﬁz Z?Srigfs%v ho
1 1869 22
2 1199 35
3 901 46
4 719 58
5 638 66
6 585 72
7 544 77
8 528 80
Midterm Exam 543 77
Completed the course 423

Table 4
Classification results (unbalanced sample)
Algorithm Week Characteristics
accuracy precision recall fl
4 0.79 0.75 0.73 0.74
5 0.8 0.73 0.77 0.75
,’;Z;h"b’jj; 6 0.81 0.75 0.77 0.76
7 0.81 0.75 0.83 0.79
8 0.82 0.76 0.81 0.79
4 0.79 0.68 0.9 0.78
5 0.82 0.71 0.94 0.81
Naive Bayes 6 0.82 0.71 0.94 0.81
7 0.84 0.73 0.95 0.82
8 0.85 0.75 0.95 0.84
4 0.79 0.74 0.73 0.73
5 0.79 0.7 0.82 0.75
Decision trees 6 0.83 0.78 0.79 0.78
7 0.81 0.74 0.86 0.8
8 0.84 0.77 0.87 0.82

The quality characteristics of the classification model presented in Table 4 are defined in the
following way [20]. Let’s assume that after the training dataset the binary classifier showed:

* TP — a number of true positive predictions;

* TN — a number of true negative predictions;

* FP — a number of false positive predictions;

* FN — a number of false negative predictions.
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Then we can calculate the characteristics as:

accuracy = TP+ 1N ;
Y~ TP+ TN+FP+FN
.. TP .
precision = ———— ;
TP + FP
TP
recall = ———— ;
TP+ FN
7= 2 x precision x recall

precision + recall

To improve the classification results we balanced the training dataset using random undersampling [16].
The obtained sample had 40 % of the targetAttr values equalling 1. Table 5 contains the classification
results.

Table 5
Classification results (balanced sample)
Algorithm Week | .Characteristics
accuracy precision recall fl
4 0.79 0.67 0.9 0.77
5 0.77 0.66 0.88 0.75
ﬁ;@“gjﬁ; 6 0.81 0.7 0.89 0.78
7 0.82 0.7 0.93 0.8
8 0.86 0.76 0.94 0.84
4 0.78 0.67 0.9 0.77
5 0.81 0.7 0.94 0.8
Naive Bayes 6 0.82 0.71 0.94 0.81
7 0.84 0.73 0.96 0.83
8 0.86 0.75 0.96 0.84
4 0.78 0.66 0.89 0.76
5 0.79 0.68 0.88 0.76
Decision trees 6 0.81 0.7 0.91 0.79
7 0.83 0.71 0.95 0.82
8 0.85 0.75 0.93 0.83

Tables 4 and 5 show that the balanced sample does not significantly improve the results. Moreover,
precision characteristic demonstrates a rise of false responses, meaning the share of true positive
objects is reduced. Thus, we cannot deem the balanced training feasible for the current dataset.

Combining the classification and clustering results poses a more interesting task. Fig. 3 shows
results of dividing the participants into characteristic groups (clusters) for the fall of 2018. The groups
displayed in the Figure and named in the list below it include the following numbers of students: 201
in group 1; 84 in group 2; 98 in group 3; 146 in group 4.
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For the prediction purposes we chose models based on the prediction results for 8 weeks of
learning as the values of the generalized metric f1 (see Table 4) are the highest specifically by the
midterm. Table 6 shows confusion matrices for each group.

Table 6
Confusion matrices for each group
Group
Method
1 2 3 4
fact fact fact fact
k—@earest - 0 1 = 0 1 = 0 1 = 0
neighbors Slo|lo0 |32 &l0]|29]7]| 2]0]98 o1 0 141 2
8, S, 8, S,
1 |11 158 1 40 | 8 1 0 0 1 2 1
fact fact fact fact
Naive B 0 1 0 1 0 1 0 1
ai aye. = o] e e}
reres B o Tol 1 | Blolwa| 720 o8 S| o 143
a, a, 8, S,
11 | 189 1 55 | 8 1 0 0 1 0 0
fact fact fact fact
Decision ¢ 0 1 0 1 0 1 0
ecision trees | = o el o
1010 16 1012919 10| 98 10 [139] 2
8, S, 8, S,
11| 174 1 40 | 6 1 0 0 1 4 1

The classifier demonstrates acceptable precision for the first group. That is probably connected with
the fact the group includes the students with the highest grades on a permanent basis: 190 out of 201
students completed the course. Interestingly enough, responses of each algorithm to the same dataset were
different. The k-nearest neighbors determined a smaller share of positive objects than it should have. The
Naive Bayes classifier, on the contrary, defined more values as positive falsely. The decision trees algorithm
demonstrated the best prediction results for the first group: almost all the responses were correct.

We can see, that any classifier formed using any of the chosen algorithms is underperforming in
terms of predictions for the second group showing a high rate of false positive results. 84 students of the
group displayed high academic performance in the first half of the session, but then it dropped: only 15
participants completed the course. At the same time, the models predict that more than a half of the
students would complete it. By the end of the 8" week most of the students had sufficiently high grades.
We can attribute the classification errors to this reason.

The results for the third group turned out to be the most accurate. This is probably due to the fact the
cluster includes the students who dropped out exclusively.

While predicting the reply to the question of the fourth group students dropping out the k-nearest
neighbors algorithm committed no errors. The Naive Bayes algorithm ignored the values equaling 1, and
the decision trees predicted more positive results than there were in reality. This cluster included 146
students, 3 of them completed the course.

Analysis of the results

While analyzing the obtained results it is important to note that the grade reports are the main
source of information on students’ progress for the course lecturer at openedu.ru. The platform
currently fails to provide any inbuilt analytical means for lecturers. For this reason, analyses of grade
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reports similar to the one described in this article may be vital for any course at the website, and
possibly for other courses using the same Open edX platform. This feature distinguishes this system
from LMS Moodle wide-spread in universities, as the latter one offers e-learning analysis tools [3—5].

We analyze the obtained results starting with the participants clustering. Firstly, solving this
problem gave us a better understanding of the peculiarities of the course participants’ behavior.
Dividing the participants into 4 described groups was not obvious, this result can be useful for the
subsequent course sessions. Secondly, the repetitive nature of the clustering results shows that small
changes to the course procedures (similar to the prolongation of the enrollment deadlines in the
fall of 2018 we previously described) had little impact. This may testify that all the sessions of the
course are equal. If we choose to analyze the data of other courses, the number and characteristics
of the clusters may be different, but the most important factor is the repetitive nature for different
sessions, provided the course content was subject to no major changes.

In other cases, we might face a reverse problem: if the course content is significantly revised, we
need to understand whether the participants exhibit different behavior. We can expect the number
and characteristics of clusters into which the participants fall to change as well.

Let us compare the clusters obtained with the results of other researchers. There is a following
classification of typical groups of MOOC participants [14, 21]:

- “Ghosts” — participants who enrolled in a course, but never accessed any course content, i.e.
never actually participated in the course.

- “Observers” — participants who enrolled in a course, accessed course content (video, lecture
notes), but ignore any tests or tasks.

- “Non-completers” — participants who use MOOC content as auxiliary in their studies or work.
They have no intention to complete the course, so the majority of such students drops out.

- “Passive participants” — these participants access course content, watch the video lectures, take
tests, communicate with other students and lecturers online, but ignore difficult tests or bigger projects.

- “Active Participants” — participants with a high motivation level working on any type of course
content, participating in projects, actively communicating with other students and lecturers.

To identify these groups of participants, the analysis requires not only the grades, but also the
information on their access to course content. The lecturers of openedu.ru have no direct access
to this information. Nevertheless, we can assume that the first two groups consist of 70-80 % of the
participants from Table 2 who enrolled in the course, but never performed any of the tasks. Previously,
we described two clusters of the participants who were active in the first weeks, but dropped out at
different stages of the course, thus corresponding to the “Non-completers” group. We can assume
that the cluster of the participants who had stable performance throughout the course corresponds
to the “Active Participant” group. The “Passive participants” apparently consists of the remaining
cluster.

As for the prediction on the results of the participant’s studies, in most cases the researchers use
a different approach and initial data. For example, the predication mechanism uses information on
the results of this particular student in other courses [10]. Or along with the grades the researchers
engaged additional information, such as household income, the participant’s sex, etc. [12], which
is usually impossible to access for MOOCs. The papers also present statistics for the participants
accessing the content (links referrals, time and mode of watching video, video paused, etc.) [13].

However, we should note that the approach to predicting whether a participant finishes the course
or drops out based only on grades for the accomplished tasks presented in this paper showed that it can
still be of interest. Lecturers can carry out this kind of analysis in a timely manner. At the same time, it
is only applicable to the courses with strict deadlines for test paper admittance during the course. If the
deadlines are absent or the main deadline is the date of the course ending, this approach is irrelevant.
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Conclusion

This paper analyses grade reports of the participants of “Data management” course at an open
education website openedu.ru. Grade reports are the kind of data lecturers use when running courses at
the website. This MOOC system does not offer any tools to analyze students’ progress in the courses yet.

As a result of clustering we identified 4 characteristic groups of participants. Moreover, the same
clustering pattern persisted in all 5 sessions of the course analyzed.

We also demonstrated the grade reports obtained in the first half of the course are sufficient
enough to predict whether students drop out or complete the course with high accuracy. To improve
the prediction accuracy, we attempted to train the models using balanced samples. However, this
approach did not result in any significant improvement of classification accuracy.

The classifiers show different accuracy for various groups of students. This allows to assume that
using different algorithms for various groups of participants can benefit the prediction accuracy.

The lecturers can use the results to keep the participants in the course. For example, certain
students may require some measures taken beforehand to provide incentives for them to remain in the
course and complete the studies. These measures can include new content offers or task notifications
sent to them via e-mail.

This kind of analysis can also help to indentify the reasons the students drop out of the course
which can be taken into account to correct its structure. For instance, the lecturer can change difficult
tasks and recommend additional content to certain groups of students. This can increase the number
of participants who complete the course.

Thus, as a result of the research we obtained new knowledge on the course participants useful for
the lecturers. They can take it into account while planning next MOOC sessions. The lecturers of
openedu.ru and similar systems can apply this approach to conduct the analysis of grade reports for
their courses. We can assume that, provided the courses have structures close to the one described in
this paper, the results of identifying characteristic groups of participants may be similar. We can also
expect the approach to predict whether a student drops out or completes the course used in the paper
to be applicable for other courses as well.
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