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Abstract. The effect of Si+ ion irradiation of α-Ga2O3 at doses of 8·1012 cm-2, 8·1014 cm-2, 
and energy of 100 keV on the gas-sensitive properties has been studied. It is shown that 
irradiation of α-Ga2O3 layer grown by halide vapor phase epitaxy with implanted Si+ ions 
allows effective control of its sensitivity to H2, response, and recovery times, as well as 
varying the operating temperatures. The maximum sensitivity to H2 occurred for samples with 
Si+ ion irradiation dose of 8·1012 cm-2 at 400ºC. The mechanism of sensitivity of α-Ga2O3 
epitaxial layers irradiated with Si+ to H2 is discussed. 
Keywords: α-Ga2O3, halide vapor phase epitaxy, ion implantation, gas sensitivity 
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1. Introduction 
Gallium oxide with a corundum-like structure (α-Ga2O3) is a promising ultra-wide bandgap 
semiconductor. It is of interest for the development of both power diodes, field-effect 
transistors (FETs) [1] and solar-blind photodetectors, gas sensors [2,3]. The sensitivity of 
epitaxial layers of metastable α- and ε(κ)-Ga2O3 to gases, including H2, depends largely on the 
donor's concentration (Nd) [4]. Sn [5,6] and Si [7-10] are known to be used as donor 
impurities in this case. The atomic radii of Ga and Si differ by only 3.6 % [7], which provides 
a better embedding of Si atoms into the α-Ga2O3 lattice. The electron mobility (µn) of α-
Ga2O3:Si is higher than µn (α-Ga2O3:Sn) [11]. Besides, the α-Ga2O3 phase doped with Si, 
contrary to one doped with Sn, demonstrates stable electrophysical characteristics at high 
temperatures up to 500°C [7]. The method of donor introduction into Ga2O3, which provides 
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fine control of Nd and allows localized area handling, is ion implantation [10]. This paper is 
focused on the study of the Si+ implantation effect on the gas-sensitive properties of α-Ga2O3. 
 
2. Materials and methods 
Layers of unintentionally doped (UID) α-Ga2O3, 2 μm thick, were deposited on sapphire 
substrates by halide vapor-phase epitaxy (HVPE) at 500°C. Metallic Ga, gaseous HCl, and O2 
were used as precursors. Two modes of α-Ga2O3 layers irradiation with Si+ ions at the same 
energy E = 100 keV with doses (D) D1 = 8·1012 cm-2 and D2 = 8·1014 cm-2 were chosen. 
TRIM (Transport of Ions in Matter) software was used to simulate the ion implantation 
process in α-Ga2O3 layers. Initial and irradiated plates were used to fabricate 2×1 mm2 
samples. After that Pt contacts were deposited on their surface, resulting in the formation of 
planar metal-semiconductor-metal (MSM) structures on a sapphire substrate. 

Rapid thermal annealing (RTA) was applied to stabilize the conductive properties of the 
samples, in the mode: 30 s at T = 400°C in a stream of pure dry air. Measurements of current-
voltage characteristics (I-V characteristics) and time dependences of the samples' current were 
carried out in dark conditions and in a sealed microprobe chamber equipped with an objective 
table with a heater. A mixture of pure dry air, obtained by an appropriate generator, and H2, in 
which the gas concentration was set using a gas mixture generator, was passed through the 
chamber. 
 
3. Results and discussion 
TRIM calculations showed that the maximum values of Si+ concentration in α-Ga2O3 layers 
for D1 is 9·1017 cm-3 and for D2 is 9·1019 cm-3 corresponding to a depth (d) of 75 nm. The 
concentration of defects caused by Si+ irradiation of α-Ga2O3 layers exceeds the concentration 
of impurity atoms by 3 orders of magnitude. The defects are concentrated mainly in the 
subsurface α-Ga2O3 layer, i.e., at d ≤ 75 nm. 

The current (I) in the studied structures at D = 0 (D0) and D1 increases exponentially 
with temperature. When the dose increases up to D2, the current of the samples weakly 
depends on temperature (T). At T ≤ 200°C I practically does not depend on D, and in high 
temperatures the range T = 250 – 400°C it drops with D exponentially. The I-V characteristics 
of the samples at D0 and D1 in the voltage (U) range U = 0-50 V are approximated by the 
power law: I ∝ Ul. l decreases from 1.20±0.02 to 1.00±0.02 with increasing T from 25°C to 
250°C and 350°C for D0 and D1 respectively and remains constant as T increases further. 
When the dose rises up to D2, l = 1.5±0.1 in the range T = 200-400°C. 

Exposure of the samples to H2 leads to a reversible increase in I. Figure 1 shows the 
temperature dependences of the response (S) of α-Ga2O3 samples to 3 vol.% H2 at different D. 
The ratio Ig/I0 was taken as the response to H2, where Ig is the current value of samples in a 
gas mixture of pure dry air + H2; I0 is the current value of samples in pure dry air. The 
samples at D0 exhibited a weak response to H2 in the range T = 100-400°C. A significant 
increase in response to H2 occurred for the samples at D1. However, the response of these 
samples could be registered in the range T = 200-400°C only. For these samples at 400ºC, the 
response to 3 vol. % H2 reached 69.3 a.u. As the dose increased up to D2, the response of the 
samples dropped but was evident over the entire range T = 25-400°C. 

To evaluate the response rates of α-Ga2O3 samples being exposed to H2, the response 
times tres and recovery times trec were determined. They were chosen as the periods necessary 
to reach the level of 0.9×Ig after H2 was supplied into the chamber and to reach the level of 
1.1×I0 after the start of pumping pure air through the measuring chamber, respectively. 
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Fig. 1. Temperature dependences of the response (S) of α-Ga2O3 samples exposed to 3 vol.% 

H2 at different Si+ irradiation doses. 
 

 
Fig. 2. Temperature dependences of the response (tres) and recovery (trec) times of α-Ga2O3 

samples exposed to 3 vol.% H2 at different Si+ irradiation doses 
 

Effect of Si+ ion irradiation of α-Ga2O3 epitaxial layers on their hydrogen sensitivity 303



Figure 2 compares the temperature dependences of tres and trec for α-Ga2O3 samples at 
D0, D1, and D2. For all these curves tres and trec decrease exponentially with increasing in T. 
The α-Ga2O3 samples with the highest response to H2, at D1 demonstrate the largest tres. At  
T ≥ 300°C, at D0 and D2, in both cases, tres do not exceed 25 s. Unirradiated α-Ga2O3 samples 
are characterized by the highest trec values. 
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Fig. 3. Time dependence of the current (I) of α-Ga2O3 sample after Si+ irradiation with  

D = 8·1014 cm-2 at six-fold exposer to 0.5 vol.% H2 and T = 400 ℃ 
 

Time dependence of the current of α-Ga2O3 sample at D2 at six-fold exposure to  
0.5 vol. % H2 and T = 400°C is depicted in Fig. 3. For these samples, I0 decreased by 26.3 % 
and Ig decreased by 23.7 % after the sixth H2 feed into the chamber. Due to the difference in 
the rate of decrease of I0 and Ig over time, S increases by 1.07 a.u. For α-Ga2O3 samples at D1, 
the opposite effects of current change with time were observed. After the sixth H2 feed, I0 
increased by 21.9 % and Ig increased by 139.8 % compared to the first feed. Such a significant 
increase in Ig led to an increase in S by 2.03 a.u. 

The gas sensitivity of β-Ga2O3 structures can be described by two mechanisms [12]. 
The first one is realized by chemisorption of gas molecules on the semiconductor surface, 
resulting in the change of charge state of the surface at T = 25-900°C and/or the concentration 
of oxygen vacancies in the material at T = 700-1100°C. This mechanism predominates for 
structures with a developed surface in which the surface conductivity contribution exceeds the 
bulk one. This is valid for thin and porous films, and low-dimensional structures, but is also 
observed for single crystals at extremely high temperatures [13]. The second mechanism is 
based on a change in the conditions for the flow of electron current through the potential 
barrier at the interface of the gallium oxide and metal (gate) with catalytic activity. This 
mechanism is typical of relatively thick, epitaxial gallium oxide layers [14]. Such structures 
are sensitive to H2 due to weak diffusion limitations for H in the metal. It is believed that 
during adsorption on a metal surface, H2 molecules dissociate into H atoms, which diffuse 
through the metal layer to the heterogeneous interface with the semiconductor, where they 
form a dipole layer that reduces the height of the potential barrier for electrons. 

The thickness of the Pt contacts in the considered MSM structures was ~300 nm. The 
estimates showed that at the temperatures applied in this study, the time required for the 
diffusion of H atoms through the Pt layer does not exceed 0.055 s. While for some other 
molecules (CO, NH3, NO, and NO2) and their possible fragments this time is significantly 
longer. A Schottky barrier is formed at the Pt / α-Ga2O3 interface [13]. The saturation current 
of such a barrier in the air is 𝐼𝐼𝑠𝑠0 = 𝐴𝐴𝐴𝐴∗𝑇𝑇2exp [− Ф𝑏𝑏0/(𝑘𝑘𝑘𝑘)](𝑘𝑘𝑘𝑘)], where A is the contact 
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area; A* is Richardson constant; e is electron charge; k is Boltzmann constant; Φb0 is the 
potential barrier height at the Pt / α-Ga2O3 interface in an atmosphere of pure dry air. In a pure 
dry air + H2 gas mixture, Φb0 decreases by the value of eΔVH and Ф𝑏𝑏𝑏𝑏(𝑛𝑛𝐻𝐻2) =  Ф𝑏𝑏0 −
𝑒𝑒∆𝑉𝑉𝐻𝐻(𝑛𝑛𝐻𝐻2), where ΦbH is the height of the potential barrier at the Pt / α-Ga2O3 interface when 
exposed to H2. It is not difficult to show that 𝑆𝑆(𝑛𝑛𝐻𝐻2) = exp [𝑒𝑒∆𝑉𝑉𝐻𝐻(𝑛𝑛𝐻𝐻2)/𝑘𝑘𝑘𝑘]. As T increases 
from 100°C to 350°C at D0, eΔVH increases from 0.003 eV to 0.034 eV. 

To increase the response of α-Ga2O3 to H2 an increase in ΔVH is necessary. It is shown 
[14,15], that ∆𝑉𝑉𝐻𝐻 = 𝑝𝑝 × 𝜃𝜃𝐻𝐻 × 𝑁𝑁𝑖𝑖/𝜀𝜀0, where p is the dipole moment created by the H atom on 
the heterogeneous interface; θH is the coverage of the Pt / α-Ga2O3 interface by H atoms,  
θH ≤ 1 and 𝜃𝜃𝐻𝐻 = 𝑛𝑛𝐻𝐻/𝑁𝑁𝑖𝑖; nH is the surface density of H atoms adsorbed on the interface; Ni is 
the surface density of adsorption centers for H on the interface; ε0 is the dielectric constant. At  
T = 350°C and nH2 = 3 vol. % p ≈ 6.67·10-30 С×m [15,16]. The dependences of eΔVH on H2 
concentration are approximated by power functions, eΔVH ~ nH2

m, and at nH2 > 1 vol. % tend 
to saturation, where m is the exponent, m = 0.32 at D1. Hence, we can assume that when  
nH2 = 3 vol. % θH → 1. The Ni values obtained at T = 350°C were 4.54·1014 cm-2,  
2.51·1015 cm-2, and 1.05·1015 cm-2, respectively, at D0, D1, and D2. Irradiation of α-Ga2O3 
with Si+ ions leads to an increase in Ni and as a consequence the response to H2 and other 
gases increases. When a dose is further increased up to D2, the surface of α-Ga2O3 develops 
defects that decrease I and Ni. A similar mechanism of influence of ion irradiation on gas-
sensitive properties was observed earlier for SnO2 [17,18]. 

 
4. Conclusions 
It was found that Si+ ion irradiation of α-Ga2O3 epitaxial layers with a dose of  
8·1012 cm-2 and energy of 100 keV leads to a magnification from 3 to 43 times in the H2 
response of MSM Pt/α-Ga2O3/Pt structures with increasing the heating temperature from 
250°C to 400°C. When the irradiation dose is increased up to 8·1014 cm-2, a significant 
decrease in the H2 response, response, and recovery times are observed. We attribute the 
observed effect to an increase in the density of adsorption centers for H atoms on the  
Pt / α-Ga2O3 interface when α-Ga2O3 is irradiated with Si+ ions at a dose of 8·1012 cm-2. A 
further increase in dose up to 8·1014 cm-2 generates defects on the semiconductor surface 
which reduce the density of adsorption centers for H on the Pt / α-Ga2O3 interface. 
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Abstract. The distribution function for a phonon gas in the non-equilibrium case of current 
crowding in a chalcogenide glassy semiconductor is considered. The approximate internal 
energy of the gas and its heat capacity is calculated. The change in the heat capacity caused by 
phase changes, which according to the results of the numerical calculations, are similar to the 
second-order phase transition, is analyzed. The law of temperature variation with time is 
calculated for a homogeneous current crowding without a heat sink, taking into account the 
exponential dependence of the conductivity on the temperature. It is shown that the 
temperature dependences of the concentration and energy of phonons do not undergo 
significant changes and are linear. The results of this work should be useful in developing 
chalcogenide glass-based phase-change memory devices, where strong heating by an electric 
current is possible and, as a consequence, a significant effect of phonons on the current flow 
should occur. 
Keywords: chalcogenide glasses, current filament, phonon gas 
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1. Introduction 
The phenomenon of current crowding (filamentation) in chalcogenide glassy semiconductors 
(CGSs) has been studied since the discovery of the switching effect in these materials in the 
1960s [1]. With the switching effect in a CGS, the conductivity σ increases sharply, and this 
low-resistance state can persist for an indefinitely long time, which is the memory effect. This 
effect is used in the development of the new generation of memory devices based on phase-
change memory (PCM) technology; these devices are expected to be faster and more durable 
than current ones [2-4] and can be used in photonic applications [5,6]. 

Current crowding in CGS has been studied both experimentally and theoretically, and, 
most extensively, in application to GеSbTe (GST)-related materials [7-9]. For these materials, 
the transition from the crystalline state into the amorphous state, which implies structural 
transformation in the Ge sublattice called an 'umbrella flip', means that the octahedral 
elementary cell transforms into a tetrahedral one [10]. Crystallization temperature for the GST 
family of materials varies between ~120 and ~140°C while melting points typically range 
from ~600 to ~620 K [11]. With recording using PCM, an initially amorphous CGS film is 
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crystallized by exposure to external action (optical or electrical pulse) with an intensity 
sufficient to heat the material to a point slightly above the glass-transition temperature. 
Subsequent exposure to a short pulse melts the CGS so upon quenching it gets converted into 
the amorphous state, and a recorded bit is just an amorphized mark against the crystalline 
background [10]. 

Current filament forms at the switching effect, and not only leads to the appearance of 
the area with low resistivity but also allows one to describe the system using the model of 
negative differential conductivity. The basic, thermal model of current crowding in CGS 
states that the formation of the filament along the central axis of a disk-shaped semiconductor 
sample is due to a sharp non-uniform temperature distribution across the disk. The 
temperature of the filament is directly proportional to the squared temperature of the 
maximum temperature in the center of the filament. Indeed, in [1,12], the effect of current 
crowding in a CGS placed in a uniform electric field was considered in detail, and it was 
shown that crowding occurs due to a sharp distribution of temperature T along with the radial 
coordinate r. This distribution is well described by an exponential function of time t and r, 
and the current value in the filament appears to be inversely proportional to the value of the 
applied electric field F. However, current crowding in [1,12] was considered without taking 
into account the behavior of phonons in a semiconductor, while during switching and 
crowding a phase transition occurs in the system, and the amorphous state becomes crystalline 
[13]. An ensemble of phonons will necessarily be present in a crystalline semiconductor. In 
the equilibrium, they are distributed according to the Bose-Einstein law; however, with sharp 
heating, their distribution is not in equilibrium. 

In this work, we analyze the behavior of an ensemble of phonons taking into account 
the time dependence of the filament temperature. The time-dependent non-equilibrium 
Boltzmann function for phonons and values of the internal energy of a phonon gas and its heat 
capacity is obtained. The results of this work can be useful in developing CGS-based PCM 
devices, where strong heating by an electric current is possible and, as a consequence, a 
significant effect of phonons on the current flow should occur. 

 
2. Results and discussion 
As mentioned above, the temperature distribution involves not only radial coordinate r but 
also time t. This distribution was studied, e.g., in [12]. The layout of a sample with current 
flow and radial temperature distribution is shown in Fig. 1. The contacts are considered to be 
smaller than the semiconductor sample and the current filament is smaller than the contacts 
(Fig. 1a). The dependence of the conductivity on the reciprocal temperature leads to strongly 
pronounced current re-distribution along with r. We consider a disk-shaped sample of CGS 
with a thickness L of the order of 1 µm, where the temperature is exponentially distributed 
along with r during the current crowding (Fig. 1b). For this sample, the expression 
σ = σ0exp(–ΔE/kBT) is used for the dependence of σ on T. Here, σ0 is the initial conductivity, 
ΔE is the activation energy of conductivity, and kB is the Boltzmann constant. To take into 
account the contribution of the phonon gas to the redistribution of heat in the sample, it is 
necessary to describe its behavior by introducing a stationary non-equilibrium function 
f(r,v) = f0(r,v) + Δf, where v is the velocity, f0(r,v) = 1/(exp(ћω/kBT) – 1), 
f0(r,v) = 1/(exp(ћω) – 1), Δf is a correction (ћ is the Planck constant, ω is the frequency). 
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a b 

Fig. 1. A model of a CGS disk with the current flow at the center (a); the maximum 
temperature is at the center. The heterogeneous temperature distribution T(r) in the disk (side 

view) (b) 
 
To find a non-equilibrium kinetic distribution function, we should solve the Boltzmann 

kinetic equation: 
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝑣𝑣 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝐹𝐹
𝑚𝑚
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= −𝑓𝑓−𝑓𝑓0
𝜏𝜏0

.  (1) 
Using the simplest way to obtain a new function, we assume that heating in a certain 

region of the CGS is uniform, and then (1) is transformed into the expression 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= −𝑓𝑓−𝑓𝑓0
𝜏𝜏0

, 
where 𝜏𝜏0 is the relaxation time. 

In the case of uniform and fast quasi-adiabatic heating, the thermal conductivity 
equation takes the form dy du⁄ = 𝛽𝛽exp(−1 𝑦𝑦⁄ ),  where 𝑦𝑦 = 𝑘𝑘𝐵𝐵 Tu 𝛥𝛥𝛥𝛥⁄ ,  𝑢𝑢 = 𝛼𝛼𝛼𝛼 𝐿𝐿2⁄  is the 
dimensionless time, α is thermal diffusivity, 𝛽𝛽 = 𝐹𝐹2 𝐹𝐹𝑠𝑠2⁄ exp(𝐹𝐹 𝐹𝐹0⁄ ), 𝐹𝐹𝑠𝑠2 = 2 𝜆𝜆𝜆𝜆𝜆𝜆 𝜎𝜎0⁄ Lk𝐵𝐵 , λ is 
the coefficient of heat removal, F0 ≈10−6  V m⁄  [9]. The heating here is considered to be more 
intensive than heat removal. We will solve the equation in the first approximation assuming 
that thermal diffusivity does not change with time. Let us expand the formula in the exponent 
near a certain high-temperature value ym: 𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
= 𝛽𝛽exp �𝑦𝑦−2𝑦𝑦𝑚𝑚

𝑦𝑦𝑚𝑚2
�. The solution to this differential 

equation is the function: 
𝑦𝑦(𝑢𝑢) = 2𝑦𝑦𝑚𝑚2 ln(𝑡𝑡𝑚𝑚) − 𝑦𝑦𝑚𝑚2 ln �𝑦𝑦𝑚𝑚2 exp �−𝑦𝑦0

𝑦𝑦𝑚𝑚2
�� − 𝑦𝑦𝑚𝑚2 ln �1 − 𝑢𝑢

𝑢𝑢𝑑𝑑
� ≈ 𝑦𝑦0 + 𝑦𝑦𝑚𝑚2

𝑢𝑢
𝑢𝑢𝑑𝑑

, (2) 

where 𝑢𝑢𝑑𝑑 =
𝑦𝑦𝑚𝑚2 exp�−𝑦𝑦0

𝑦𝑦𝑚𝑚
2 �

𝛽𝛽exp�−1𝑦𝑦𝑚𝑚
�

 defines the time when the temperature of the heated area turns to 

infinity. 
We will look for a non-equilibrium distribution function at high temperatures that are 

larger than Debye temperatures TD, which for various materials typically fall into the range 
90 K (lead) to 1860 K (diamond): 

𝑓𝑓0 = 1

exp� ℏ𝜔𝜔𝑘𝑘𝐵𝐵𝑇𝑇
�−1

≈ 𝛥𝛥Ey
ℏ𝜔𝜔

. (3) 

Taking into account Eqs. (2) and (3), the solution of the simplified Eq. (1) is the 
function: 
𝑓𝑓1(𝑡𝑡) = 𝛥𝛥Ey0

ℏ𝜔𝜔
+ 𝑦𝑦𝑚𝑚2 𝛥𝛥Eu

𝑢𝑢𝑑𝑑ℏ𝜔𝜔
+ 𝛥𝛥Ey𝑚𝑚2 𝜏𝜏

ℏ𝜔𝜔𝜔𝜔𝑑𝑑
�exp �−𝑢𝑢

𝜏𝜏
� − 1�. (4) 

In what follows, the dimensionless time τ=ατ0/L2 will be used as the relaxation time. For 
the calculations, the authors took the CGS parameters used in [12], which are characteristic of 
GST CGSs. 

Let us consider our crystal to be volumetric ('bulk') for the analytical calculation of the 
thermodynamic parameters of the phonon gas. In a bulk crystal, the internal energy of a 
phonon gas 𝑈𝑈 = ∫ ℏ𝜔𝜔𝜔𝜔1(𝜔𝜔)𝑔𝑔(𝜔𝜔)𝑑𝑑𝑑𝑑𝜔𝜔𝑑𝑑

0 , where g(ω) is the density of phonon states, 
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𝜔𝜔𝑑𝑑 = 𝑣𝑣 �6𝜋𝜋
2

𝑉𝑉
𝑁𝑁�

1/3
. 

Here N is the number of unit cells in the crystal, and V is its volume. 
The density of phonon states can be determined using the formula 𝑔𝑔(𝜔𝜔) = 3𝑉𝑉𝑉𝑉2

2𝜋𝜋2𝑣𝑣3
=

9𝑁𝑁𝑁𝑁2

𝜔𝜔𝑑𝑑
. Substituting the expressions for g(ω) and f1(T) into the integral for U, we obtain: 

𝑈𝑈 = 3𝑁𝑁𝑘𝑘𝐵𝐵 �𝑇𝑇 + 𝑘𝑘𝐵𝐵𝑇𝑇𝑚𝑚2 𝜏𝜏
∆𝐸𝐸𝑢𝑢𝑑𝑑

�exp �−(𝑇𝑇−𝑇𝑇0)𝑢𝑢𝑑𝑑∆𝐸𝐸
𝑘𝑘𝐵𝐵𝑇𝑇𝑚𝑚2 𝜏𝜏

� − 1��, (5) 
where Tm is the maximum temperature of the filament. With an increase in temperature, the 
internal energy increases, this process can be described as isochoric heating, since the phonon 
gas does not increase its volume during the temperature increase. For an ideal gas of 
molecules, the isochoric heat capacity is a constant value. The heat capacity of a phonon gas 
is calculated as С=dU/dT, that is: 
𝐶𝐶 = 3𝑁𝑁𝑘𝑘𝐵𝐵 �1 − exp �−(𝑇𝑇−𝑇𝑇0)𝑢𝑢𝑑𝑑∆𝐸𝐸

𝑘𝑘𝐵𝐵𝑇𝑇𝑚𝑚2 𝜏𝜏
��. (6) 

Figure 2a shows the results of the calculations. Hereinafter, in the calculations, we 
assumed L = 10-5 m, ΔE = 0.5 eV, σ0 = 106 Ω·m, thermal conductivity κ = 20 W/K, 
n = N/V = 1.25×1029 m-3, α = 106 m2/s, T0 = 300 K, Tm = 700 K, TD = 500 K. It is seen how 
fast С increases with time (𝜏𝜏~10−6 s here is assumed to be a constant value of 3NkB). A 
similar sharp jump in the heat capacity can be observed during a second-order phase 
transition. The temperature rise with time in the analytical case is described by a polynomial 
of the first order. 

The pressure in the isochoric process can be estimated using the expression 
𝑝𝑝 = 2𝑈𝑈 3⁄ 𝑉𝑉. From Fig. 2b it follows that under the given conditions it is of the order of  
109 Pa. Pressure and internal energy have an extremum at T = T0. The heat capacity at this 
temperature is zero, which is typical for an adiabatic process. However, as has already been 
shown, the process almost instantly becomes isochoric. 
 

  
Fig. 2. Analytically (1) and numerically (2) calculated dependences of heat capacity of the 

phonon gas C on the temperature (a) and analytically obtained pressure dependence of the gas 
on the temperature (b) 

 
The phonon concentration can be calculated as (γ = α/ud): 

𝑛𝑛ph = 9𝑁𝑁
𝑉𝑉𝑉𝑉𝑑𝑑

3 ∫ 𝜔𝜔2𝑓𝑓1(𝜔𝜔)𝑑𝑑𝑑𝑑 = 9Nk𝐵𝐵
2𝑉𝑉ℏ𝜔𝜔𝑑𝑑

�𝑇𝑇 + 𝑘𝑘𝐵𝐵𝑇𝑇𝑚𝑚2 𝛾𝛾𝜏𝜏0
𝛥𝛥EL2

�exp �−(𝑇𝑇−𝑇𝑇0)𝛥𝛥𝛥𝛥
𝑘𝑘𝐵𝐵𝑇𝑇𝑚𝑚2 𝜏𝜏

� − 1��𝜔𝜔𝑑𝑑
0 . (7) 

Let us turn to the results of the numerical calculations of thermodynamic coefficients. 
The calculations were completed using MATLAB. From Eq. (6), the zero value of the heat 
capacity at the initial moment of time is derived; it indicates the adiabatic nature of the 
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process of changing the internal energy of the phonon gas near the zero time coordinate. In 
[12], the heat removal near the zero coordinate was neglected. Figure 3 shows a graph of the 

temperature obtained when heating according to the law 𝑑𝑑𝑑𝑑
𝑑𝑑𝑡𝑡

= 𝜂𝜂exp (− Δ𝐸𝐸
𝑘𝑘𝐵𝐵𝑇𝑇

) , where 𝜂𝜂 =
𝜎𝜎0𝐹𝐹2𝛼𝛼/𝜅𝜅. 

Heating in films with a thickness of the order of micrometers occurs in a few 
milliseconds. The non-equilibrium distribution function in general form, taking into account 
the above expressions for df/dt and dT/dt, will take the form: 
𝑓𝑓1(𝜔𝜔) = 𝑓𝑓0(𝜔𝜔) − 𝜏𝜏𝜏𝜏exp (Δ𝐸𝐸

𝑘𝑘𝐵𝐵𝑇𝑇
) 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

. (8) 
Taking into account that the selected value of τ is small compared to the heating time 

𝛼𝛼
𝐿𝐿2
𝑢𝑢𝑑𝑑  up to the temperatures T>>T0, we can assume that the non-equilibrium distribution 

function does not differ much from the equilibrium function f0, and 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑑𝑑𝑑𝑑0
𝑑𝑑𝑑𝑑

. Then, 

𝑓𝑓1 = 𝑓𝑓0 −
𝜏𝜏𝜏𝜏ℏ𝜔𝜔𝜔𝜔𝜔𝜔𝜔𝜔ℏ𝜔𝜔−∆𝐸𝐸𝑘𝑘𝐵𝐵𝑇𝑇

𝑘𝑘𝐵𝐵𝑇𝑇2(exp� ℏ𝜔𝜔𝑘𝑘𝐵𝐵𝑇𝑇
�−1)2

. (9) 

 
Fig. 3. Numerically calculated heating time dependence of the semiconductor temperature 

 
The formula for the heat capacity C takes the form 

𝐶𝐶 =
9𝑁𝑁
𝜔𝜔𝑑𝑑
3 �

𝑑𝑑𝑓𝑓1
𝑑𝑑𝑑𝑑

ℏ𝜔𝜔3𝑑𝑑𝑑𝑑
𝜔𝜔𝑑𝑑

0

. 

The temperature dependences for internal energy U are shown in Fig. 4a. Internal 
energies are of the same order of magnitude, and their dependence on the temperature 
resembles those of an ideal gas. In Fig. 4b, it is seen that the phonon concentration exceeds 
the concentration of unit cells and increases linearly with time, which corresponds to the 
behavior of phonons at high temperatures (T>Td). 
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Fig. 4. Analytically (1) and numerically (2) calculated dependences of the internal energy of 
the phonon gas U on the semiconductor temperature (a) and the temperature dependence of 

the phonon concentration (b) 

3. Discussion 
From Figure 2a, it follows that the numerically calculated heat capacity does not experience 
such a sharp jump as its analytical counterpart. As the former grows, it tends to the limiting 
value of 3𝑁𝑁𝑁𝑁𝐵𝐵. However, a sharp change, similar to an increase in the analytically calculated 
heat capacity, does not occur, although at high temperatures both values tend to be the same 
value. The temperature of the sample, calculated numerically (Fig. 3) and analytically (not 
shown, but basically represented by Eq. (2)), differed greatly in the nature of their time 
dependence. We believe the data for the numerically calculated heat capacity are more 
credible, since they approximately reproduce the nature of the dependence for the derivative 
dU/dT, and both dependences become similar at T > T0. The analytical dependence indicates a 
rapid increase in the temperature at the initial moment of time, while in the numerical 
dependence, a rapid increase in temperature occurs after some time t >> td, where td is the 
characteristic time of the increase. 

4. Conclusion 
For the conditions of current crowding in a CGS, we have calculated the thermodynamic 
parameters of the phonon gas. It is shown that the numerically calculated heat capacity of the 
gas increases sharply upon heating a CGS with a conductivity that exponentially depends on 
the temperature, which can be interpreted as a manifestation of a second-order phase 
transition. The solution was obtained for a region with a uniform heating temperature. Due to 
its high conductivity, this region corresponds to the current filament. The temperature 
dependences of the concentration and energy of phonons do not undergo significant changes 
and are linear. The disadvantage of the obtained analytical solution is its applicability only in 
a limited temperature range. 
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Abstract. In the present work, optimization of powder metallurgy process parameters, i.e., 
compaction pressure, sintering time, and sintering temperature, for magnesium alloy AZ91 is 
done using Taguchi Design of Experiment and ANOVA techniques. Regression equation for 
determining ultimate compressive stress and hardness of AZ91 Magnesium alloy was 
formulated and validated experimentally. Out of the nine sets of parameters present in the 
current design, H8 (450 MPa compaction pressure, 450° sintering temperature, and 60 
minutes sintering time) was found to be the best set of parameters for both the hardness and 
ultimate compressive stress. Still, the optimum set of parameters was not present in the 
current design of experiments. The optimum set of parameters obtained after analyzing the 
main effect plots for means is a combination of 450 MPa compaction pressure, 450° sintering 
temperature, and 90 minutes of sintering time. The optimum value of hardness and ultimate 
compressive stress obtained from the regression equations is 81.81 Hv and 138.90 MPa, 
respectively. Experimental value of ultimate compressive stress and hardness for samples 
processed at optimal parameters is 144.89 MPa and 82.12. Compression test results obtained 
from regression analysis are 4.31% less than the experimental results. Micro-hardness results 
obtained from regression analysis are 0.4% less than the experimental results. This shows that 
the regression analysis results are in good agreement with experimental results. 
Keywords: ANOVA, AZ91 magnesium alloy, powder metallurgy, Taguchi 
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1. Introduction 
Most industries, especially automobiles, aircraft, and space, are looking for lightweight 
structural material so that the overall weight of vehicles can be reduced and payload capacity 
can be increased [1-4]. Magnesium is one such material because It has the highest strength to 
weight ratio compared to other structural materials, i.e., aluminium, copper, and steel [5-8]. 
The low-density high strength to weight ratio of magnesium leads to the enormous increase in 
the demand for magnesium-based materials [7,9-12]. With the increase in demand for 
magnesium alloys and composites, there is an urgent need for an efficient reprocessing 
technique. Conventional reprocessing techniques (casting) have low material utilization 
(nearly 50%) and high energy consumption. Researchers worldwide are working on the 
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development of a more efficient reprocessing technique. Powder metallurgy is found to be 
one of the most efficient reprocessing techniques for metallic materials especially aluminium. 

Powder metallurgy offers various advantages over other processes such as high material 
utilization, less scrap, near-net-shape products, less machining required, low power 
consumption, high control over density, easy handling, etc. [13-16]. In the powder metallurgy 
technique, blended powders are compressed at high pressure to produce green compacts, and 
then these green compacts are sintered to produce the final material [17-19]. Parameters such 
as compaction pressure, sintering temperature, and sintering time are very important in the 
powder metallurgy process. These parameters have a high effect on the properties of powder 
metallurgy products [20-22]. 

Burke et al. studied the effect of compaction pressure on the properties of AZ31 
magnesium alloy [23]. Density and hardness increased on increasing the compaction pressure. 
Durai et al. investigated the effect of sintering temperature on Mg-Zr alloy properties [24]. 
Strength and hardness increased on increasing the sintering temperature. Gunes et al. studied 
the effect of sintering time on pure Magnesium properties. Hardness increased, and wear rate 
decreased on increasing the sintering time [25]. Kucuk et al. optimized the above-mentioned 
powder metallurgy process parameters for the fabrication of magnesium matrix composites 
and observed that the powder compaction pressure is the most influencing parameter followed 
by sintering temperature and sintering time [26]. 

There is not much literature available on the reprocessing of magnesium-based 
materials by powder metallurgy process. Kumar et al. in their review paper on the recycling 
and foaming of aluminium-based materials explained various methods of recycling 
aluminium by powder metallurgy, those methods can be used for the reprocessing of 
magnesium-based materials [27]. In the present work, optimization of powder metallurgy 
process parameters, i.e., compaction pressure, sintering time, and sintering temperature, for 
the reprocessing of magnesium alloy AZ91 is done using Taguchi Design of Experiment and 
ANOVA techniques. Regression equations for determining ultimate compressive stress and 
hardness of AZ91 Magnesium alloy were also formulated and validated experimentally. 

 
2. Materials and methods 
Sample preparation. AZ91 magnesium alloy powder produced by grinding the machining 
scrap was purchased from Jagada Industries, Virudhunagar, India. Powder was non-uniform 
with a mess size of 50 (particle size < 300µm). Nine different types of samples with different 
sets of process parameters were prepared by powder metallurgy technique [28]. Block 
diagram of powder metallurgy process is shown in Fig. 1. 
 
Table 1. Parameters used and their levels 
Parameter Level 1 Level 2 Level 3 
Compaction Pressure (MPa) 350 400 450 
Sintering Temperature (℃) 400 450 500 
Sintering Time (Min) 60 90 120 
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Fig. 1. Flow chart of powder metallurgy process 

 
Three parameters, i.e., compaction pressure, sintering temperature, and sintering time, 

were used for optimization based on the literature survey. Three levels were selected for all 
three parameters. Parameters used and their levels are given below in Table 1. Taguchi 
Design of Experiment (DOE) technique was used for preparing the experimental plan. Nine 
different combinations of parameters used for sample preparation based on the Taguchi DOE 
method are given in Table 2. For all the nine types of samples, the powders were compacted 
in a split powder compaction die using Universal Testing Machine at the respective 
compression pressure to obtain the green compacts. The obtained green compacts were 
sintered in a muffle furnace in the presence of Nitrogen gas for the respective time at the 
respective temperature level as given in Table 2. 
 
Table 2. Design of Experiment data based on Taguchi L9 orthogonal array 
S. No. Compaction 

Pressure (MPa) 
Sintering 

Temperature (℃) 
Sintering Time 

(Min) 
Sample 
Code 

1 350 400 60 A1 
2 350 450 90 B2 
3 350 500 120 C3 
4 400 400 90 D4 
5 400 450 120 E5 
6 400 500 60 F6 
7 450 400 120 G7 
8 450 450 60 H8 
9 450 500 90 I9 

 
Characterization and testing. Specimens prepared after compaction and sintering 

were characterized and tested for investigating the mechanical properties of materials. For all 
nine types of specimens, the microscopic analysis was done to study the microscopic changes 
in the materials during compaction and sintering based on the optical micrographs obtained 
after grinding, polishing, and etching. Optical microscopy was done using an inverted digital 
metallurgical microscope available at GLA Mathura. Micro-hardness testing was also done 
for all the samples using Vicker's micro-hardness tester available at Mechanical Engineering 
Department, MNNIT Allahabad, according to ASTM B933-16. All nine types of samples 
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were then tested for compressive strength. Compressions tests were done on cylindrical 
samples according to ASTM E9 with the same length to diameter ratio (0.8) for all the 
samples using Universal Testing Machine available at Applied Mechanics Department, 
MNNIT Allahabad. 

Taguchi method. The Taguchi DOE is an excellent method to design the experiments. 
Using the Taguchi DOE, sufficient information can be obtained by conducting less number of 
experiments [26]. In this method, parameters are categorized as controllable and 
uncontrollable. The effect of multiple parameters at two or more than two levels can be 
studied simultaneously using this method. There is always a target value of performance 
characteristic or property of any product or process. In this method, variability around the 
target value is reduced by optimizing the affecting factors. The optimum level of factors can 
be found by studying the main effect plots for each factor. The percentage effect of affecting 
factors can be found by analyzing the experimental results by the Analysis of Variance 
(ANOVA) technique. 

Performance characteristics or properties of any product or process always belong to 
one of the following three categories: 

1. The bigger, the better (In this target value is infinite); 
2. The smaller, the better (In this target value is zero); 
3. The nominal values are better (In this, a specific target value is given). 

Signal to noise ratio (SN ratio) is an important statistical relation used in the Taguchi 
method to determine the optimum level of parameters. The high value of the SN ratio implies 
that the value of the signal is high, and the value of the noise is low. So, the parameter levels, 
which give the maximum values of the SN ratio, are the optimum parameters. Statistical 
formulas for calculating SN ratios for three different types of performance characteristics are 
given below. 

For "the bigger, the better" characteristic: 

2
1

1 110log
n

n=
SN =

n y
 
 
 
∑ . 

For "the smaller, the better" characteristic: 

2
1

1 110log
n

n=
SN =

n y
 

−  
 
∑ . 

For "the nominal values are better" characteristic: 

( )210log /SN = y S− . 

Where n is the number of repeated experimental tests, y is the performance value and S 
is the target value. 

 
3. Results and Discussion 
Optical Microscopy. Figure 2 shows the optical micrographs of all the specimens. It can be 
seen from the micrographs of specimens A1, B2, and C3 that grain size increased with an 
increase in sintering time and temperature because of recrystallization and grain growth in the 
material at high temperatures. 

Group of specimens D4, E5, and F6 and G7, H8, and I9 show a similar effect of 
sintering time and temperature on the grain size of the material. The average grain size of all 
the specimens is given in Table 3. As the compaction pressure increases, grain size reduces 
because of the deformation in the material at high pressure. This can be seen in the 
micrographs of specimens A1, D4, and G7. Group of specimens B2, E5, and H8 and C3, F6, 
and I9 show a similar effect of compaction on the grain size of the material. Micrographs of 
the specimens A1, B2, and C3 show that there is high porosity in the material because of the 
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low compaction pressure. As the compaction pressure increases, porosity in the material also 
decreases. This can also be seen from the micrographs that porosity decreases with increases 
in the sintering time and temperature also. This is because of the proper diffusion in the 
material, as the diffusion is a time and temperature-dependent phenomenon. 
 

 
Fig. 2. Optical micrograph of specimens (a) A1, (b) B2, (c) C3, (d) D4, (e) E5, (f) F6, (g) G7, 

(h) H8 and (i) I9 
 
Table 3. Average grain size (in µm) of specimens 

A1 B2 C3 D4 E5 F6 G7 H8 I9 
24.78 25.09 26.50 16.24 18.83 24.21 15.94 17.82 23.34 

 
Microhardness. The microhardness value of all the specimens is given in Fig. 3. This 

can be seen from the graph that the maximum and minimum values of error bars are too close, 
therefore, it can be understood that the sample has a homogeneous microstructure. 

Microhardness values of the specimens increased with an increase in the compaction 
pressure. This is because of the grain size reduction and densification in the material on 
increasing compression pressure as seen in the optical micrographs of the specimens. On 
increasing the sintering time and temperature, hardness first increased because of the better 
diffusion bonding in the material at the high temperature. On further increase in sintering time 
and temperature, hardness started to decrease because of the recrystallization and grain 
growth in the material as shown in the optical micrographs of the specimens. The highest 
hardness value of 80.8Hv was obtained in specimen H8. Similar results were observed by 
other researchers also [29]. 
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Fig. 3. Microhardness values of specimens 

 
Compression test. Figure 4 shows the compressive stress vs. compressive strain curves 

of the specimens. Like hardness, similar effects of compaction pressure, sintering 
temperature, and sintering time had been seen on the ultimate compressive stress also. The 
highest ultimate compressive stress (UCS) of 136.44MPa was obtained for specimen H8. 
Similar results were observed by other researchers also [29]. The highest compressive strain 
was obtained in specimen I9 because of the proper diffusion and grain growth in the material 
at high sintering temperature. 

 

 
Fig. 4. Compressive stress vs. compressive strain curves of specimens 

320 Naveen Kumar, Ajaya Bharti



Statistical analysis. Statistical data obtained after the analysis of Taguchi DOE are 
given below in Table 4. This can be seen from the table that the maximum value of the SN 
ratio for both the hardness and ultimate compressive stress was obtained for specimen H8. 
This shows that, out of these nine sets of process parameters, parameters used for the 
fabrication of specimen H8 are optimum process parameters. 

The main effect plots for means for ultimate compressive stress and hardness are given 
in Fig. 5 and Fig. 6 respectively. This can be seen from the graph that hardness and ultimate 
compressive stress continuously increased with the increase in the compaction pressure. So, 
out of the selected three levels of compaction pressure, 450 MPa compaction pressure is the 
optimum compaction pressure for the reprocessing of the AZ91 magnesium alloy with respect 
to hardness and compressive stress. Sintering temperature and sintering time have a mixed 
effect on hardness and compressive stress. Hardness and compressive stress first increased 
with the increase in the sintering temperature and sintering time. But on the further increase in 
sintering temperature and sintering time, hardness and compressive stress reduced because of 
recrystallization and grain growth in the material. 
 
Table 4. Statistical results for hardness and ultimate compressive stress 

S. 
No. 

Sample 
ID 

Hardness 
(Hv) 

UCS 
(MPa) 

SN Ratio for 
Hardness 

SN Ratio for 
UCS 

1 A1 38.05 77.864 31.607 37.8267 
2 B2 52.4 100.153 34.386 40.0133 
3 C3 48.11 92.329 33.644 39.3068 
4 D4 55.93 99.724 34.952 39.9760 
5 E5 63.85 101.636 36.103 40.1410 
6 F6 41.72 90.068 32.406 39.0914 
7 G7 68.79 111.120 36.750 40.9159 
8 H8 80.8 136.440 38.148 42.6988 
9 I9 75.79 135.461 37.592 42.6363 

 
So, out of the selected three levels of sintering temperature and sintering time, the 

second level of both the sintering temperature (450°) and sintering time (90 minutes) are the 
optimum levels of process parameters. So, the optimum set of process parameters is not 
available in the present nine sets of process parameters. The optimum set of process 
parameters for the given design will be a combination of the 3rd level of compaction pressure 
(450 MPa), 2nd level of both the sintering temperature (450°), and sintering time (90 minutes). 

Response data for mean UCS values and mean hardness values are given in Table 5 and 
Table 6. Ranks of parameters based on their effect on UCS and hardness are in the response 
tables for means. This can be seen that compaction pressure is ranked first in the response 
table for means for both the UCS and hardness, followed by sintering temperature and 
sintering time. This shows that compaction pressure is the most important parameter in 
powder metallurgy process, followed by sintering temperature and sintering time. 
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Fig. 5. Main effect plots for ultimate compressive stress 

 

 
Fig. 6. Main effect plots for ultimate compressive stress for hardness 
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Table 5. Response data for mean UCS values 
Level Compaction Pressure Sintering Temperature Sintering Time 
1 90.12 96.24 101.46 
2 97.14 112.74 111.78 
3 127.67 105.95 101.70 
Delta 37.56 16.51 10.32 
Rank 1 2 3 
 
Table 6 Response data for mean hardness values 
Level Compaction Pressure Sintering Temperature Sintering Time 
1 46.19 54.26 53.52 
2 53.83 65.68 61.37 
3 75.13 55.21 60.25 
Delta 28.94 11.43 7.85 
Rank 1 2 3 

 
The analysis of variance data for UCS and hardness are given in Table 7 and Table 8 

respectively. F and P values in the analysis of variance data are the measure of the 
effectiveness of parameters. Parameter with high effectiveness has a high value of F and low 
value of P. F-values also confirm the same order of the effectiveness of parameters, as 
obtained from response data for means for UCS and hardness. 
 
Table 7. Analysis of variance data for UCS 

Source DF Adj SS Adj MS F-Value P-Value 
Compaction Pressure 2 2392.2 1196.10 19.47 0.049 

Sintering Temperature 2 413.0 206.51 3.36 0.229 

Sintering Time 2 208.3 104.14 1.70 0.371 
Error 2 122.9 61.44     
Total 8 3136.4       
 

The regression equation for UCS obtained after ANOVA analysis is given below. 
Optimum value of UCS can be obtained by using this equation by putting the value of 
optimum levels of process parameters. Optimum value of ultimate compressive stress, 
obtained from the equation using compaction pressure as 450 MPa, sintering temperature as 
450°, and sintering time as 90 minutes, is 138.90 MPa. 
𝑈𝑈𝑈𝑈𝑈𝑈 =  160.2 −  3.659 𝑋𝑋 +  1.845 𝑌𝑌 +  4.08 𝑍𝑍 +  0.004701 𝑋𝑋2  −  0.002849 𝑌𝑌2  

−  0.008814 𝑍𝑍2  +  0.001816 𝑋𝑋𝑋𝑋 −  0.006034 𝑋𝑋𝑋𝑋, 
where: 

UCS = Ultimate Compressive Stress (MPa) 
X = Compaction Pressure (MPa) 
Y = Sintering Temperature (°) 
Z = Sintering Time (minutes) 
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Table 8. Analysis of variance data for hardness 
Source DF Adj SS Adj MS F-Value P-Value 

Compaction Pressure 2 1349.40 674.70 16.18 0.058 

Sintering Temperature 2 241.23 120.62 2.89 0.257 

Sintering Time 2 108.13 54.07 1.30 0.435 
Error 2 83.39 41.69     
Total 8 1782.15       
 

The regression equation for hardness obtained after ANOVA analysis is given below. 
Optimum value of hardness can be obtained by using this equation by putting the value of 
optimum levels of process parameters as the optimum set of parameters is not present in the 
current design of the experiment. Optimum value of hardness, obtained from the regression 
equation, using compaction pressure as 450 MPa, sintering temperature as 450°, and sintering 
time as 90 minutes, is 81.41 Hv. 
𝐻𝐻 =  −37.84 −  2.342 𝑋𝑋 +  1.775 𝑌𝑌 +  2.548 𝑍𝑍 +  0.002729 𝑋𝑋2  −  0.002919 𝑌𝑌2  

−  0.002248 𝑍𝑍2  +  0.001971 𝑋𝑋𝑋𝑋 −  0.004873 𝑋𝑋𝑋𝑋,  
where: 

H = Hardness (Hv) 
X = Compaction Pressure (MPa) 
Y = Sintering Temperature (°) 
Z = Sintering Time (minutes) 

 
4. Experimental validation 
Experimental validation of results obtained from regression equations for hardness and UCS 
was done. Samples were produced using the obtained optimal parameters and hardness and 
compression tests were performed. Regression analysis results and experimental results are 
given in Table 9. It can be observed that the percentage error between the experimental results 
and results obtained from the regression equation is less than 10% for both the hardness and 
UCS. So, regression equations are giving satisfactory results and can be used to determine the 
value of hardness and ultimate compressive stress at other sets of parameters. 
 
Table 9 Difference between experimental and regression analysis results 
 Ultimate Compressive Stress (MPa) Hardness (Hv) 

Regression Analysis Results 138.9 81.81 
Experimental Results 144.89 82.12 
Error 4.31% 0.4% 

 
5. Conclusions 
The following conclusions are drawn after the characterization and testing of the AZ91 
magnesium alloy samples prepared by powder metallurgy technique: 

• Out of the present nine sets of process parameters, H8 is the best set of process 
parameters for both the hardness and compressive stress. But the optimum set of the 
parameters is not present in the current design of the experiment. 

• Optimum level of compaction pressure for both the hardness and compressive stress is 
3rd level (450 MPa). 

• Optimum level of sintering temperature for both the hardness and compressive stress 
is 2nd level (450°). 
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• Optimum level of sintering time for both the hardness and compressive stress is 2nd 
level (90 minutes). 

• Out of the three selected parameters, compaction pressure is the most effective process 
parameter for both the hardness and ultimate compressive stress, followed by sintering 
temperature and sintering time. 

• Optimum values of hardness and ultimate compressive stress obtained from the 
regression equations are 81.81 Hv and 138.90 MPa respectively. 

• Experimental value of ultimate compressive stress and hardness for samples processed 
at optimal parameters is 144.89 MPa and 82.12. 

• Compression test results obtained from regression analysis are 4.31% less than the 
experimental results. 

• Micro-hardness results obtained from regression analysis are 0.4% less than the 
experimental results. 

• This shows that the regression analysis results are in good agreement with 
experimental results. 
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Abstract. The work aims in developing epoxy composites with different compositions of 
boron carbide (5, 10, 15, and 20 wt.%) added with aluminium (10 wt %) for studying the 
mechanical and dielectric behavior. It was found that the tensile strength of the samples 
initially increased with an increase in reinforcements and then decreased with an increase in 
B4C content beyond 10 wt. %. Flexural strength, on the other hand, increased with the 
addition of B4C particles. Moreover, the impact strength of the samples decreased with an 
increase in the addition of the B4C particles. The dielectric properties were studied by 
considering various factors like temperature and frequency. The samples were subjected to 
frequencies 100Hz, 1kHz, 10kHz, 100kHz, and 1MHz, and temperatures ranged from 40ᵒC to 
150ᵒC. As a result, it was found that the dielectric loss factor was increased with increasing 
temperature. Further, at higher frequencies, an increase in the dielectric constant and a 
decrease in the dielectric loss factor were evidenced which concluded the material's suitability 
for energy storage applications.  
Keywords: conducting polymers, dielectric properties, mechanical properties, molding, 
particle dispersed 
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1. Introduction 
Increasing demand in the field of industrial packaging and microelectronics particularly in 
energy storage has led to the quest in searching for advanced novel materials. In industrial 
packaging, the materials are expected to be mechanically excellent in their characteristics, and 
in electronics, the need is for electrically conductive polymeric materials with a conductive 
core and an insulating shell. Several kinds of research are underway in particulate reinforced 
polymer-based composites in which the primary phase is the polymer matrix whereas, the 
secondary phase possessing a good dielectric constant is made to disperse in the primary 
phase through conventional fabrication routes. Researchers have revealed the possibility of 
consuming these polymers possessing electrical conductivity with the aid of their secondary 
phases but also not trading off the weight of the material [1-2]. Epoxy, is a polymeric hinderer 
of the flow of electrons owing to the inherent low dielectric constant but mechanically 
possesses wide characteristics [3-5]. However, scientists revealed the ability to increase the 
dielectric constant of the polymer through the mode of particulate addition utmost to 50 vol.% 
[6]. On the other hand, reports revealed the detriment of mechanical properties owing to the 
augmented addition of the fillers [7-9]. Works suggest the addition of particles improves the 
dielectric properties through the following two notions such as (i) establishing contact 
between particles, and (ii) making the electron move across a hindrance, widely called 
electron tunneling. However the former and the latter mechanism can be made possible 
by generating a 3D-conductive network facilitated by the closeness of the filler particles 
and transportation of electrons amidst closest particles through a thin layer hindrance 
by polymer [10].   

Here the subject of concern is not restricted to conductivity but also the mechanical 
property of the material being produced. Hence the proper choice of dispersing reinforcement 
should be taken. Particularly Boron carbide (B4C) based hard materials are seeking attention 
in the field of structural, tribological-interactive applications [11-20]. Moreover, its excellent 
hardness and density make it suitable for ballistic applications as well. Anyhow, B4C founds 
less use owing to its increased brittleness [21-23].  

Also, aluminum (Al), possessing very less weight, excellent electrical conductivity, and 
good thermal conductivity can be used in electrical and electronic applications as it has the 
ability to withstand heat resulting from high operating voltage. The electrical and mechanical 
characteristics of aluminium along with epoxy were studied and revealed the yield in 
dielectric properties with respect to that of filler concentrations [24]. Nevertheless, the works 
are almost void in the case of augmentation of B4C and aluminium for the dielectric property 
through the molding and curing route. Hence in this work, an attempt is made to study the 
mechanical and electrical properties of the B4C and Al dispersed epoxy-based single-layered 
polymer composite of varying compositions of B4C and Al. 

 
2. Materials and Methods 
Materials. The work was carried out using commercially available B4C (10µm), Al powder 
(10µm), epoxy LY566, and its corresponding hardener. The procured metallic powders were 
subjected to a scanning electron microscope equipped with an electro dispersive spectrum 
analyzer using JEOL-JSM-5600LV scanning electron microscope equipped with EDS under 
20kV and exposure time of 50s and are depicted in Fig. 1 and Fig. 2. The matrix and particle 
reinforcement were made with different compositions tabulated as shown in Table 1. The 
different samples were fabricated through the molding and curing method which is 
depicted in Fig. 3.  

Before the fabrication of the composite material, the epoxy matrix and the 
reinforcement particles were mixed mechanically and were subjected to the ultrasonic 
dispersion technique for 45 minutes. The initial mixing was then followed by the addition of 
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hardener to the mixture and was further stirred mechanically for 15 minutes at a uniform 
speed of 200rpm. The epoxy matrix and the hardener used were mixed in a ratio of 2:1. 
Subsequently, the liquid mixture of matrix and dispersed particles was poured into a glass 
mold of 300mm × 130mm × 5mm. Further, the samples from the composite were cut as per 
the ASTM standard and were subjected to mechanical, electrical, and fractography studies 
and the result are discussed in the forthcoming chapters. 

 

 
Fig. 1. SEM & EDS spectra depicting the particle size and composition of B4C particles 

 

 
Fig.2. SEM & EDS spectra depicting the particle size and composition of Al particles 

 
Table 1. Composition of the samples prepared 

Samples 
Composition (in wt %) Weight (g) 

B4C Al Epoxy Hardener B4C Al Epoxy Hardener 

A 5 10 57 28 6 12 120 60 
B 10 10 54 26 12 12 120 60 
C 15 10 50 25 18 12 120 60 
D 20 10 47 23 24 12 120 60 
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Fig. 3. a – composite fabrication method through molding and curing,  

b – as prepared composites specimen 
 
Mechanical Testing. The samples prepared were tested for their tensile strength 

flexural strength and impact strength (Izod-v notch samples) after carefully adhering to the 
ASTM D638, ASTM D790, and ASTM D256 standards respectively. The mechanical studies 
were carried out in 4 samples and the results are discussed in the forthcoming sections. The 
fractography of the tested samples was done by JEOL-JSM-5600LV scanning electron 
microscope under 15kV and exposure time of 50s. The fractured sections were carefully cut 
from the samples and were subjected to SEM in order to study the fractography which is 
depicted in Fig. 3b. 

Electrical Characterization. The prepared samples were subjected to electrical 
characterization to study the capacitance Cp and dielectric loss factor tanδ at various 
temperatures ranging from 40°C to 150°C along with a range of frequencies from 100Hz, 
1kHz, 10kHz, 100kHz, and 1MHz using an LCR Meter Aglient 4284A through parallel plate 
capacitor method. Annealing was done to the samples while holding the same in the sample 
holder at 160°C prior to observations. The readings were taken during the cooling process of 
the sample and it should be noted that the temperature was controlled with an accuracy of 
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±0.5°C. Air capacitance Ca was measured and using the relation εr= Cp/Ca the dielectric 
constant of the samples was measured. It should be also noted that the AC conductivity of the 
samples was determined by the relation  
σAC=ε0 εr ω tanδ, 
where ε0 is the permittivity of free space and ω is the angular frequency and is given by 
ω = 2πf, f is the applied frequency. 
 
3. Results &discussions 
Tensile, flexural & impact properties. Figure 4 depicts the tensile and flexural 
characteristics of the samples prepared. The tensile strength of the sample clearly notifies that 
the addition of B4C beyond 10 wt. % decrements the tensile characteristics of the samples 
whereas an increase in addition of B4C from 5 wt. % to 10 wt. % increases the tensile 
strength. On the other hand, the ductility of the samples was reduced upon increased 
augmentation of B4C. The increment in tensile strength was attributed due to the better 
dispersion of the particles in the sample. It is also possible to achieve the tensile 
characteristics, as the addition of aluminium could result in an improved modulus of tensile. 
However, the rest of the samples with the increased addition of B4C resulted in reduced 
tensile properties which could be attributed due to the following causes: Primary contribution 
to the reduction could be the agglomeration of the reinforcement particles owing to the 
increased addition of the same [25] and the secondary contribution could be a decline in the 
surface area of contact between the particle and the matrix because of the agglomeration. The 
former reason was found to be there in the samples and is evident from the tensile 
fractography as in Fig. 5. 
 

 
Fig. 4. Tensile & Flexural Strength of samples A, B, C & D 

 
Moreover, it is also evident from Fig. 6 that some known pattern like chevron is 

significantly visible in the tested sample. It is obvious that the chevron-like pattern signifies 
the failure due to brittleness [26] as the presence of Al and B4C in epoxy will have both 
ductility and brittleness which is inherent by their nature. It is also noted from the 
fractography that the sample exhibited forceful separation between epoxy and reinforcement 
particulates. Moreover, the sharp protruded shapes as evident from Fig. 7, that emerged upon 
the action of loading led to cracking and crack propagation as a result ended with brittle 
fracture even though with the presence of ductile aluminium particles [27].  
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Fig. 5. SEM micrograph depicting agglomeration and separation of B4C particles (after tensile 

testing) 
 

 
Fig. 6. SEM micrograph depicting Chevron-like patterns of B4C particles 

 

 
Fig. 7. SEM micrograph depicting sharp-edged crack promoters  
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Fig. 8. SEM micrograph depicting the separation of B4C & Al particles from the epoxy matrix 

 

 
Fig. 9. Impact Energy Absorbed of different samples 

 

 
Fig. 10. SEM micrograph depicting mountain-like pattern causing brittle failure 
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The flexural strength of the specimen depicted in Fig. 4 clearly shows the increase in 
flexural strength with the increased addition of B4C particles. The added particles, upon 
loading, during the test, resulted in the de-lamination of the reinforcements from the epoxy 
matrix as evident from the Fig. 8, and thus contributed to the reduced flexural strength of the 
sample A. Since, the sample A incorporated with the least amount of B4C has resulted with 
the least dispersion and is more prone to separation at the zone where de-lamination take 
place. On the other hand, the impact strength of the samples decreased with an increase in the 
addition of the B4C particles as in Fig. 9. It is because the increase in tensile strength results in 
the detrimental value of impact strength of the specimen. It is also evident from Fig. 10 that 
the fractography resembles mountain-like patterns tend to propagate cracks through the  
v-notch resulting in the brittle failure of the specimen. 

Electrical Properties. The fabricated samples A to D were subjected to AC 
conductivity studies to measure the dielectric constant, dielectric loss factor, and electrical 
conductivity for five different frequencies at different temperatures, and the results are 
tabulated in Table 2. The parameters were tested with respect to their temperature dependency 
and are shown in Figs. 11-13. In general, the dielectric properties were found to increase with 
respect to that temperature. It was also observed from Figs. 11-12, the dielectric constant 
tends to increase with respect to frequency and the dielectric loss factor decreased with 
augmented frequency. However, on the other hand, the AC conductivity of the samples 
increased with an increase in frequency. 

 

 
Fig. 11. Dielectric constants for samples viz., a) Sample A, b) Sample B, c) Sample C and  

d) Sample D 
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Fig. 12. Dielectric loss factor for samples viz., a) Sample A, b) Sample B, c) Sample C and 

d) Sample D 
 

The presence of different varieties of polarizations in the materials, in general, 
contributes to the dielectric behavior of the same [28]. Moreover, it is well known that the 
dielectric constant of epoxy increases predominantly by reducing the free volume of the 
matrix and is accompanied by improving the polarization of the matrix [29-30]. However, in 
all the samples, the presence of reinforcement particles contributes to the reduction in the free 
volume of the epoxy matrix by occupying the volume owing to uniform dispersion. It should 
be also noted that the existence of these particles provides polarization change thus resulting 
in a high dielectric constant. Moreover, the higher dielectric constant at lower frequencies is 
owing to space charge polarization and rotational polarization as well [31]. It should be also 
noted that the orientation of dipoles would be enhanced upon the effect of temperature, 
tending to yield the dipole moment [32]. The increase in frequency will give rise to electronic 
polarization thereby reducing the dielectric constant values in some samples. Further, research 
suggests that an increase in the dielectric constant of the materials makes the material suitable 
for energy storage applications to a larger extent. Also, the dielectric characteristics of 
polymers greatly rely upon the mechanisms of polarization that includes electronic, atomic, 
dipolar interfacial, and ionic [39]. Moreover, the polarization due to orientation is a 
predominant factor in achieving better dielectric properties, particularly epoxy-based 
composites [40] and this could be the possible reason for the improvement of the dielectric 
characteristics of the sample.  
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It should be taken into account that dielectric loss factors, are a phenomenon of 
dissipating heat at the expense of electric energy. Insulating material will tend to have less 
dielectric loss [33-34]. However, the increase in dielectric constant and dielectric loss could 
not be explained as a dependence function of filler content concentration. In general, 
particularly in the case of insulator-conductor composites, it is obvious that tunneling of 
electrons from a bunch to another bunch would be possible when separated by polymer layers 
having less number of conductive particles [35-36]. In the case of insulator-conductor 
composites, it is obvious that the tunneling of electrons is the underlying reason for the AC 
conductivity performance, due to which the conductivity of the samples increased with an 
increase in frequency [37-38]. 
 

 
Fig. 13. AC Electrical Conductivity ( σAC x 10-8 mho/m) for samples viz., a) Sample A,  

b) Sample B, c) Sample C and d) Sample D 
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4. Conclusions 
In summary, the tensile strength of the samples initially increased with an increase in 
reinforcements and then decreased with an increase in B4C content beyond 10 wt %. Flexural 
strength, on the other hand, is found to increase with the addition of B4C particles. The 
impact strength of the samples decreased with an increase in the addition of the B4C particles. 
The dielectric constant increased and the dielectric loss factor decreased with increased 
frequency. However, the AC conductivity of the samples increased with an increase in 
frequency. The trend in the increase in dielectric constant with higher frequencies and 
temperature makes the material suitable for energy storage applications. 
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Abstract. Due to its fragility, fiber optic sensor (FOS) embedded into constructions made of 
carbon fiber reinforced polymer, can be broken both while it is manufacturing at the point of 
embedding into construction, and during its operation. This can lead to the inability to further 
monitoring of the construction strains. Usage of a specific thin Smart-layer for protection of 
FOS is proposed by the authors. For the Smart-layer manufacturing, 3D printing technology 
was used. The spectra of fiber Bragg grating (FBG) before and after layer printing have been 
analyzed, remaining compression strains were recorded. A mechanical test of a sample with 
surface-mounted FOS along with a Smart-layer was performed in order to measure the 
precision of strain detection by the Smart-layer. Some inaccuracy in strain detection was 
found during the analysis of the results. In order to find out the error in strain measured by a 
Smart-layer, a mechanical test of a full-sized bulkhead in a complex stress-strain state was 
performed 
Keywords: fiber optic sensor, structural health monitoring, fused deposition method, Smart-
layer, carbon fiber reinforced polymer 
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1. Introduction  
Nowadays, the safety and reliability of structures used in civilian, space, and aviation 
branches, are of principal concern. In order to meet these requirements, periodic non-
destructive examinations are usually performed. However, such periodic examinations cannot 
totally ensure the integrity of a structure and guarantee the safety of its usage [1-3]. This was 
the reason for scientists to start research on so-called "Structural health monitoring systems" 
(SHM) based on different kinds of sensors (strain gauges or fiber optic sensors (FOS)), 
mounted at / embedded into the structure if it is possible.  

Monitoring systems based on FOS are widely used in the aviation industry [4]. For 
example, some experimental investigations of FOS embedded into composite parts of 
helicopters, are presented and summarized in the article [5]. The problem of embedding 
optical fiber into carbon fiber reinforced polymer (CFRP) has been considered by the authors; 
the data provided by FOS embedded into a helicopter longeron prone to exfoliation caused by 
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dynamic stress has been published. Monitoring of cracks in helicopter hulls caused by metal 
fatigue with the help of a fiber Bragg grating-based FOS network has been described in the 
article [6]. Practical usage of FOS for structural monitoring of propeller aircraft and sailing 
yacht parts has been considered in the article [7]. FOS were embedded into a 35-meter carbon 
mast of a yacht and mounted at the surface of Jetstream airplane wing. Data from the sensors 
of the airplane were obtained in real-time while flying in extreme conditions. Another case, 
when sensors were embedded into airplane wings, is described in the article [8]. Bragg 
grating-based FOS were used for real-time measurement of dynamic strains during wing 
testing in a wind tunnel. Readings from the FOS were compared with those from strain 
gauges and piezoelectric sensors. Good convergence of all the systems has been observed 
during bench testing. The process of embedding 20 FOS into a longeron of UAV was 
described in the article [9]. The authors covered the process of development and building of 
FOS data transmission system mounted at UAV, and described the flight tests when data from 
FOS were transmitted to the ground-based receiver and deciphered. 

Thus, FOS-based monitoring systems are essential for monitoring different kinds of 
structures. However, most authors mention some difficulties when mounting FOS at the 
surface or embedding them into a structure. Particularly, they note the fragility of optical 
fiber, the complexity of accurate sensor positioning, and ensuring the integrity of FOS 
emerging from a CFRP construction [10-12]. 

For solving the problems mentioned, the authors use different kinds of "wrappings" for 
FOS protection. Acellent Technologies, Inc. developed a Smart-layer that allows protection of 
various types of sensors (FOS, piezoelectric) and their outputs to ensure the accuracy of the 
sensing element in the monitored environment [13]. In[14], the company mentioned described 
their own technology for creating the Smart-layer, consisting of a network of piezoelectric 
sensors that were placed between a polyimide film and coated with epoxy resin. This 
technology ensures the integrity of the sensors. It can be used for surface monitoring of 
structures, but it cannot be used for embedding sensors directly into СFRP structures since 
polyimide films have poor adhesion to carbon fiber reinforced polymers. The thickness of 
such a layer can be up to 2-4 mm, so it can significantly affect the physical and mechanical 
characteristics of such structures. 

Yoon H.J. et al. used Brillouin backscattering-based FOS for analysis of longitudinal 
strains of a 40.26-meter long railway bridge when a train had been moving on it at a speed of 
15 kilometers per hour [15]. FOS were wrapped into Hytrel thermoplastic elastomer buffer, 
additionally protected with 0.3 mm thick polyethylene film, and mounted on a rail. The values 
of longitudinal strains obtained from FOS were compared to the results from strain gauges. 

The authors of the article [16] used two fiber Bragg gratings wrapped into a 250 mm 
length glass tube for diagnosing the stress-strain state of a bridge. The glass tube was fixed to 
the concrete surface of the bridge with bolts. The authors note that such glass tube containing 
FOS allows obtaining a full picture of the stress-strain state, however, the cost of such tubes is 
rather high. Therefore, in their work [17] the authors explored the possibility of 
manufacturing simple and inexpensive wrapping for FOS capable of providing high quality 
and reproducibility of strain measurement. While developing such kind of wrapping, the 
authors defined the following requirements: it should be suitable both for surface mounting 
(i. e., withstand harsh environmental conditions) and direct embedding into concrete. The 
authors used photopolymeric resin 3D printing technology. At first, U-shaped substrate was 
made, and optical fiber was placed inside. Afterward, the substrate was filled with Duralco 
glue. The thickness of such a package reached 5 mm. The authors conducted some 
mechanical tests of the concrete beams with sensor packages mounted. After having obtained 
the test results, they decided to modify the design of the package. The authors then printed U-
shaped substrate and cover plate separately. Optical fiber was placed on U-shaped substrate, 
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covered with glue, and protected by a plate. The thickness of the resulting package was 
comparable to that of the first version. However, the authors note that FOS sensitivity has 
decreased. Hence, the authors compared the results of concrete beam mechanical testing with 
different types of sensor packages. They note that both types are suitable for surface mounting 
and embedding into constructions; the second design is more advanced and durable, but less 
sensitive than the first one. 

The analysis of the articles mentioned can lead to the conclusion that nowadays FOS 
packages are manufactured mainly by the technology of gluing together polyamide film 
layers, and by using additive technologies. This is due to the fact that additive methods are 
gaining in popularity over the past decades. 3D manufacturing methods such as fused 
deposition method (FDM) and stereolithography (SLA) are the most common thanks to the 
possibility of rapid prototyping, low cost of the final part, and the use of various engineering 
plastics with the required characteristics [18]. 

Thus, different types of FOS wrappings can provide protection for sensors. However, 
the majority of packages were designed for surface monitoring of different types of 
constructions (bridges, rails, pipes) or embedding into concrete, so their dimensions are quite 
large, and their thickness is up to 3-5 mm. They are not suitable for embedding into CFRP, 
since such a process can significantly change the physical and mechanical properties of CFRP 
structures. Hence, the development of thin Smart-layers is a relevant task nowadays. 

Several prototypes of Smart-layers have been developed and manufactured at the 
Research and Educational Center of Aviation Composite Technologies at Perm National 
Research Polytechnic University. They were embedded into sample constructions made of 
CFRP and tested. It has been discovered that the embedding process has a negligible effect on 
the physical and mechanical characteristics of the structures. However, the correctness of 
strain measurement by the Smart-layers is still the issue of further research. Thus, the aim of 
this paper is to investigate the effect of the wrapping on the measurement accuracy of FOS. 

 
2. Smart-layer manufacturing  
Since Smart-layer is intended to be used both at the surface and inside CFRP, it is necessary 
to consider the temperature used for manufacturing CFRP samples and constructions. 
Usually, it is 130-180°C, so the melting point of materials used for building Smart-layers has 
to be higher than this. 

Considering the condition mentioned, it was decided to use the nylon filament (ePA 
from eSUN) which is printed at 230-260°C and therefore meets the requirements. 

Smart-layers were manufactured on a CreatBot F430 FDM 3D printer, which has the 
following characteristics: bed heat temperature of 120°C, max nozzle heat temperature of 
420°C, and hot-chamber device with a constant temperature of 70°C. This 3D printer is a part 
of the unique research facility "Research complex for scientific and technological research in 
the field of creating products made of polymer composite materials". 

Smart-layer manufacturing consisted of two stages. At the first stage, the lower half of 
the layer containing a rectangular-shaped groove with dimensions of 0.2×0.16 millimeters 
was printed, as shown in Fig. 1a. For ensuring the precise placement of the optical fiber inside 
Smart-layer, the fiber was stretched, loaded into the groove, and had both its ends fixed with 
sticky tape to the printer bed. 

In the second stage, the printing program was resumed and the upper half of the Smart-
layer was printed. Fig. 1b represents Smart-layer's second half print scheme. The optical fiber 
containing fiber Bragg grating (FBG) for a Smart-layer was manufactured by "Inversia 
Sensor" company. The fiber had a 0.02 mm thick polyamide covering, thus its operating 
temperature range is from -200°С to 350°С. The FBG length was 5 mm, its resonant 
wavelength was 1528.17 nm, the reflection coefficient was 70.49%, the spectrum peak 
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width was 0.155 nm, suppression of side peaks was 9.6 dB. The diameter of the optical 
fiber was 0.156 mm. 

 

  
(a) (b) 

Fig. 1. Smart-layer manufacturing scheme: Smart-layer's first half print scheme (a);  
Smart-layer's second half print scheme (b) 

 
Printing was performed with the following parameters: the substrate temperature was 

120°C, printing temperature was 270°C, printing speed was 60 mm/s. It is necessary to 
mention that optical fiber was rigidly fixed inside the Smart-layer (without any slippery) due 
to the shrinking of the plastic used. The manufactured layer is presented in Fig. 2. After 
completion of the printing process, it was connected to a laser source for testing. As it is 
shown in Fig. 2, optical fiber remained intact and was still capable of transmitting the light. 
 

 
Fig. 2. Smart-layer manufactured of nylon by using FDM printing technology 

 
It is known that plastic shrinks after printing because of cooling, so fiber Bragg grating 

in the Smart-layer is expected to have some residual compression strains. For investigating 
the impact of residual strains on a spectrum of fiber Bragg grating, the corresponding spectra 
were studied before and after printing. They are presented in Fig. 3. 

The shift of the spectrum peak in the sealed FBG compared to the one of the original 
FBG allows determining the shift of the resonant wavelength of the signal reflected from the 
sensor which is caused by the combined impact of mechanical strain and temperature. 
Analysis of the spectrum obtained revealed a 2.175 nm change in resonant wavelength. More 
detailed analysis showed that FBG sealing didn’t result in peak split; therefore, the double 
refraction effect did not happen. Double refraction can be caused by temperature strains and 
material shrinking in the process of manufacturing [19]. Double refraction usually leads to 
profile strain and some changes in the shape of the peak, which, in turn, lowers measurement 
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precision and results in doubling the reflection spectrum, which complicates determining the 
value measured. The next stage of the research is aimed at comparing strains registered during 
mechanical tests by FOS and Smart-layer. 
 

 
Fig. 3. Distribution of reflected signal wavelength before and after 3D printing 

 
3. Comparison of fiber-optic sensor and Smart-layer measurements of strain under 
single-axis load 
For detecting possible errors in registering strains by Smart-layer, a CFRP plate with 
reinforcement scheme [0,45]5 was made. It was cut into six 310×22.5×2.3 mm samples. Five 
of them were used for determining the critical load that breaks the sample when applied. 
Finding out the critical load value is necessary to avoid the destruction of control sample with 
FOS and Smart-layer. 

Statistical processing of experimental data was performed according to the following set 
of correlations (1): 
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where x  is the mean value; s is standard deviation of a value; v is coefficient of variation. 
The results of statistical processing of all the data obtained as the result of mechanical 

tests of the samples are presented in Table 1. 
According to the mechanical stretching tests of the five samples, the mean value of 

critical load was 34.85 kN. The load on the control sample was limited up to 15% of the 
critical value stated above. Optical fiber and Smart-layer were mounted in such a way that 
every grating was equally distant from the symmetrical center of the tested sample. The fiber 
and the Smart-layer were fixed with epoxy resin. The arrangement of FOS and Smart-layer at 
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the CFRP sample is schematically presented in Fig. 4a. The photo of the sample secured in 
the testing unit is presented in Fig. 4b. 

 
Table 1. Statistical Processing of Mechanical Test Results 

5n =  max , MPaσ  max ,F kN  ,h mm  ,w mm  

x  665.45 34.85 2.32 22.7 
s 26.68 0.46 0.06 0.06 

v,% 4 1.32 2.75 0.28 
 

 
(a) 

 
(b) 

Fig. 4. The arrangement of FOS and Smart-layer. (a) FOS placement scheme; (b) control 
sample with FOS and Smart-layer secured in the testing unit 

 
During mechanical tests of the control sample, a special construction monitoring system 

was used. It was developed by our research team and consists of a monitored object with 
mounted Smart-layer and FOS; the interrogator device that is necessary for data exchange 
with FOS in the Smart-layer; special software that initiates data transfer between the optical 
fiber and the interrogator, and subsequently processes the data received [20]. 

The interrogator is a device measuring wavelengths of the light reflected from the fiber 
Bragg gratings. It operates by measuring the power of the light beam at the output of 
periodically rearranged selective optical filter in the measured range of wavelengths. The 
interrogator creates a ray of light directed at sensor (Bragg grating). The reflected signal is 
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processed by the interrogator and is transferred to the computer. The information received 
from FOS is presented with the help of specialized software. 

The resonant wavelength of Bragg grating βλ  depends on the effective refractive index 
and the grating period. It is expressed by the following correlation [21]: 

2nβλ = Λ ,  (2) 
where n  is effective refractive index, Λ  is period of fiber Bragg grating. The shift of the 
spectrum position is defined by the following correlation: 

2 2n nn l n T
l l T Tβ

∂ ∂Λ ∂ ∂Λ   ∆l = Λ + ∆ + Λ + ∆   ∂ ∂ ∂ ∂   
. (3) 

The first summand of equation (3) is the impact of strain on the optic fiber. Its physical 
meaning lies in the change in grating period and refractive index, caused by the optical 
elasticity effect. The second summand represents the temperature impact on Bragg grating. 
The Bragg wavelength shift is caused by thermal expansion of quartz that leads to a change in 
the grating period and refractive index. According to [22], equation (3) can be presented as 
the following: 

( ) ( )1 ep Tβ β β∆λ = λ − e + λ α + ξ ∆ ,  (4) 
where pe is effective optical elasticity constant, α is linear thermal expansion coefficient, ξ is 
thermo-optic coefficient, ε  is strain. 

As the testing was conducted in normal conditions, there were no temperature changes 
during the experiment. Therefore, the second summand of the equation (4) can be neglected, 
so the equation (4) takes the following form: 

( )1 epβ β∆λ = λ − e . (5) 
The effective optical elasticity coefficient is defined by the following: 

( )
2

12 11 12( )
2e
np p v p p= − + , (6) 

where 11p , 12p  are Pockels coefficients of elastic-optical tensor. 
 Substituting the values of Pockels coefficients ( 11p =0.113, 12p =0.252, v=0.16,  
n =1.4682) into the equation (4) and excluding temperature strains, we get the formula for 
strain calculation for any given time: 

1
0.78

∆
= β

β

λ
ε

λ
. (7) 

During the mechanical tests, dependencies of strains (registered by FOS and Smart-
layer) upon time have been obtained. They are presented in Fig. 5. 

During the test, when 5 kN load was applied to the sample, the strain registered by the 
fiber optic sensor was 0.099%=ε , and the one registered by Smart-layer was 0.1%=ε . 

It should be noted that the accuracy of strain measurement by FOS is not considered in 
this work since the error of such measurements described in prior research works, does not 
exceed 6% [23]. The aim of this work is to identify the difference in strain values obtained 
from Smart-layer and FOS. The analysis of the data obtained leads to the conclusion that the 
error in strain values measured by Smart-layer is 8.23%. Thus, this error has to be taken into 
account when Smart-layers are used, and the monitoring system has to be calibrated 
considering the error of strain measurement. 

It is known that full-scale constructions can be in a complex stress-strain state, so the 
error of strain measurement by Smart-layer on such constructions is to be found. 
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Fig. 5. Dependencies of strain value (registered by FOS and Smart-layer) upon time 
 

4. Comparison of fiber-optic sensor and Smart-layer measurements of strain in 
combined stress-strain state of a bulkhead 
The next stage of research is finding out the accuracy of strain measurement by Smart-layer 
which is mounted on a full-scale construction along with FOS. A CFRP bulkhead was chosen 
as the construction for the tests. A CFRP bulkhead is a U-shaped ring. The bulkhead is made 
of textile carbon fiber reinforced plastic with epoxy resin using resin transfer molding (RTM). 
The bulkhead consists of a solid circular U-shaped body and two flanges having some 
technological notches and mounting holes. The necessity of this experiment arises from 
possible confirmation of precise registration of strains in structure experiencing a complex 
(combined) stress-strain state. 

For conducting mechanical tests, the bulkhead was secured on vertical supports. FOS 
and Smart-layer were mounted on a 740-mm long bulkhead segment. Static load was applied 
in the middle of the segment. FOS and Smart-layer were mounted at an equal 60 mm distance 
from the sector symmetry center. The sensor mounting scheme is presented in Fig. 6. Static 
load was also applied to the symmetry center of the bulkhead sector. A graduated load scheme 
was used in the experiment. It included 5 stages of load application. At the first stage of the 
experiment, a 150 N weight was placed on the platform attached to the bulkhead with a stud. 
At subsequent stages, the same weight was added until the load reached 750 N. 
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Fig.6. Mechanical test of the bulkhead. FOS placement scheme and application of load to the 
bulkhead segment center 

 
During mechanical tests, for each stage of load application, the values of strain 

measured by Smart-layer and FOS, were obtained. They are presented in Fig. 7. 
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Fig. 7. Dependence of strain value (registered by FOS and Smart-layer) upon time during the 

process of graduated load application 
 
For every pair of strain values (registered by FOS and Smart-layer), their difference and 

percentage deviation were calculated. Under 150 N load, strain registered by Smart-layer and 
FOS was 0.017% and 0.015% correspondingly. The difference between readings was 0.002%, 
and percentage deviation was 11.76%. At the next stage, the load applied to the bulkhead, was 
doubled. The difference between readings, in this case, was 0.004%, and percentage deviation 
was 14.29%. At the following three stages, the load was increased by 150 N every time. The 
difference between readings was 0.005%, 0.007%, 0.008% correspondingly. The percentage 
deviation was 13.16%, 14.29%, and 13.79% correspondingly. The measurement results 
obtained during the mechanical test are presented in Table 2. 

 
Table 2. Strains Registered by FOS and Smart-layer During Graduated Load Application  

,F N  ,%Smart layer−e  ,%FOSε  ,%∆ε  Percentage deviation, % 

150 0.017 0.015 0.002 11.76 

300 0.028 0.024 0.004 14.29 

450 0.038 0.033 0.005 13.16 

600 0.049 0.042 0.007 14.29 

750 0.058 0.05 0.008 13.79 
 
On the basis of the results obtained it can be concluded that the maximal difference 

between sensor readings was 14.29% (under 300 N and 600 N load), and minimal difference 
was 11.76% (under 150 N load). It should be noted that the difference between FOS and 
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Smart-layer readings has demonstrated continuous, almost linear growth as the load 
increased. However, there has not been found any obvious correlation between load value and 
percentage deviation. Hence, it can be supposed that in the case of further load increase, 
measurement error of Smart-layer compared to FOS will remain within 11.76% – 14.29% 
range. 

 
5. Summary and Conclusion  
Thus, within the research presented in the article, a Smart-layer has been manufactured using 
3D printing technology. Spectra of the light waves reflected from Bragg grating before and 
after the printing have been analyzed. Some residual strains in the layer have been found, as 
indicated by a shift of resonant wavelength. Based on the shapes of spectra peaks, it can be 
stated that the double refraction effect doesn’t appear when sealing FBG. 

The mechanical test on stretching the sample with mounted FOS and Smart-layer has 
been carried out. The dependence of strain upon time under quasi-static single-axis load was 
obtained and analyzed; the measurement error of Smart-layer has been found to be 8.23%. 

In order to find out the dependence of Smart-layer and FOS response deviation upon 
load in case of the complex stress-strain state, a mechanical test of a CFRP bulkhead has been 
carried out. A graduated 5-staged load was used in the experiment. For every stage, the values 
of the registered strains, the difference between sensor readings, and the percent deviation of 
the values have been recorded. During the analysis of the results obtained, it has been found 
that the difference of registered values of strain lies in a range from 11.76% to 14.29%, and 
the average difference is 13.46%. 

As the result of mechanical tests, error of strain measurement by Smart-layer has been 
found out both for single-axis quasi-static and complex load; calibration coefficient that 
allows registering strain more precisely has been calculated. On the basis of the results 
obtained, the following conclusion can be drawn: the use of the proposed Smart-layer instead 
of FOS has been proved to be more innovative and efficient, due to time saving during FOS 
mounting. Moreover, it excludes the possibility of their damage during their mounting and 
dismantling. 

The next stage of the research is to embed the FOS and Smart-layer into a sample and 
determine the error of strain measurement during mechanical tests, as well as carrying out 
mechanical tests of full-sized constructions made of CFRP and fitted with FOS and Smart-
layer. 
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Abstract. The factors leading to an increase in the mechanical stress in the winding of 
solenoids are considered on the example of a thin-walled magnet with a multi-turn quasi-
force-free winding. This example is compared with an ideal system in the form of a solenoid 
with unlimited length and continuous current distribution. A method for measuring 
submicron-sized dynamic deformations of the winding in a pulsed field has been developed 
and verified by comparing experiment results and calculations. Numerical modelling allowed 
us to distinguish the influence of local edge effects determined by characteristics of the field 
distribution in the inter-turn gaps. Numerical calculations have shown how the mechanical 
properties of the material surrounding the coil affect the stress in the winding. The possibility 
of reducing the stress by increasing Young's modulus of the material was confirmed. The 
influence on the strength of axial forces that arise near the edges of the turns and lead to 
compression of the turns in the axial direction is revealed.  
Keywords: quasi-force-free magnetic fields, mechanical stresses, local effects, influence of 
Young's modulus on strength 
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1. Introduction 
Generating strong and superstrong magnetic fields remains a challenge due to potential 
winding failure in magnets, induced by electromagnetic forces. Balanced (quasi-force-free) 
windings allow for achieving higher magnetic fields without destroying the magnet [1,2]. 
However, the configurations available for constructing such windings have certain drawbacks 
lowering their strength characteristics compared to the initial idealized models. The main 
issues to be resolved to produce magnets with quasi-force-free windings are outlined in [3]. 
Following the results obtained in [3], this study aims to continue the investigations of 
mechanical stresses and strains in a real quasi-force-free winding operating in a pulsed 
magnetic field. Here, this problem is solved for a peculiar magnetic system comprising a thin-
walled multi-turn magnet with balanced winding. The stresses arising in the winding placed in 
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the magnetic field are characterized by the parameter 2
01 M mBη m σ= , which is equal to 

the ratio of the equivalent mechanical stress (calculated by the formula for the von Mises) 
to the magnetic pressure of the generated field with the maximum flux density Bm. According 
to the prototype model of a quasi-force-free magnet, which corresponds to the limiting 
case when a balanced thin-walled solid winding without gaps has an unlimited length and is 
placed in a strictly uniform field, this parameter is close to 0.17–0.2 given an arbitrarily small 
ratio of winding thickness Δ to radius R [2,3]. For reference, this ratio for a single-turn 
magnet is R/Δ >> 1. 

Earlier studies were performed for the simplest magnet with an inner radius of 10 mm 
and a balanced (quasi-force-free) three-turn winding made of a thin copper band 0.7 mm thick 
and 11 mm wide [3]. The findings obtained indicate that the arising stresses and strains are 
affected by the factors taking center stage in the transition from the prototype model 
mentioned above to a real multi-turn system. One particular factor is the effect of 
electromagnetic forces due to normal components of the flux density appearing in such a 
winding. These effects are most pronounced in a solenoid with thin-walled winding. In this 
paper, we consider deformation in the midplane of a thin-walled winding with a large length-
to-diameter ratio. The field is nearly uniform in this region, which allows excluding the 
influence that transverse components of the magnetic field, caused by the 'integral' effect from 
the finite length of the solenoid, have on the magnitude and distribution of electromagnetic 
forces. In this case, the role of the 'local' effect, i.e., the nonuniformity of the field due to 
inter-turn gaps, is preserved. Estimates of the resulting electromagnetic forces are given in 
[4]. The second factor affecting the stresses is the reduced mechanical strength of the winding 
with gaps between the turns compared to the prototype. Previous studies have shown that 
filling the space adjacent to the winding with a dielectric medium with a sufficiently large 
Young's modulus not only provides insulation but also increases the stiffness of the 
mechanical system [2]. The real winding of a multi-turn magnet is a complex multi-
component system. Computer simulation allows calculating the strain taking into account the 
real three-dimensional structure of the magnetic system and finding the value of the strength 
parameter η. Varying the computational conditions, we can gain the data on the effectiveness 
of combining the effects of local field nonuniformity and dielectric medium characteristics on 
the value of the strength parameter. Additional crucial steps are measuring the strain during 
the discharge and comparing the obtained data with the results of computer simulation. This 
way, it is possible to assess the suitability of the adopted computational models for describing 
the deformation in the winding during discharge and estimate the winding's strength 
characteristics. The calculations can then serve for obtaining comparative estimates of 
structural parameters of the winding on its strength characteristics.  

 
2. Technique for measuring strain under discharge 
There are but scarce studies describing indirect measurements for residual strain in the 
winding of a multi-turn magnet: by measuring the resistance and inductance after the pulse 
has stopped in comparison with their initial values [5,6].  

Studies on the deformation of magnets with quasi-force-free winding in [7] were carried 
out using a laser interferometer, recording the boundary displacement in a balanced conductor 
in the direction of the normal to its surface. These experiments helped identify the 
characteristics of the quasi-force-free system, for example, the means for adjusting it via an 
additional external field. However, because the solenoid is displaced during discharge, this 
method does not allow monitoring of the relative elastic strain and the stresses arising in the 
conductor. This effect can be eliminated by measuring the strain component tangential to the 
boundary with a sensor that shifts along with the conductor.  
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A fiber-optic interferometric sensor, described in [8], has been developed to measure 
strain. Let us briefly discuss this device. It is a two-arm fiber-optic Mach-Zehnder 
interferometer. A fiber sensing element is installed in the signal arm of the interferometer so 
that it is in direct mechanical contact with the measurement sample. The element is a short 
segment of uncoated optical fiber, glued with slight prestrain to the measurement sample. The 
sensing elements are equipped with fiber-optic connectors for attaching them to the 
interferometer. The sensors do not need expensive components and meet all the measurement 
requirements and conditions: they have a small gauge length, the sensing elements are 
positioned away from the magnetic system, and are only slightly susceptible to 
electromagnetic interference during discharge. The sensors allow monitoring of the dynamic 
displacements in the frequency band up to 100 kHz scale with submicron accuracy. The 
optical circuit of the device is shown in Fig. 1. 

 

 
 

Fig. 1. Schematic of fiber-optic displacement sensor: laser 1, 2×2 fiber coupler 2, 
measurement sample 3, 3×3 fiber couple 4, photodetectors 5, multichannel ADC module 6, 

computer 7 
 
Variations in the length of the sensing element due to deformations of the winding tend 

to modulate the phase shift between the interfering light waves in accordance with a 
calculated proportionality constant whose value is determined strictly by the photoelastic 
properties of the fiber in the sensing element: 
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This formula is obtained from the description of the photoelastic tensor in a strained 
fiber [9]. Here λ is the wavelength, n is the refractive index of the fiber core at this 
wavelength, μ is Poisson's ratio determining the elastic properties of the material, p11, p12 are 
the components of the photoelastic tensor of the fiber material (quartz). The expression in 
braces amounts to 2.158·10-7 m/rad for the given wavelength of 1550 nm.  

The optical phase shifts in the arms of the interferometer were calculated numerically 
based on the data from three detection channels. A symmetric 3×3 fused coupler and a three-
channel photodetector were used for this purpose. This technique for phase measurement was 
first proposed in [10]. The signals of the three detection channels output from the 3×3 
coupler, phase-shifted by 120 degrees relative to each other, are extracted and converted to 
digital simultaneously so that the phase can be determined over a wide frequency band. After 
a digital low-pass filter is applied to the signals from the detection channels, the time-
dependent phase signal can be calculated by the following analytical formula, including the 
normalization of the signals from the detection channels and differentiation with respect to 
time, summation of derivatives, and integration over time. 
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Here u(τ), v(τ), w(τ) are time functions that are normalized signals of the detection 
channels; the overdot denotes the time derivative. 
 
3. Test experiments 
The technique was tested by measuring the strain in the sample that was an external electrode 
of a coaxial system comprising a wire and a thin-walled cylinder. The inner radius of the 
cylinder was 8 mm, its wall thickness was 0.7 mm. In the ideal case, the test sample is axially 
symmetric, and the strength of the azimuthal magnetic field at the inner boundary, Bφ, and the 
magnetic pressure, PM, are found by simple formulas: 0 2B i Rϕ µπ = , 2

02MP Bϕ µ= , where i 
is current, R is the inner radius of the cylinder. The amplitude and duration of the current 
pulse were selected so as not to overheat the sample. These conditions are met by a current 
pulse that is a single half-sine wave with a duration of about 0.6 ms, generated by discharging 
a capacitor battery. Figure 2 shows current and signal waveforms proportional to the variation 
in the length of the sensing element (one turn of fiber placed on the outer surface of the 
cylinder). The data given indicate that the results are well-reproducible, also suggesting a 
more complex nature of deformation than could be expected from the simplest one-
dimensional loading model.  
 

 
Fig. 2. Current waveform in two experiments with a cylinder (1), variations in the length of 

the sensing element (2) 
 

The relative strain was calculated based on the data on the elongation measured by the 
strain gauge. Figure 3 shows the time dependence of relative strain as a function of time for 
one of the experiments (curve 1). We can conclude from the measurement results that high-
frequency components of strain in the cylinder wall are observed in addition to the 
fundamental mode. These components are generated by higher vibrational modes of the 
mechanical system, comprising the cylindrical conductor along with its mounting 
components. The amplitude of these vibrations is relatively small, and their frequency is about 
5 times higher than that of the fundamental vibrational mode of the cylinder, which can be 
estimated by the formula ( )1 2f R Eπ γ≈  where γ  is the density of the material, E  is the 
elastic modulus. In our case, f ≈ 7.5·104 Hz. In view of the above, to identify the fundamental 

358 G.A. Shneerson, A.V. Khlybov, A.A. Belov, A.P. Nenashev, A.A. Parfentiev, S.A. Shimanskiy



deformation mode, high-pass filtering of the signal was carried out using a Fourier transform. 
The corresponding dependence in Fig. 3 (curve 2) gives the strain amplitude value of 15 µε. 
Curve 3 illustrates the results of numerical calculation for relative strain in the axial symmetry 
approximation. In accordance with the experimental conditions, the calculations assumed one 
edge of the sample to be rigidly clamped and the other unclamped. 
 

 
Fig. 3. Relative strain ΔR/R in cylindrical sample during the test experiment. Result of 
numerical calculation (1), experiment (2), experimental data after low-pass filter (3) 
 
A certain lag was observed between the times when maximum calculated and measured 

relative strains were reached in the midplane of the sample. The adopted model proved 
incapable of explaining the delayed onset of the deformation recorded in the experiments 
compared to the computational data. The numerical value calculated for the relative strain 
amplitude is close to the measured one, amounting to 17 µε. Thus, despite the existing 
discrepancies, the measured and calculated maximum strains agree with each other with an 
accuracy acceptable for estimating the ratio of the amplitude of mechanical stresses to the 
amplitude of magnetic pressure. 

The relative strain amplitude of a thin-walled cylinder can be estimated by a simple 
formula describing the static loading mode: 

2
0

28M
iR RP

R d ERd
µε
π

∆
= = = ,                                                  (3) 

where d is the thickness of the cylinder wall (0.7 mm), E is the elastic modulus of copper 
(110 GPa), R is the cylinder radius (8 mm). This formula is applicable since the pulse duration 
(0.6 ms) is tens of times longer than the fundamental vibration period of the tube (about 
13 μs). Calculating the relative strain by this formula for a current with an amplitude of 
24.4 kA, we obtain the maximum value ∆R/R = 15.4 µε, which is close to the above values. 
The given formula implies constancy of the relation q(t) = ε(t)1/2/i(t). The experimental 
data shown in Fig. 4 indicate that the given ratio changes little for almost the entire duration 
of the pulse.  

The agreement between the calculated and measured values of the strain amplitude was 
also confirmed in experiments with two samples, where the magnetic system had a 
configuration identical to the one used in [3]. The winding of the samples consists of three 
series-connected parts (Fig. 5). 
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Fig. 4. Dependence q(t) = ε(t)1/2/i(t) constructed based on the measurements 

 

 
Fig. 5. Schematic of three-turn winding with mounting assembly 

 
Each is made of a copper band 11 mm wide and 0.7 mm thick, placed on a dielectric 

holder in helical grooves 2 mm deep. Ribs 2 mm wide, securing the conductive band, served 
as insulating layers between the turns. The experiments were carried out both for uncoated 
windings (Fig. 6) and for windings impregnated with a layer of dielectric coating (bandage) 
3 mm thick, made of epoxy resin with an elastic modulus of about 3.8 GPa (Fig. 7). Figures 6 
and 8 show the locations where the strain sensors are attached for samples of both types. The 
sensors in Type I samples were 30 mm long and were placed directly on the surface of the 
turns. The sensors (41 mm long) in Type II samples were placed in the slots cut in the filling.  
Figure 9 shows the current waveforms of the sensor signals in three experiments with Type II 
samples. The same as in the test experiments, the deformation induced by the vibrations of the 
mounting assembly was detected after the maximum current. They have little effect on the 
magnitude of strain amplitude.  

Figures 10 and 11 compare the measurements of relative strain and the simulation 
performed in ANSYS software, taking into account the real three-dimensional configurations 
of the uncoated sample and the sample with slotted coating. The high-frequency component 
of strain is also detected in experimental samples appears after reaching the maximum strain 
and has little effect on its value. 
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Fig. 6. Type I sample (without a dielectric coating layer). The arrows indicate the locations 

where copper bands are attached to the tips of glass fiber sensors A, B, C 
 

 
Fig. 7. Type II sample (winding is coated with a layer of epoxy resin with slots for placing the 

sensors) 
 

 
Fig. 8. Arrangement of fiber sensing elements in the slots of the sample with outer coating 
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Fig. 9. Current and signal waveforms captured from the strain sensors obtained in three 

experiments with Type II samples: current (1), displacement, µm (2) 
 

 
Fig. 10. Comparison of the relative strains measured in Type I samples with the 

computational results: experiment (1), simulation (2) 
 

 
Fig. 11. Comparison of relative strains measured in Type II samples with the computational 

results: experiment (1), simulation (2) 
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The discrepancies between the strains measured experimentally and the calculated 
values appear at the late stage of the discharge. We can safely assume that this is because the 
three-dimensional computational model is inaccurate in accounting for the mounting 
assembly of the specimen. The difference between the measured and calculated values of 
strain amplitude is about 20% for experiments with uncoated specimens, and 8% for 
experiments with coated specimens.  

The goal of the experiments consisted in proving that standard methods of computer 
simulation are applicable to calculating the stress state of the winding. The calculations allow 
finding the value of normalized stress η and estimate the flux density at which the equivalent 
stress exceeds the maximum permissible value, for example, the yield strength of the material. 
Since this quantity (as well as other strength characteristics of a material subjected to critical 
pulse loads) itself depends on loading mode, temperature conditions, and other factors, 
estimating it with an error of 10–20% is acceptable for practical purposes. Benchmarking the 
data obtained by calculation and experiment, we can argue that the computational models 
used are well applicable to comparative estimates of normalized stresses in magnets of 
different configurations. In particular, the results obtained can be used to analyze the effects 
of 'local' field nonuniformities and parameters of the dielectric medium on mechanical 
stresses in the winding. 
 
4. Numerical experiments illustrating the character of deformation in thin-walled multi-
turn quasi-force-free winding 
The initial model of balanced winding in the form of a solid thin-walled cylinder can serve as 
a starting point for multivariate calculations. The normalized stresses (parameter η) calculated 
for different configurations are given below. The winding in the first configuration is the same 
as in the experimental samples and is also clamped only at the edges, but the difference from 
the prototype model is that no dielectric medium is surrounding the turns. Local field 
nonuniformities are observed in this system, with no elastic medium increasing the system's 
stiffness. The factor η in such a magnet amounts to about 40. Its value is given in Table 1 
(Row 1); it can be compared with the one for unbalanced winding whose equivalent is a 
system with longitudinal current, flowing along the axis towards the axial current in the 
winding and equal to this current. There is no azimuthal field outside the winding in such a 
system, such that its magnetic pressure would balance the pressure of the poloidal field. The 
strength parameter reaches the value η = 200.  
 
Table 1. Effect of elastic modulus of the dielectric medium on the mechanical stress in 
balanced thin-walled winding. 

Е, GPa 

 Normalized stress η 

 
Δ = 0.7 mm 

 
Δ = 3 mm 

No external medium 40 19.5 
3.8 4 1.3 
10 3 1 
20 2 0.83 
40 1.4 0.6 

 
Comparing these data, we can see that the stresses in a balanced system are far smaller 

than in an unbalanced one. However, the inter-turn gaps dramatically reduce the strength of 
the system compared to the prototype model. Let us now consider the effect of mechanical 
characteristics of the windings on the stresses. Assuming that the current distribution remains 
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invariable, we take a system where the gaps between the turns are filled with a non-
conductive material with the same elastic modulus as that of the winding material. While the 
distribution of electromagnetic forces in such a system is the same as in balanced winding 
with slots not filled with an elastic medium, the influence of gaps on the strength 
characteristics of the system is excluded. Consequently, the mechanical stresses are reduced 
by 50 times compared to the system with slots: the normalized stress takes the value η ≈ 4. 
The transition to a discrete current distribution results in changing the distribution of forces 
and the nature of the deformation. The deformation of the winding with a thickness of 
0.7 mm, magnified by 8400 times, is shown in Fig. 12. The figure shows the influence of 
axial forces inducing the bending in conductors due to the developing instability. The 
parameter η increases considerably as a result compared to the value calculated for the 
prototype model, η = 0.17–0.20. This result is characteristic of a thin-walled winding with the 
greatest local nonuniformity of the field and the resulting axial forces. As the winding 
thickness increases, the axial forces decrease, and the strength of the system against the action 
of these forces increases. This is confirmed by calculations of mechanical stresses in the 
winding with turns whose thickness exceeds the thickness of the gap. For example, when the 
turn thickness increases to 3 mm in a system without a dielectric medium, the parameter η 
becomes equal to 19.5 instead of 40, and if the gaps are filled with a medium with the same 
elastic modulus as the winding material, this parameter takes the value η ≈ 1.8. 

 

 
Fig. 12. Qualitative picture of deformation in thin-walled winding under the action of axial 

forces induced by local nonuniformity of the magnetic field 
 
Windings 11 mm wide with a wall thickness Δ of 0.7 and 3 mm can serve to trace the 

influence that the elastic modulus of the dielectric medium is used to fill the gaps between the 
turns and to construct a support cylinder for arranging the winding. An additional part of the 
system in both examples is an outer bandage 3 mm thick, made of the same material. The 
table shows the values of normalized mechanical stresses obtained by calculations for 
magnets with a variable elastic modulus E . 

It can be seen from Table 1 that given the same distribution and magnitude of 
electromagnetic forces, the value of the characteristic parameter decreases sharply for a 
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medium with an elastic modulus E = 3.8 GPa, typical for epoxy resin, subsequently 
decreasing to a lesser extent as the elastic modulus of the dielectric medium rises  
to E = 40 GPa. 
 
5. Conclusion 
The technique developed for measuring small strains in the winding in a pulsed field allowed 
conducting experiments yielding an acceptable agreement between the measured and 
calculated strains in a thin-walled magnet with balanced winding. Simulations of mechanical 
stresses in the system confirmed the expected influence of the factors leading to an increase in 
stress compared to an ideal system in the form of a solenoid with unlimited length and a 
continuous current distribution. The role of normal components of the magnetic field, caused 
by local edge effects in the vicinity of inter-turn gaps and generating longitudinal forces, has 
been described for a magnet with thin-walled winding. This effect is important since it also 
preserves its magnitude in systems where the appearance of such components is excluded in 
the integral picture of the field. Moreover, we have considered the influence that the 
characteristics of the medium filling the inter-turn gaps have on the stresses in the winding, 
establishing that normalized stresses close to unity can be achieved in a balanced single-layer 
multi-turn winding with an increasing elastic modulus of this medium.  
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Abstract. Undoped and antimony doped tin oxide thin films (SnO2 :Sb) have been deposited 
by the spray pyrolysis method on glass substrates heated at 350°C, with various doping 
concentrations 0 (undoped), 1 at.%, 3 at.%, and 5 at.%. The influence of annealing 
temperature and various Sb doping rates on the structural, morphological and optical 
properties have been investigated, using grazing incidence X-ray diffraction (GIXRD), 
profilometry, atomic force microscopy (AFM), UV-Visible spectrophotometry and 
photoluminescence measurements (PL). GIXRD diagrams show that the films deposited at 
various Sb concentrations are polycrystalline with a tetragonal rutile type structure and 
preferred orientation direction along [110]. It has been also noted that the grain size changes 
between 11 nm and 25 nm. Atomic force microscopy (AFM) visualization revealed that 
surface morphology was found to be influenced by the incorporation of Sb and average 
roughness was varied between 4.580 nm and 10.793 nm. The optical characterization shows 
that the maximum value of transmittance of 82 % was found for SnO2: 1 at.% Sb thin films 
were annealed at 400°C for 4 hours and the optical band gap values range from 3.668 eV to 
4.224 eV of SnO2 films. Room-temperature photoluminescence measurements under 
excitation at 325 nm show broad emission peak, Photoluminescence (PL) properties 
influenced by antimony doping for the SnO2 films are investigated. 
Keywords: Transparent Conducting Oxide (TCO), Antimony Doped Tin Oxide Thin Films, 
Spray Pyrolysis, Annealing Temperature, Grazing Incidence X-ray Diffraction (GIXRD), 
Profilometer, Atomic Force Microscopy (AFM), Photoluminescence (PL) 
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1. Introduction 
Transparent conducting oxides (TCO) like In2O3, SnO2, ZnO, In2O3: Sn … etc have been the 
subject of research over a number of years due to their promising properties. Tin oxide SnO2 
is a n-type semiconductor with a wide bandgap 𝐸𝐸𝑔𝑔 = 3.6 eV at 300K [1], and electrical 
resistivity varying from 10 to 106 Ωcm, depending on the temperature and the stoichiometry 
of the oxide [2]. In the thin films form, SnO2 is a transparent material, characterized by high 
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optical transmission in the visible range ~90, these properties make it very attractive for 
several applications, like solar cells, optoelectronic devices, thin-film resistors, antireflection 
coatings, photochemical devices, electrically conductive glass. SnO2 material is usually used 
in the field of monitoring air pollution and toxic gas detection [3]. Doped and undoped SnO2 
thin films have been prepared by various techniques such as sol-gel [4-6], reactive radio 
frequency sputtering (RF) [7], direct current (DC) magnetron sputtering [8], electron beam 
evaporation [9] and spray pyrolysis [10-12].  

In the present study, SnO2 thin films are deposited by employing a spray pyrolysis 
technique. We are principally interested in this chemical technique for its advantages like ease 
of adding dopant material, reproducibility, high growth rate, and mass production capability 
for uniform large area coatings, which are desirable for industrial, solar cell, and gas sensors 
applications. We have made an attempt to synthesize pure and Sb doped SnO2 thin films on 
glass substrates by the chemical spray pyrolysis technique and the influence of annealing 
temperature and antimony dopant concentration on the structural, morphological and optical 
properties of the prepared films is reported. 

 
2. Experimental methods  
Thin films preparation. The substrates of dimensions 7.6 cm × 2.6 cm × 0.1 cm were 
carefully initially cleaned chemically, by keeping in distilled water, acetone and ethanol 
individually each for 5 min. These substrates were further treated ultrasonically with pure 
water for 9 min to remove surface contamination and dried at room temperature. The 
substrates were preheated to the required temperature, prior to deposition. 

Undoped and antimony doped tin oxide thin films were deposited on glass substrates by 
using a spray pyrolysis system HOLMARC Model HO-TH-04. The chemical reagents used 
were stannous (II) chloride dihydrate (SnCl2.2H2O, 97%, BIOCHEM Chemopharma, Quebec 
Canada) and antimony trichloride (SbCl3, 99%, BIOCHEM Chemopharma, France) as host 
and dopant precursors. Initially, 0.1M of SnCl2.2H2O and SbCl3 solutions were made 
separately by dissolving in appropriate amounts of deionized water and methanol CH3OH 
volume proportion: 13 ml: 13 ml with adding a few drops of hydrochloric acid HCl to obtain a 
standardized and transparent working solution. Then the solution was prepared by mixing the 
existing solutions in appropriate volume ratios, to obtain the targeted concentrations 0 at.%,  
1 at.%, 3 at.% and 5 at.% of Sb doped SnO2 thin films. The solution was stirred continuously at 
room temperature for 15 min until it became transparent and homogeneous. After that, the 
resulting solution was sprayed on the glass substrate at an optimized substrate temperature of 
350°C with an accuracy of ± 1°C for 10 min with a compressed air pressure of 2 bars. The 
normalized distance between the spray nozzle and the substrates, the flow rate, and the total 
quantity of spray solution were 12 cm, 200 μl/min, and 30 ml respectively. During the 
spraying, the nozzle moved with longitudinal and transverse speeds 𝑣𝑣𝑥𝑥 = 400mm/s and  
𝑣𝑣𝑦𝑦 = 8 mm/s respectively. The substrate's temperature was maintained using a digital 
temperature controller. After deposition, the films were annealed in a programmable tubular 
oven under air and with a heating rate of 10°C/ min at temperatures 400°C, 450°C, 500°C, 
and 550°C for 4h. 

Thin films characterization. A set of complementary investigation methods has been 
used to characterize the thin films prepared. The structural analysis has been carried out by Inel 
EQUINOX 3000 diffractometer using grazing incidence X-ray diffraction (GIXRD) with  
Cu-Kα radiation, 𝜆𝜆 = 1.54056Å at room temperature in the scan range of 2𝜃𝜃 between 20° and 
90°, continuously with the step width of 0.03° and a fixed incidence angle of 5°. The thickness 
of all the films was estimated by BRUKER Dektak XT profilometer with standard scan type. 
The morphology of the films was examined by atomic force microscope (AFM) Nano surf 
C3000 in tapping mode at room temperature. The optical properties of the deposited films are 
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measured in the wavelength region of 190-1100 nm of the spectrum at room temperature using 
spectrophotometer SPECORD 210 Plus UV/VIS/IR. Also, we made a complementary 
investigation using the room temperature photoluminescence (PL), the films were analyzed by 
spectrometer HORIBA iHR-550 equipped with CCD detector (400–1000 nm) and the InGaAs 
detector (800–1600 nm). The He-Cd laser of wavelength 325 nm (UV) or equivalently at 
energy 3.815 eV and power of 30mW was used as the excitation source. 

 
3. Results and discussion  
Structural properties. The GIXRD patterns obtained for undoped and doped SnO2: Sb thin 
films at doping rates 0 (undoped) and 5 at.% before and after annealing at temperatures 
400°C, 450°C, 500°C, and 550°C, are shown in Figs. 1 and 2 respectively. 

GIXRD diffractograms recorded on pure SnO2 thin films with different annealing 
temperatures deposited at a substrate temperature of 350°C using 0.1 M stanic chloride are 
shown in Fig. 1. All the peaks in the pattern correspond to tetragonal rutile structure of SnO2 
and are indexed on the basis of ICCD file N° 00-41-1445. It is quite clear from the GIXRD 
diagrams that all the films are polycrystalline and highly oriented along (110) plane, this result 
corresponds to those reported by several works [13,14]. Presence of other plane orientations 
such as (101), (200), (211), (220), (310) and (301) have also been detected [15,16]. Although 
the intensities of all peaks increase with increasing annealing temperatures, this is related to the 
increase in the rate of SnO2 crystallites, this result is in perfect agreement with the work of 
S. Laghrib et al. [17]. 

 

 
Fig. 1. GIXRD patterns of undoped SnO2 thin films before and after annealing at different 

temperatures 
 
The GIXRD patterns of as-deposited and annealed Sb-doped SnO2 thin films are shown 

in Fig. 2 for 5 at.% of Sb doping rate. It can be seen, that the produced films are 
polycrystalline and all the diffractograms contain the characteristic SnO2 peaks only. No 
phase corresponding to antimony, antimony oxides, or any other antimony compound was 
detected in the GIXRD patterns, which indicates that O atoms were replaced by Sb atoms in 
the SnO2: Sb thin films. The (110) peak is the strongest peak observed for all the films. The 
addition of dopants does not affect the preferred [110] orientational growth of the films, the 
same result was observed by Junji S. et al. [18]. 

 

Preparation and characterization of undoped and antimony doped tin oxide thin films synthesized by spray pyrolysis 369



 
Fig. 2. GIXRD patterns of SnO2: 5 at.% Sb thin films before and after annealing at different 

temperatures 
 

Table 1 shows the GIXRD parameters: mean grain size 𝐷𝐷 (nm), the preferred 
orientation plane  𝐹𝐹ℎ𝑘𝑘0(%), lattice parameters 𝑎𝑎 and 𝑐𝑐 (Å), and crystalline structure, of 
undoped and antimony doped SnO2 thin films with various concentrations of 0 (undoped), 
1 at.%, 3 at.%, and 5 at.% for different annealing temperatures. 

The lattice parameters a and c of the identified structure were calculated by Eq. (1), 
where (hkl) is the lattice plane: 
1

𝑑𝑑ℎ𝑘𝑘𝑘𝑘
2 =  ℎ

2+𝑘𝑘2

𝑎𝑎2
+  𝑙𝑙

2

𝑐𝑐2
.                                                                         (1)                                        

The lattice parameters values presented in Table 1 are in good agreement with those 
given in ICDD card N° 00-41-1445. The mean grain size 𝐷𝐷 of thin films was also calculated, 
using the Scherrer formula based on GIXRD patterns [19,20]: 
𝐷𝐷 = 𝐾𝐾 𝜆𝜆

𝛽𝛽𝛽𝛽𝛽𝛽𝛽𝛽𝛽𝛽
.                                                                          (2) 

In which 𝐾𝐾 = 0. 9, 𝜆𝜆 = 1.54056 Å is the wavelength of the incident radiation, 𝜃𝜃 is the 
Bragg angle and β is the full width at half maximum (FWHM) of the diffraction peak. β was 
calculated by the Warren relation [21]: 
𝛽𝛽2 =  𝐵𝐵2 −  𝑏𝑏2,                                                                           (3) 
where 𝐵𝐵 is the measured peak width and 𝑏𝑏 = 0.08° is the instrumental peak broadening, due to 
the instrument of GIXRD. The mean grain sizes of the samples were found between 11nm 
and 25nm.  

The degree of preferential grain orientation according to (ℎ𝑘𝑘0) plane was determined 
using the following equation: 
𝐹𝐹ℎ𝑘𝑘0 =  ∑ 𝐼𝐼(ℎ,𝑘𝑘,0)/𝐼𝐼0(ℎ,𝑘𝑘,0)

∑ 𝐼𝐼(ℎ,𝑘𝑘,𝑙𝑙)/𝐼𝐼0(ℎ,𝑘𝑘,𝑙𝑙)
,                                                                  (4) 

where 𝐼𝐼(ℎ𝑘𝑘𝑘𝑘) is the measured intensity of X-ray diffraction, 𝐼𝐼0(ℎ𝑘𝑘𝑘𝑘) is the corresponding 
standard intensity from the ICDD data. The degree of preferential orientation according to the 
plane (ℎ𝑘𝑘0) of SnO2: 3 at.% Sb thin films is in the order of 44%. 

Morphological Properties. The thin films of undoped and Sb doped SnO2 at 1 at.%, 
3 at.% and 5 at.% respectively, annealed at 400 °C for 4h were examined by the AFM device 
to characterize the surface roughness. The AFM measurements are carried out in the air in 
"tapping mode". Figure 3 displays the 2D and 3D AFM images of Sb-doped SnO2 thin films 
annealed at 400 °C with a Sb concentrations of 0 (undoped) and 5 at.% obtained over an area 
of 2 × 2 μm2. 
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Table 1. GIXRD parameters and mean grain size of undoped and antimony doped SnO2 thin 
films with various Sb concentrations of 0 (undoped), 1 at.%, 3 at.%, and 5 at.% for different 
annealing temperatures 
Doping rate Ta (°C) Crystalline 

structure 
a, c (Å) D (nm) Fhk0 (%) 

0 at.% 

As-prepared 

Tetragonal 

a = 4.740 

c = 3.204 
23 64 

400  

450  

500  

550  

1 at.% 

As-prepared 

a = 4.766 

c = 3.195 
25 53 

400  

450  

500  

550 

3 at.% 

As-prepared 

a = 4.780 

c = 3.293 
11 44 

400 

450 

500  

550 

5 at.% 

As-prepared 

a = 4.740 

c = 3.204 
14 43 
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The average roughness 𝑅𝑅𝑎𝑎 and the root mean square 𝑅𝑅𝑞𝑞 (RMS) parameters were 

calculated from AFM data using the following relations: 
𝑅𝑅𝑎𝑎 =  1

𝑙𝑙 ∫ |𝑍𝑍(𝑥𝑥)|𝑑𝑑𝑑𝑑,𝑙𝑙
0                                                                             (5) 

 

𝑅𝑅𝑞𝑞 =  �1
𝑙𝑙 ∫ 𝑍𝑍2(𝑥𝑥)𝑑𝑑𝑑𝑑,𝑙𝑙

0                                                                           (6) 

where 𝑍𝑍(𝑥𝑥) is the function, that describes the surface profile, analyzed in terms of height 
𝑍𝑍 and position 𝑥𝑥 of the sample over the evaluation length 𝑙𝑙. The results are collected in 
Table 2, with thickness values measured by a profilometer as a function of Sb doping.  

All samples show a polycrystalline morphology, and the grain size gradually decreases 
with an increase of Sb concentration. The grain size is seen to be larger than the crystallite 
size estimated from XRD measurements; however, this is also attributable to the 
agglomeration of smaller crystallites. Also, we see from the AFM images, a trend of 
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formation of nanostructures in the form of aggregate with different sizes in relation to doping 
concentration. It has been suggested that there is homogeneous granulates on all surfaces of 
the films, these results are in very good agreement with previous works [18]. The root mean 
square (RMS) surface roughness values for samples with Sb concentrations of 0 (undoped) 
and 1 at.%, 3 at.%, and 5 at.% were found to be 7.707 nm and 13.563 - 5.725 - 8.334 nm, 
respectively. 

Fig. 3. 2D and 3D AFM images of Sb-doped SnO2 thin films annealed at 400°C with Sb 
concentration of 0 (undoped) (a) and 5 at.% (b) 

 
Table 2. Surface roughness parameters and thickness of undoped and Sb doped SnO2 thin 
films annealed at 400°C for 4h 

Sb-doping 
concentration  

(at. %) 
Thickness (nm) 𝑅𝑅𝑎𝑎 (nm) 𝑅𝑅𝑞𝑞 (nm) 

0 340 5.709 7.704 
1 155 10.793 13.563 
3 141 4.580 5.725 
5 306 6.694 8.334 

 
Optical properties. Figure 4 shows the optical transmittance of the undoped and Sb 

doped SnO2 thin films and those deposited at Sb doping concentration 5 at.%, in the 
wavelength range from 300 to 900 nm. 

All the undoped SnO2 thin films deposited have an average transmittance in the visible 
range that varies between 58% and 65%, it has been noticed that this transmittance increases 
with the increase of annealing temperature. The increased transparency observed may be 
attributed to less scattering effects and better crystallinity. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

(b) (a) 
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          (a)              (b) 

Fig. 4. Optical transmittance spectra of undoped (a) and Sb doped SnO2 thin films before and                                                     
after annealing at different temperatures (b) 

 
We have noticed that transmittance increases after doping with 1 at.%, 3 at.% and 

5 at.% Sb, and all the films display high transmittance in the visible and near-infrared ranges. 
It indicates that the highest optical transmittance is of the order of 82% for SnO2: 1 at.% Sb 
thin films annealed at 400°C for 4h. 

From the transmission spectra and the thickness determined by the profilometer, we 
calculate the absorption coefficients 𝛼𝛼 using the following relation: 
∝ = 1

𝑒𝑒
ln � 100

𝑇𝑇(%)�,                                                             (7) 
where 𝑒𝑒 is the film thickness. 

In the low-energy region of the incident photon [1.5–3.5 eV], we notice a decrease in 
the absorption coefficient. It is clear that the rate of doping reduces the absorption coefficient. 

Optical band gap 𝐸𝐸𝑔𝑔 is an important characterization tool for thin film. The optical band 
gap of undoped and Sb doped SnO2 thin films were evaluated from Tauc's equation [22],  
(𝛼𝛼ℎ𝜗𝜗) = 𝐴𝐴(ℎ𝜗𝜗 − 𝐸𝐸𝑔𝑔)𝑛𝑛,                                                        (8) 
where 𝐴𝐴 is a constant, ℎ is the Plank's constant, 𝜗𝜗 is the frequency of incident photon and 𝛼𝛼 is 
the absorption coefficient. In eq. (8) the exponent 𝑛𝑛 indicates the nature of band transition, the 
value of 𝑛𝑛 is taken as ½, for the direct allowed transition nature of undoped and Sb doped 
SnO2 thin films. The 𝐸𝐸𝑔𝑔 values of the films were measured, from extrapolation of the straight 
line region of the (𝛼𝛼ℎ𝜗𝜗)2 versus ℎ𝜗𝜗 graph to intercept the ℎ𝜗𝜗 axis. The obtained values of 
optical band gaps of all the films are mentioned in the respective plots, Fig. 5. 

The direct bandgap, determined by extrapolating the straight-line portions to the energy 
axis to (𝛼𝛼ℎ𝜗𝜗)2 = 0, is found to be varied between 4.099 and 4.224 eV for pure SnO2 thin film, 
which is comparable to the value of Eg = 4.119 eV reported for single-crystal SnO2 [23], 
these gap energy values are larger than the value of 3.62 eV for the bulk SnO2 due to the 
contribution of quantum size effect of the present SnO2 thin film [24]. On the one hand, we 
notice a decrease in the width of the band gap after doping (approximately 3.9 eV for SnO2: 
1 at.% Sb), this variation can be explained by the Roth effect [25]. And on the other hand, the 
gap increases again with the increase of the doping rate (3 at. % and 5 at.% Sb), the gap 
increases following the Burstein Moss effect [26,27], also this increase may occur due to the 
replacement of Sn+4 with Sb+5, which fills the lower energy levels of the conduction band 
inside the forbidden gap region that then causes the increased carrier concentration. However, 
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these results converge on previously published studies, Table 3, that show that doped SnO2 
thin films generally exhibit wider band gap energies on the order of 4 eV [28,29]. 

 
                                       (a)           (b) 

Fig. 5. Plots of  (𝛼𝛼ℎ𝜗𝜗)2 vs. ℎ𝜗𝜗 of undoped (a) and Sb doped SnO2 (b) thin films for  
different annealing temperatures 

 
Table 3. Comparison of SnO2 thin films band gap values 
Thin films Deposition method  Eg (eV) References 

Undoped SnO2 

Spray pyrolysis 4.09 - 4.22 Our study 
Spin coating 4.38 [30] 
Spin coating 4.10 [6] 

Ultrasonic spray 
pyrolysis 4.10 [31] 

Sb doped SnO2 

Spray pyrolysis 4.10 – 4.12 Our study 
Radio-frequency 

magnetron sputtering 4.28 - 4.32 [32] 

/ 4.17 - 4.41 [33] 
 

Urbach energy, which characterizes crystalline disorder of films, can be determined by 
the following relation [34]:  
𝛼𝛼 =  𝛼𝛼0 exp �ℎ𝜗𝜗

𝐸𝐸𝑢𝑢
� ,                                                            (9) 

where 𝛼𝛼0 is a constant and 𝐸𝐸𝑢𝑢 is the Urbach energy. The value of Urbach energy is calculated 
from the reciprocal value of the slope of the linear portion of 𝑙𝑙𝑙𝑙𝑙𝑙 versus ℎ𝜗𝜗. We have found 
that for all the samples, the values of Urbach energy of undoped and doped SnO2 films 
decreases from 0.286 eV to 0.283 eV, 0.319 eV to 0.299 eV, 0.319 eV to 0.305 eV and from 
0.300 eV to 0.288 eV, for 0 at.%, 1 at.%, 3 at.% and 5 at.% Sb concentration, this result can 
be explained by the decrease in disorder in the films. 

Photoluminescence (PL) analysis. Photoluminescence (PL) spectroscopy is a powerful 
technique for studying the behavior of SnO2 luminescence as a function of Sb-doping content. 
We give in Fig. 6 the emission spectra for Sb-doped SnO2 thin films annealed at 400°C with 
Sb concentration of 0 (undoped), 1 at.%, 3 at. % and 5 at.% obtained at room temperature 
normalized intensity recorded in the energy range (4.1–1.4 eV) corresponding to the 
wavelength range (~ 300–900 nm). For all the deposited thin films, the emission peaks have 
high intensity and are positioned at 359, 409, 535, and 718 nm. At room temperature, the high 
density of oxygen vacancies interacting with interfacial tin leads to the formation of a 
considerable amount of trapped states within the band gap, giving rise to high PL intensity. 
The peak at 359 nm (~3.45 eV) is sharp UV-violet luminescence peak, the visible region can 
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be split into three luminescence bands, peak at 409 nm is violet luminescence peak 
(~3.03 eV), peak at 534 nm is green luminescence peak (~2.32 eV) and peak at 718 nm 
(~1.73 eV) is red luminescence peak. According to the literature [35,36], the UV-violet is 
mainly generated by the electron transition from the donor level formed by oxygen vacancies 
(VO) to the acceptor level formed by other defects and impurities. The UV-violet peak we 
observed from undoped SnO2, and think that it is also due to oxygen vacancies (VO). The UV-
violet peak for the doped SnO2 is due to the difference in the position of the donor level 
formed by Sb ions and oxygen vacancies (VO). The violet can be related to tin interstitials and 
oxygen vacancies in the undoped SnO2 thin films. For SnO2: Sb films, the origin of the violet 
peak at 409 nm is attributed to the electron transition from the donor level formed by oxygen 
vacancies (VO) or Sb+5 ions to the acceptor level formed by the Sb+3 ions [37]. In spray 
deposited polycrystalline oxides, oxygen vacancies are known to be the most common defects 
and form the donor level [38]. For our samples, because of the pyrolytic decomposition, there 
should be the existence of oxygen vacancies due to rapid evaporation and oxidation processes. 
A broad peak observed at 718 nm may be due to other crystal defects which are formed 
during the growth of samples. As to the origin of the peak at 535 nm of pure SnO2 and Sb 
doped SnO2, maybe it is related to other crystal defects which were formed during the growth 
of the samples, but it is not yet clear now. 

 

 
Fig. 6. PL emission spectrum of SnO2 thin films with various Sb concentrations at excitation 

wavelength of 325 nm 
 

4. Conclusion 
In our study, transparent conducting SnO2 thin films with different concentrations of Sb have 
been successfully fabricated on glass substrate by using the chemical spray pyrolysis 
technique. All the synthesized films are polycrystalline in nature and are matched with ICDD 
card number 00-41-1445 to confirm the tetragonal rutile structure of SnO2 films. AFM 
measurements confirmed a polycrystalline rutile structure for all samples improved with XRD 
analysis and showed that the maximum roughness was noted for SnO2: 1 at. % Sb thin films. 
The optical transmittance of the SnO2 films increases with doping Sb. These results suggest 
that spray pyrolysis is a promising fabrication technique for TCOs films composed of Sb 
doped SnO2. Strong violet emission has been seen in the luminescence spectra. 
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Abstract. For the purposes of evaluating the behavior of multicomponent materials under 
operating conditions, the paper for the first time constructs in general an exact solution of 
systems of Wiener-Hopf integral equations of arbitrary order. Systems of these equations 
arise in mixed problems of continuum mechanics for multicomponent materials of complex 
rheology. The cases of mixed boundary value problems are considered under the assumption 
that there is a change of boundary conditions on the inner or outer boundary of a multilayer 
medium. Such mixed problems are reduced to systems of Wiener-Hopf integral equations, the 
Fourier transform of the kernels of which is a fairly general meromorphic matrix-a function 
that does not coincide with any of the special cases for which the system of equations is 
precisely solved.  Earlier, the authors considered the case of a system consisting of two 
equations. The transfer of these results to the case of an arbitrary number of equations is 
based on this previously performed work. Systems of Wiener-Hopf integral equations arise in 
the mechanics of deformable media, geophysics, flaw detection, economics, and in a number 
of related fields. 
Keywords: multicomponent materials, systems of Wiener-Hopf integral equation, 
meromorphic matrix- function in the core, exact solution 
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1. Introduction 
Systems of Wiener-Hopf integral equations play an important role in a wide variety of 
practice areas. Thus, these equations arise in the problems of strength and fracture [1], wave 
propagation in elastic bodies [2], acoustics [3], non-destructive testing methods [4], the theory 
of scattering of electromagnetic waves, and the creation of an electronic element base [5], the 
theory of waves in a liquid [6], geophysics [7], signal filtering [8], economics and finance [9], 
in the theory of random processes [10], in the theory of resonances and localization of 
processes [11] and in other fields. 

Recently, their role has increased due to the creation of the block element theory, which 
allows for the direct solution of boundary value problems for systems of partial differential 
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equations. The theory of individual Wiener-Hopf equations has been elaborated in detail and 
published in print in detail. The theory of systems of Wiener-Hopf integral equations is 
problematic, which are investigated by several approaches: using the singular Sochotsky-
Plemel integral [12] and the method of the theory of normalized rings [13]. Both approaches 
rely on the factorization of matrix functions ( )αK , which are coefficients of the Riemann-
Hilbert matrix functional equations, to which systems of integral equations of the form are 
reduced 

( ) ( ) ( ) ( )+ −α α = α + αK Q Q F . 
However, factorization of matrix functions in the general case, like a single function, 

has not yet been possible. Only the types of matrix functions that are functionally 
commutative, for which equality is true 
 ( ) ( ) ( ) ( )α β = β αK K K K , 
or reducible to them, as well as triangular, are factorized. 

A new universal modeling method developed by the authors, based on the ideas of 
Mandelbrot fractals in conducting research, has been successfully used in solving boundary 
value problems for systems of partial differential equations [13]. In this paper, this method is 
applied to systems of Wiener-Hopf integral equations for the case of their arbitrary order 
having matrix functions ( )αK  with elements in the form of meromorphic functions. 
Matrices-functions ( )αK  that are functionally commutative are obtained as a special case in 
the considered approach. 

The simplest method for solving a system of Wiener-Hopf integral equations is to 
factorize the coefficient of a functional equation, that is, a meromorphic matrix function 
called a symbol. However, as mentioned above, in the general meromorphic case, the 
factorization of the symbol could not be carried out. The symbols are factorized only in the 
variants described above. Thus, if the factorization of the symbol exists, then the result of the 
factorization will represent quite complex expressions, as well as the entire solution vector. 
The practice of solving boundary value problems for systems of partial differential equations 
has clearly shown how difficult the solution can be when using matrix-function factorization 
[13]. The transition to the search for simpler representations of solutions to boundary value 
problems, dictated by a new universal modeling method, led to simple problems of 
factorization of only functions of some functional equations, and not matrix functions. This 
made it possible to obtain a fairly simple representation of solutions to boundary value 
problems. Returning to the system of integral equations, it should be noted that the high-level 
devices of the singular integral or normalized rings themselves rely on simpler approaches 
that could not "lay" all possible functions in them. These methods were the products of 
simpler constructions. The solution can be suggested by studying the problem, as in quantum 
mechanics, for the simplest type of mixed problems associated with the Helmholtz or 
Schrodinger equation. Therefore, following the mentioned universal method, we use an 
alternative approach developed in the works of the authors [14,15], which allowed us to solve 
exactly the system of two integral Wiener-Hopf equations. It consists in reducing the system 
of Wiener-Hopf integral equations to infinite systems of linear algebraic equations, simpler 
than functional ones.  

Therefore, following the mentioned universal method, we use an alternative approach 
developed in the works of the authors [14,15], which allowed us to solve exactly the system 
of two integral Wiener-Hopf equations. 

The peculiarity of this approach is that if the matrix-function consists of rational 
functions, then factorization of matrix-functions may not be necessary to solve a system of 
integral equations. This determines the research strategy aimed at avoiding factorization of 
matrix functions in the systems of integral equations under consideration. 
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2. Basic equations 
A system of Wiener-Hopf integral equations given on a semi-infinite interval is considered. 
The system is represented as a single equation with a matrix kernel, called the integral 
equation symbol, having the form 
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We assume that the elements 1 2mpK ( ), m, p , ,...,N=α  of the matrix-function ( )αK  
are in general meromorphic functions of the variable. Meromorphic functions mpK ( )α  and 
the determinant det ( )αK  have the following representation and asymptotic behavior [15] 

1  mp mpK ( ) D ( )C ( )−α = α α ,   N
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Here, the functions C ( )mp α , D( )α , ( )∆ α   , are whole functions of the first order and of 
finite type, that is, of exponential type, in particular, polynomials. It is assumed that whole 
functions D( )α , ( )∆ α  vanish on sets of values n±ζ  and nz±  and, accordingly, have 
condensation points at infinity in some wedge-shaped regions of the upper, plus, and lower, 
minus, parts of the complex plane, as a rule, in the vicinity of the imaginary axis. For the sake 
of simplicity, we will not complicate the properties of matrix functions that have zero partial 
indices, and the system of integral equations is uniquely solvable in some 1pL , p > . The 
properties of the matrix-function elements are described in more detail in [15] and here we 
repeat only the following. The determinant ( )∆ α  of the matrix-function has a type Nσ  and a 
countable set of zeros nz  going to infinity, whose distribution density is several N  times 
greater than zeros nξ  of the denominator D( )α  having the type σ . With this in mind, we 
will construct branches from the zeros of the determinant, each of which will have the density 
of the zeros of the denominator. To do this, as the first zeros of these branches, we take the 
sequence of the first zeros , 1,2,...,mpz p N=  of the determinant in ascending order of 
modules or counting counterclockwise. In the future, each next zero mpz  of the branch p  will 
be taken from the number mz  with the index ( 1)p mp N+ −  of the first zero with the added 
number ( 1)p mp Nz + − . Using these zeros, we construct N  whole functions in the form of infinite 
products, as was done in [15], which, after dividing by D( )α , will give meromorphic 
functions denoted ( )pМ u . Their zeros are mpz± . 

We take the components ( )xf  of the vector of the right part of the system of integral 
equations (1) in the form 1 2 0i x

pA ( )e , p , ,...,N , Im− = =ηη η . Such component values make 
it possible to obtain arbitrary right-hand sides of the system of integral equations, using 
Fourier transforms, in the form: 
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Here pA ( )η  -the Fourier transforms of functions pf ( x ) . 
 
3. Solution Method 
We will look for the solution to the system of integral equations (1), for the vector 

{ }( ) ( ) i x
px A e−=f ηη  of the right part in the following form 

1
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Here pB , pmy  do not depend on x . 
In this part of the study, a new universal modeling method developed by the authors is 

used, and successfully applied to systems of differential equations using the transformation 
Galerkin [13,16]. The system of Wiener-Hopf integral equations is represented in the form of 
a system of differential equations of the form 
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Following [13,16], Galerkin transformations are applied, leading to separate equations. 
In the course of the study, Boggio's theorem is generalized to the case of infinite systems of 
equations. The latter is achieved due to the presence of characteristic equations given by 
whole functions, the singleness of the zeros of characteristic equations, and the properties of 
the Dirichlet exponential series as whole functions with the necessary growth index that 
ensures the uniqueness of the expansion coefficients [11]. 

As a result of transformations taking into account the properties of the matrix-function 
elements, similar to those performed in [14,15], we obtain an infinite system of linear 
algebraic equations, which can be represented in vector form 
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The problem consists of factorization in the form of the sum of the operator of an 
infinite system, which contains N  times more unknowns than the number of equations. At 
the same time the requirement of satisfying the initial system of Wiener-Hopf integral 
equations is met. Like the factorization of the terms of the Wiener-Hopf functional equation 
in the form of a sum [12] that correlates the number of equations and unknowns, factorization 
is performed over the operator of an infinite system of equations. The applied operation is 
new, developed by the authors specifically for this type of infinite systems of linear algebraic 
equations. Hence, as a result of factorization of the infinite system (2), we obtain exact 
solutions of individual correct infinite systems of linear algebraic equations equivalent to the 
Wiener-Hopf equations with complicated right-hand sides 

382 V.A. Babeshko, O.V. Evdokimova, O.M. Babeshko



0

1 1 1
1

( ) ( ) ( ), 0, 1, 2,..., ,

1 1( ) ( ) ,
2 2

1( ) ( ) .
2

p p p

i x
p pv p p

iux
p p

m x d h x x p N

h x F F e d

m x M u e du

h

x ϕ x x

h
p

p

∞

∞
− − − −

−∞

∞
−

−∞

− = ≥ =

= +

=

∫

∫

∫

R C A A                               (3) 

1
( ) ( ) .mpiz xi x

p p sm
m

x B e y eη
ηϕ η

∞
−

=

= +∑                                                             (4) 

Integral equations have a unique solution, as a consequence of the properties of the 
constructed functions ( )pM u . 

To obtain solutions to the original system of integral equations, we will look for them in 
the form of decomposition according to the constructed functions, requiring equality of the 
left and right parts. As a result, we come to the relations 
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Let us add the found values to the right parts of the expression for ( )p xηϕ , smy  (4). 
Then we get the exact solution of the Wiener-Hopf system of equations for each vector of 
unknowns in the form 
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In coordinate form, the solution can be represented in the form 
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Here we see a complete analogy of the representation of the solution vector of a system 
of Wiener-Hopf integral equations decomposed by solutions of individual Wiener-Hopf 
integral equations (4), which is similar to decompositions in boundary problems [13]. 
 
4. Conclusions 
Thus, using examples from the theory of boundary value problems for systems of partial 
differential equations [13] and systems it is shown that the new universal modeling method 
makes it easier to investigate and solve them, obtaining a representation of vector solutions 
decomposed by solutions of scalar problems in multicomponent materials of 
complex rheologies. 

In solving this problem, it should be noted the significant role of transformation 
academician B.G. Galerkin, whose 150th anniversary was celebrated in 2021 year. 
Previously, its transformation was used only to a limited extent, avoiding mixed problems 
[17-19]. The latter makes it possible not only to build simplified representations of complex 
solutions to the problems under consideration but also to obtain solutions to problems that 
cannot be investigated by any other methods. At the same time, the article presents for the 
first time the representation of exact vector solutions of arbitrary systems of Wiener-Hopf 
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integral equations with a meromorphic matrix-function, which makes it possible to make 
high-precision management decisions on radiation in multicomponent materials of waves, 
planned components. 
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Abstract. This work aims to draw a more fundamental understanding of the rheology of 
nanofluids and the interpretation of the discrepancy in the literature. The rheology of 
dispersions based on SiO2 and Al2O3 nanoparticles obtained by four different methods is 
experimentally investigated in the Newtonian range. It is shown that the viscosity dependence 
on concentration for nanofluids with particles of different synthesis methods has different 
values. The parameter of the associated liquid layer model describing the intensity of particles 
and dispersed medium interaction, as well as the ζ-potential of these liquids, were determined. 
The correlation between the ζ-potential and the thickness of the associated liquid layer is 
shown, and the possibility of their use for predicting the behavior of nanofluids is discussed. 
Keywords: nanofluids, viscosity, colloid particles, particles distribution, particle-liquid 
interaction 
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1. Introduction 
Some of the nanotechnology areas are associated with the use of nanofluids (liquids 
containing nanoparticles) in various industrial processes. Even a small value of nanoscale 
additives can both provide special properties to materials and significantly change the 
conditions of their technological use. Therefore, research in this area is extremely important. 
In particular, the design of heat engines and heat transfer processes are directly related to the 
rheological properties of nanofluids due to the variety of their effect on heat transfer [1-3]. 

A significant number of experiments are presented in the literature regarding the 
variation of carrier fluid, concentration, size and shape of particles, and their chemical 
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composition. However, despite such significant efforts, the formation of an acceptable unified 
model of the nanoparticles' influence and the possibility of predicting viscosity has not yet 
been obtained [4-8]. In general, it has been shown that an increase in concentration or a 
decrease in particle size leads to an increase in the viscosity value. At the same time, many 
experiments of different scientific groups came into contradiction with each other and gave 
results according to the following modified model. 

Beginning with Einstein [9] and Brinkman, who developed the first theory [10], 
significant mathematical efforts have been made to reconcile conflicting data. 

The main stages of reconciling can be marked as the semi-empirical relationship 
between Krieger and Doherty (KD model) [11], the Nielsen power-law model [12], the effect 
of Brownian particle motion performed by Batchelor [13], Lundgren's dependence in the 
power series form [14], and the Frankel-Akrivos model performed by Graeme [15], taking 
into account the radius of the particles and the distance between them. All these works make 
it possible to predict the liquid viscosity under different conditions, depending on the volume 
concentration of small particles. 

However, the experimental values for the influence of nanoparticles are often much 
higher than the ones calculated by these models, and an example of this is the Batchelor 
formula [13], which is widely used for a suspension with microparticles. Moreover, as 
demonstrated in the experiments of different research groups, different types of 
nanoparticles – even ones of the same substances – can make different values of the effect. 
This indicates that the hydrodynamic description implemented in existing models, namely 
taking into account only one (concentration) or two (concentration and diameter) parameters, 
is insufficient, and it is necessary to consider the additional factors directly related to the 
nature of nanoparticles, taking into account the interaction of their surface with 
the environment. 

Furthermore, an additional adhesion force of the liquid in the surroundings of the 
nanoparticles is proposed as a mechanism for such interactions. Concretely, in certain 
surroundings of the nanoparticles, the free mobility of the molecules of the dispersion 
medium decreases. From the model point of view, the three-phase Eshelby method can be 
used here [16], where an intermediate liquid layer is located between the undisturbed 
dispersion medium and the solid dispersed phase, which is directly connected with the 
particle. This layer has its own size and elastic properties. In different models, it is called the 
intermediate phase, hydrodynamic size, associated layer, etc. 

In this model, the parameters of the interfacial layer (its size, elastic properties, and 
adhesion force to the solid phase) are determined by the effect of active centers present on the 
surface of nanoparticles, which can differ greatly depending on the method of their 
production. On this note, we can highlight some synthesis factors that affect the concentration 
and type of active centers, and these factors include the following: the changes in the 
stoichiometry of surface atoms, the particle size distribution, and the aggregation of 
nanoparticles. 

It can be assumed that the process of developing many new methods is a tireless attempt 
to take these three synthesis factors into account; however, so far, these methods have not 
succeeded in understanding this phenomenon. The difficulty of the situation lies in the fact 
that the intensity of the interaction of the particles and the liquid is not known in advance. 
Even for nanoparticles of the same chemical composition but obtained by different methods, 
the adhesion force can differ due to variations in surface properties such as the presence of 
surface groups, porosity, etc. Therefore, direct consideration of these factors is hardly possible 
and will require additional use of spectroscopy and other methods not directly related to 
rheology. To simplify the analysis, researchers will be forced to use semi-empirical models 
that can implicitly consider these factors. Strictly speaking, the models mentioned above are 

The nanofluids' viscosity prediction through particle-media interaction layer 387



 
 

semi-empirical and try to optimize the obtained experimental data with available 
mathematical dependences of a complex form. 

One of the possible options for taking into account the properties of the surface and the 
aggregability of particles was undertaken in [17-19]. They variated the aggregation parameter 
in the KD model [11] and obtained the optimal value was 3.34, giving the good fitting of the 
experimental results of Ethylene glycol+TiO2 and other nanofluids. 

In our previous work, a simple mechanistic approach was presented to describe this 
mechanism [20]. We proposed using the Batchelor formula to calculate the viscosity, but we 
considered the particle diameter to be effectively increased by the region of interaction 
between the surface and the medium (an associated layer was introduced). 

Moreover, as an additional complicating factor, it should be noted that at a specific 
concentration, which primarily depends on the interaction intensity between particles and 
liquid, the associated layers of neighboring particles can begin to intersect. Therefore, this 
may be one of the possible mechanisms for the appearance of nonlinear effects, when a 
nanofluid can become non-Newtonian, as noted by many authors [5,6]. 

On this note, this work is a study continuation of the nature of such interactions of 
nanoparticles and the medium based on experimental data on the viscosity of the epoxy resin 
and distilled water filled with nanoparticles of silicon dioxide and aluminum oxide 
synthesized by five different methods, which allows variation in the properties of the surface 
of nanoparticles. In return, this variability, among other aspects, illustrates the reasons for the 
significant discrepancy between the experimental data of other authors studying nanofluids 
based on nanoparticles of the same composition but different surface properties. 
 
2. Materials and methods 
In the experiments, aluminum oxide and silicon dioxide nanoparticles obtained by different 
methods were used. The first character in the name of the samples encodes the method of 
obtaining the second means the material: "s" – silica, "a" – alumina. One of the most 
developed gas-phase methods for the synthesis of nanoparticles is the combustion of a 
material tetrachloride in a hydrogen flame. Variations of this process allow the production of 
silicon, titanium, and aluminum oxides on an industrial scale. In this work, commercial 
nanoparticles (Evonik Industries), Aerosil (As series), and Aerooxide (Aa series) were used. 
The authors of this work participated actively in the development of a gas-phase method 
based on the evaporation by the continuous high-energy electron beam and the condensation 
of the substance in the form of nanoparticles in a carrier gas at atmospheric pressure [21]. 
Furthermore, silica powders obtained by this method are marketed under the Tarkosil brand 
and have been fully tested (Ts series) while aluminum oxide powders are produced in smaller 
volumes and have been partially tested (Ta series). Additionally, the work presents results for 
commercial nanoparticles (Nanjing XFNANO Materials Tech Co., China) obtained by the 
liquid-phase method (Ls and La series), and two more types of nanopowders obtained by 
high-temperature methods were used in this work: silicon dioxide powder obtained in high-
temperature plasma method (Ps series) (Plasmotherm, Russia) and aluminum oxides obtained 
by wire electric explosion method (Ea series) [22]. 

The average particle size and particle size distribution for the powders were measured 
by the Nanosizer SALD-7500 (Shimadzu). Figure 1 demonstrates the particle size distribution 
functions (in form of probability density function) for the series of powders used to create 
suspensions. In this regard, it is seen that the powders used have similar distribution 
functions. Average sizes vary in the range of ~ 22–34 nm, and the only exception is the Ea 
series of the aluminum oxide nanoparticle, for which the average size is approximately twice 
as large and is ~ 64 nm. 
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Fig. 1. Probability density function (PDF) for size nanoparticles distribution in series: 
 (a) silica SiO₂; (b) alumina Al₂O₃ 

 
For nanofluid preparation, epoxy resins ED-20 and distilled water were used as a 

dispersion medium. For the deagglomeration of nanoparticles, the suspensions were sonicated 
for 30 minutes on a Sonopuls HD 3200 (Bandelin Electronic, Germany). This processing time 
was selected based on the data of the transparency measuring of an aqueous suspension of 
nanoparticles of the Ts and As series, partially shown in Fig. 2. It can be observed that the 
nanofluid transparency increases with the time of ultrasonic treatment, and this is due to the 
homogenization of the suspension and the transition from strong light blocking by large 
agglomerates to weak light scattering by nanoparticles [23]. Such deagglomeration process 
reaches saturation after 20 minutes, but since a more viscous liquid was also used in the 
experiments, the processing time was increased to 30 minutes. The measurements were 
carried out immediately after the deagglomeration procedure, during 30-60 minutes, when 
coagulation was insignificant, which was verified. 

The viscosity was measured on an MCR 52 rheometer (Anton Paar, Austria) using the 
cone/plate (CP) measuring scheme. This system has greater accuracy in contrast to the 
immersed rotor schemes used in the rheometer. This method works well to combine the 
values and dependencies in a wide range of values, and there is no need to change the rotor 
for measurements. Viscosity measurements were carried out over a temperature range of 23 to 
60°C for the epoxy resin, and measurements for water were carried out at a temperature of 
23°C. The relative error of single measurements ranged from 1% at a temperature of 25°C to 
5% at a temperature of 50°C and was determined by the technical characteristics of the 
rheometer. To reduce the coefficient of error, the viscosity was measured sequentially in four 
consecutive measurements, and the values were averaged. The temperature measurement 
accuracy was 0.1°С.  

Additional preliminary measurements of relative viscosity µ/µ₀ were carried out to 
determine the effect of temperature and shear rate. Figure 3 shows the temperature 
dependences of the relative viscosity of the epoxy resin containing various mass 
concentrations of the Тs series nanoparticles. From Fig. 3, it can be noted that the increase in 
viscosity caused by the powder occurs proportionally for all presented values of concentration 
and temperature. On the other hand, Figure 4 shows the dependence of the relative viscosity 
on the shear rate in the range from 50 to 1000 s-1. Accordingly, it can be observed that the 
viscosity coefficient is practically constant at a shear rate of more than 400 s-1 in the studied 
range of nanoparticle concentrations. Moreover, similar dependences were also obtained for 
water and other investigated nanoparticles.  
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Fig. 2. Measurement of the transparency of the suspension dependence on the ultrasonic 

treatment time for samples of the Ts and As series 
 
Thus, these measurements have demonstrated that for all suspensions, changes in the 

relative viscosity do not depend on temperature and shear rate within the current experimental 
variation limits of these parameters. This means that various nonlinear, thixotropic effects, or 
complex particle dynamics (for example, their agglomeration or sedimentation) did not 
manifest themselves under the conditions of the performed measurements. So, in the 
measuring range, the nanofluids showed the Newtonian behavior. Therefore, this issue is not 
covered further in this work.  

On another note, to measure the zeta-potential, the method of electrophoretic light 
scattering was used. This method is based on dynamic light scattering in a Laser Doppler 
Anemometer (ELS) configuration. The measurements were carried out in distilled water on a 
NanoBrook Omni spectrometer (Brookhaven, USA), and the power of a solid-state laser with 
a 640 nm wavelength measured 35 mW. A special cell AQR2-0007 (Brookhaven Inst. Corp, 
USA) was used. The electrokinetic potential was calculated using the Smoluchowski formula: 
ζ = ηµₑ / εε₀, where ζ – the zeta potential, ε – the dielectric constant of the liquid, ε0 – the 
electrical constant, η – the viscosity of the initial liquid, and µₑ – the electrophoretic mobility. 

 

  
Fig. 3. Dependence of the relative viscosity. 

of the epoxy resin with different mass 
concentrations of Тs particles on temperature. 

Shear rate 500 s-1 

Fig. 4. Dependence of the viscosity of the 
epoxy resin with different mass 

concentrations of Тs particles on the shear 
rate. Temperature 50°C 
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Furthermore, the theoretical background for our calculations is presented in our 
previous work [20]. Here, we use some different notations, so we rewrite some formulas. We 
base our calculation model on the Batchelor formula [13], but we use increased volume 
concentration of the dispersed component due to the associated liquid layer with thickness δ 
(effective volume concentration θeff instead of "clear" volume concentration θ₀). With 
assumptions about independence of density and associated liquid layer thickness δ from 
particle size, we get the following equations (1-3): 
𝜇𝜇
𝜇𝜇0

= 1 + 2.5𝜃𝜃𝑒𝑒𝑒𝑒𝑒𝑒 + 6.25𝜃𝜃𝑒𝑒𝑒𝑒𝑒𝑒2 = 1 + 2.5𝐾𝐾𝜃𝜃0 + 6.25𝐾𝐾2𝜃𝜃02, (1) 
 
𝜃𝜃𝑒𝑒𝑒𝑒𝑒𝑒 = 𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒

𝑉𝑉Σ
= 𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

𝑉𝑉Σ

𝜋𝜋
6 ∫(𝑑𝑑 + 2𝛿𝛿)3𝑓𝑓(𝑑𝑑)d𝑑𝑑 = 𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

𝑉𝑉Σ

𝜋𝜋
6
𝐸𝐸3�������

𝜃𝜃0

�1 + 6𝛿𝛿 𝐸𝐸2
𝐸𝐸3

+ 12𝛿𝛿2 𝐸𝐸1
𝐸𝐸3

+ 8𝛿𝛿3 1
𝐸𝐸3
����������������������

𝐾𝐾

, (2) 

 
8
𝐸𝐸3
𝛿𝛿3 + 12 𝐸𝐸1

𝐸𝐸3
𝛿𝛿2 + 6 𝐸𝐸2

𝐸𝐸3
𝛿𝛿 + (1 − 𝐾𝐾) = 0, (3) 

where 𝐾𝐾 – the coefficient of "increase" in the volumetric concentration of the dispersed phase, 
𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒 – the effective volume of the dispersed phase in the total considered volume 𝑉𝑉Σ, 𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 – 
the total number of the dispersed phase particles in the volume  𝑉𝑉Σ, f(d) – the size distribution 
of the dispersed phase particles, and 𝐸𝐸𝑖𝑖 – the i-th moment of particle size distribution. 

The same notation is used in our previous work [20]. We calculate K from the 
experimental data for μ/μ₀ through the fitting by equation (1). As opposed to previous works 
[20], here we have the data for a particle size distribution function of a dispersed phase 
(Fig. 3) and directly calculate moments 𝐸𝐸𝑖𝑖 for equations (1-3). The last calculation step is 
solving equation (3) for δ search (it has only one real root despite the cubic form due to 
positive coefficients for powers of δ). 

 
3. Results and Discussion 
Figure 5 shows the dependence of the relative viscosity on the volumetric concentration of 
nanoparticles of silicon dioxide and aluminum oxide produced by various synthesis methods. 
Additionally, given are the fitting curves (1) with the value of K. As observed in Fig. 5, our 
approximation, which is based on the model of the associated layer, is good for the 
experimental data while Batchelor's formula does not predict enough values of relative 
viscosity. The gained K value allows us to calculate the associated liquid layer thickness δ in 
each measurement's series. 

As mentioned previously, nanoparticles dispersed in the medium are complex objects. 
The core of the system is a solid particle (or aggregate) with its own chemical characteristics 
and uncompensated charges. Consequently, it is covered by a diffuse layer of ions of the 
dispersion medium. The parameters of the diffuse layer directly determine the ζ-potential of 
the system. A preliminary study of the functional and chemical composition of the surface of 
nanoparticles [24,25] showed their difference, which is confirmed by the variation in the 
value of the ζ-potential (Table 1). As mentioned earlier, the distribution functions of the used 
nanopowders are close (Fig. 3), but some variation in the average particle size is observed. 
However, it is not possible to reveal the correlation between the particle size and ζ-potential. 
This means that the specific feature of the surface structure and the associated value of the  
ζ-potential is to a greater extent determined by the method of obtaining nanopowders than by 
the size of the particles. 
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Fig. 5. Dependence of the relative viscosity of the medium with nanoparticles in comparison 

with Batchelor's formula and fitting curves by (1a) form for series: (a), (c) distilled water;  
(b), (d) epoxy resin; (a), (b) nanoparticles of silica; (c), (d) nanoparticles of alumina 
 

Table 1. Comparative characteristics of the powders' series 

M
at

te
r 

Type of nanoparticles 

Average 
particle size, 

<d> 
ζ- potential Associated liquid layer 

thickness, δ 

nm mV nm 
Resin Water 

Si
O
₂ 

ser. As 22.7 -36.2±0.5 3.7 3.2 
ser. Ls 28.2 -21.2±1.5 2.8 1.8 
ser. Ts 24.3 -30.2±0.6 3.3 2.5 
ser. Ps 23.8 -24.2±0.7 3.0 2.7 

A
l₂

O
₃ ser. Aa 27.7 -12.8±0.6 2.2 2.3 

ser. La 27.2 13.3±0.5 0.5 1.8 
ser. Ta 34.3 7.8±0.3 - - 
ser. Ea 64.3 -17.5±0.4 2.5 1.5 

 
In terms of a mechanistic approach, the nanoparticle moves together with a part of the 

diffuse layer [26,27]. The size of this part is determined by the structural features of the solid 
particle and the medium [28], and examples of these features are functional groups on the 
surface of particles, free bonds of the crystal lattice on the surface, the degree of ionization of 
the dispersion medium, surface porosity, etc. In the model described earlier (1-3), the 
parameter δ is responsible for the size of this layer. Therefore, the correlation between the 
value of the ζ-potential and the thickness of the associated liquid layer δ obtained from the 
experiments is considered in Fig. 6. For the case of aqueous dispersions, the correlation is not 

392 V.V. Syzrantsev, A.T. Arymbaeva, A.P. Zavjalov, K.V. Zobov



 
 

very high, and we can only speak of a general tendency towards a decrease in the associated 
layer thickness δ as the ζ-potential increases. This may be because the viscosity of water is 
low and its increase in absolute values is insignificant, which can lead to an error in the 
calculation of the associated layer thickness. For suspensions based on the epoxy resin, we 
can talk about the presence of an explicit linear relationship. That is, an increase in the  
ζ-potential leads to a decrease in the associated layer thickness. The strongest interaction of 
particles with the medium is formed by particles with the highest positive ζ-potential, and the 
particles with the highest negative ζ-potential have the least interaction with both resin 
and water. 

 

  
Fig. 6. Correlation of the ζ-potential and the thickness of the associated layer for suspensions 

based on: (a) distilled water; (b) epoxy resin 
 
It should be noted that the L-series samples obtained by liquid-phase deposition 

demonstrate a different behavior compared to other samples obtained by methods of an 
intense heating of the starting materials. Both samples of the series (Ls and La) have the 
smallest values of the ζ-potential and the associated layer. In the case of alumina particles 
(La), this is one of the only two samples that show a positive ζ-potential. Thus, it can be 
concluded that the conditions for the synthesis of these samples lead to the creation of a 
charge structure on the surface of the particles, and this structure interacts with resin and 
water and is weaker than the one corresponding to the samples obtained by other methods. 

Since the direct consideration of the variations in surface-active centers, the presence of 
porosity, and other surface features is an extremely complex problem, the determination of 
the ζ-potential and the thickness of the associated liquid layer can be an effective substitute 
for them in the rheology of nanofluids. 

Having obtained such dependences of the attached layer thickness δ for each liquid and, 
consequently, the value of K on the value of the ζ-potential, we can predict its viscosity. The 
parameter in the Batchelor equation (1) will be the value of K, which directly depends (3) on 
the ζ-potential of dispersion and the moments of particle size distribution. This equation will 
be valid for a specific liquid with any nanoparticles, at least in the region where the 
suspension will retain Newtonian behavior. 

To some extent, these factors can explain the occurrence of nonlinear effects [28,29]. If 
the physical concentration of particles becomes high enough that the associated layers of 
neighboring particles begin to intersect, then the unperturbed dispersed medium will 
disappear. Then, the value of the dispersed medium momentum will decrease in comparison 
with the sum of the momentum of the particles, and the effective viscosity will increase. That 
is the way for the appearance of the non-Newtonian effects. Calculated predictions here can 
be difficult since they require preliminary practical measurements to determine the intensity 
of the interaction between particles and between the associated layers of particles themselves. 
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It is necessary to note two special points in the obtained ratios of the associated layer 
thickness and the zeta potential value, which indicate the limitations of this model. The first is 
the zero value of the associated layer thickness, to which the dependence tends when the zeta 
potential is more than +20 mV. We assume that at large values of the zeta potential, the 
dependence ceases to be linear and becomes asymptotic to zero thickness of the associated 
layer. The second singular point corresponds to the zero value of the zeta potential, where the 
nanofluid is absolutely unstable and there is no electric double layer. At this point, our model 
does not apply. It is likely that the dependence will have a discontinuity at this point, with an 
asymptotic approach to the point (ζ=0, δ=0) on both sides. These features need to be 
experimentally verified using nanoparticles having the necessary zeta potential values. 

 
4. Conclusion 
This study demonstrates that dispersions based on SiO₂ and Al₂O₃ nanoparticles obtained by 
different methods have different viscosities, which are apparently determined by the value of 
the interaction between particles and medium. To determine the intensity of this interaction, a 
three-phase model of the associated layer is used, which describes the deviation of viscosity 
from Batchelor's law with high accuracy. The values of the thickness of the associated layer 
and the ζ-potential of the investigated liquids are determined and their correlation is shown. 
Furthermore, the possibility of using these parameters to predict the behavior of nanofluids is 
proposed. 
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Abstract. The stress concentration factor (SCF) can lead to the failure of ship construction. 
That problem can occur with hotspot stress expansion in the local area because of the acting 
load and structural details shapes. However, there is no method for the asses of structure 
design failure in the minor openings such as a dry hole and scallop dimension. Furthermore, 
the research aims for evaluating stress concentration performed using the diameter and width 
(d/W) ratio. The model of plates generates to identify stress phenomena on the isotropic ship 
plate. The numerical simulation was carried out using finite element analysis and proven by 
experimental method with the installation of the strain measurement on several working loads 
of 30% and 60% under yield strength. The plate used for analysis is an A36 steel plate 
commonly used in the shipbuilding industry. The plate model with the hole was identified, 
which shows the stress concentration that occurs increases after the d/W of the isotropic plate 
also increases, then the comparative stress plot.  Moreover, based on the numerical and 
experimental analysis, the comparisons of stress concentration factors within different radius 
holes have been completed for assessment. Finally, result from numerical and experimental 
obtained error values below 3%. 
Keywords: stress concentration factor, ship, numerical, experimental 
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1. Introduction  
Stress Concentration Factor (SCF) is a number that will increase when a plate gets tension 
force concentrated, such as holes and changes in the cross-section. Recently the sharper radius 
at the cross-section will influence the increasing SCF value. The plate pressure work per the 
dimensions of the hole diameter occurs on the plates, the number of the holes, and the axial 
force that works. The plate holes resulting in a pressure differential force on the other size 
determine the value. Application of SCF in ship structures like dry holes, corner edge 
containers, and scallops choose to obtain the best model for reducing stress. The methods 
performed to determine the SCF model on the plate have several steps. First steps 
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experiments [1,2], numerical model, regression analysis, finite element [3,4], and artificial 
intelligence (AI). Numerical model using finite element analysis package software and 
verifying used experiment tensile test using a universal tensile machine (UTM). To become a 
numerical example stress intensity factor in evaluating a two-dimensional crack [5,6] is the 
Stress concentration factor obtained from the plate in a flexible environment. The maximum 
stress and stress concentration factors appear inconstantly occur at the hole [1]. Reducing SCF 
is also determined by selecting the appropriate shape. The sharpness of form can construct the 
concentration of high-stress concentration. Material with a large SCF will quickly fail [2]. 
This research aims to obtain the result of the stress concentration on the plate material on the 
vessel. For example, several holes found on the ship structure are all-important, such as 
lightning holes, which also lead to detection of stress concentration and need analysis to 
prevent damage on construction with an additional hole or change to optimum shape [3]. This 
research observed how many errors in the numerical and experimental. Therefore, analysis of 
the deviation that appears.   
 
2. Research Purposes 
Stress occurs when the body gets an external force. Especially that happens on the ship hull as 
a critical area, and to prevent that, external and internal forces will reduce by applying holes 
to direct a working load focus on the one spot. To predict that stress only appears when to the 
part and given the treatment so that the structure has good resistance to loading. The research 
has specific aims: 

a. Obtain the stress concentration factor on a plate with a hole with a various nation of 
diameter using experimental and numerical  

b. Determine a Comparison of stress testing the value of concentration factor with 
experimental and numerical verification. 
 

3. Research Methods 
Tensile Test. Tensile testing on the A36 material was carried out to determine the amount of 
force needed by the material to exceed the yield strength limit to material forces in plastic 
conditions as input of modelling. The other purpose tensile test is to verify that the material is 
A36. Furthermore, check the test results in Table 1 and Table 2. Moreover, the material 
before and after the test is shown in Fig. 1. 

Based on the tensile test, the force on the material yield was 44.67 KN, so a various 
loading model variance was used, with a 30% yield of 13.4 KN and a 60% yield of 26.8 KN, 
and a 90% yield of 40.2 KN. 
 
Table 1. Material A36 Tensile Test Result (1/2)  

Report on Test 
ASTM A36 

No Material 
Code 

Specification Sample Tensile Test Result 

Width Thick CSA Yield 
Stress 

Ultimate 
Stress Elongation Reduct 

of Area 
mm mm mm2 Mpa Mpa % % 

1 
A36 

25.35 6 152.1 282.71 335.31 37.94 72.93 
2 25.3 6 151.8 296.44 335.97 37.77 72.62 
3 25.15 6 150.9 304.84 337.97 32.99 77.87 
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Table 2. Material A36 Tensile Test Result (2/2) 

No F.Yield 
(KN) 

F.ultimate 
(KN) Lo L1 Wd1 Th1 A1 

1 43 51 69.68 96.12 17.3 2.38 41.17 
2 45 51 64.86 89.36 16.69 2.49 41.56 
3 46 51 69.41 92.31 17.04 1.96 33.4 

 

 
Fig. 1. Tensile Test Specimens A36 

 
Experimental Model. The material verification approved the validity by ensuring that 

it adhered to the issue boundaries mentioned earlier, resulting in a conclusion in good 
agreement with the facts at the end of the experiment's review [10,11]. Supplying the critical 
material, A36 steel, and working equipment like a drill, hacksaw, solder, sandpaper, ruler, 
glue, and tape, are all part of the material preparation process. The specimen dimensions have 
a length of 300 mm, a width of 60 mm, and a thickness of 6 mm. The test material hole 
diameter varies between 6 mm, 18 mm, and 30 mm, as shown in Figs. 2-4. 

 
 Fig. 2. Test Material Design 1 

 
 Fig. 3. Test Material Design 2 
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Fig. 4. Test Material Design 3 

 
The sensor used in the experiment is a strain gauge with 350 ohms. Before installing the 

sensor, polish the surfaces of the steel specimen with sandpaper of grades 150-1200 to 
achieve a glossy finish and clean with alcohol. The adhesive function joins the sensor with the 
surface material and the tape patch on it as an additional method to minimize hand contact. 
There were four sensors installed: one for normal stress distribution and three for stress 
conversion sensors. The material was tested by tensile testing with three different load 
variants, as shown in Fig. 5, i.e. 30% yield (13,400 N), 60% yield (26,800 N), and 90% yield 
(40,200 N). An arrangement of sensor settings with the channel position. The first was at the 
nearest hole, the second was in the among sensor, the third was on the edge material, and the 
sensor recorded forces in the Y-axis direction.  
 

 
Fig. 5. Measurement process setup 

 

     
Fig. 6. Broken specimen 
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The sensor will detach after the force enters the plastic zone. Furthermore, measuring 
the load used to calculate the stress concentration obtained, a broken specimen will be 
illustrated in Fig. 6. 

Numerical Model. Steel was chosen as a material commonly used in ship construction. 
The dimension of a plate with a size of 300 mm × 60 mm × 6 mm was modelled by three 
different variations of the diameter of the holes, specifically, 6 mm, 18 mm, and 30 mm. The 
material properties defined such as Young's modulus (E), density (ρ), and Poisson's ratio (υ) 
were presented in Table 3.  
 
Table 3. Material properties of steel plate 

Material E (MPa) ρ (kg/m3) υ 

Steel 210 × 106 7850 0.26 
 

The numerical simulation will investigate using finite element software ABAQUSTM. 
Eight-node solid linear brick element (C3D8R) implement into the specimen model. 
Moreover, Steel defines as a homogenous specimen. The boundary condition applied on the 
top surface was assumed to be clamped on the grip of UTM. Therefore, the load is applied to 
the bottom of the surface area as a tensile test. 

 

   
 

Fig. 6. Specimen model discretization 
 

A Discretization stages cover mesh convergence that aims to ensure the stability of 
numerical analysis. According to theory, detailed size elements of results will increase the 
accuracy of the simulation [4]. The results data obtained from the simulation are several stress 
components such as von Mises stress, Y-axis stress, and X-direction stress. These results use 
to calculate the stress concentration factor, with the Y-axis stress in the same direction as the 
tensile test force of each model. When the created model is appropriate, verification was 
required by performing meshing optimization in software or convergence to obtain a constant 
stress value at the optimal meshing for further analysis [5]. The final stress is divided into 
some types of stress obtained from a statistical equation to produce the SCF, stress 
concentration factors at load variations of 30%, 60%, and 90% of yield strength load. 
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4. Result and Discussion   
Data were read from a strain gauge sensor and attached to the P3 micro Measurement Model 
to obtain the strain in micro-strain units (106), multiplied by the Modulus of Material (E) 
generating the stress. The test results are shown in Table 4. 
 
Table 4. Tensile Test Result for Experimental Method 

d (mm) Strain 
30% 

Strain 
60% 𝜎𝜎Nom (MPa) Strain 

30% 
Strain 
60% 𝜎𝜎Max (MPa) 

6 0.000194 0.000381 40.7 80.10 0.000512 0.001015 107.9 213.2 
18 0.000240 0.000496 50.5 104.1 0.000561 0.001159 117.9 243.4 
30 0.000350 0.000689 73.4 142.5 0.000753 0.001464 158.1 307.4 

 
The stress concentration factor is obtained by calculating the maximum stress ratio 

compared to the nominal stress so that the SCF is obtained on the test material using the strain 
gauge sensor with the results in Table 5. 

 
Table 5. Stress Concentration Factor of Tensile Test Experimental Method 

σnom (MPa) σmax (MPa) SCF 30% SCF 60% 
Strain 30% Strain 60% Strain 30% Strain 60% 

40.9 80.10 107.95 213.21 2.64 2.66 
50.58 104.14 117.90 243.48 2.33 2.34 
73.43 142.56 158.14 307.44 2.15 2.15 

 
The maximum stress data obtained was used to calculate the amount of SCF based on 

different variations of the hole size. The stress concentration factor (SCF) is a dimensionless 
factor used to measure stress concentration [6]. The SCF value determines by calculating 
using Eq (1): 
SCF = σmax

σnom
. (1) 

It means the ratio of the maximum stress to nominal stress. The nominal stress is total 
stress in an element under the same loading conditions without a stress concentration to 
calculate the perforated acting load on the plate [6] Eq.(2): 
σnom = P

(𝑊𝑊−d)×t
, (2) 

where load (P), a width of material (𝑊𝑊), hole diameter (d), and thickness of plate (t). 
Moreover, the SCF results from empirical calculations can be seen in Tables 6-8 using 
various loads of 30%, 60%, and 90% yield force. 
 
Table 6. Tensile Stress Y-Axis, load 30% yield 

Model d/w 

w=60mm t=6mm 

SCF Hole size (d) 
(mm) 

Load 
(30% yield=13.4 KN) 

Maximum Stress 
(MPa) 

Nominal Stress 
(MPa) 

1 0.05 3 105.79 39.18 2.70 
2 0.1 6 107.49 41.36 2.60 
3 0.3 18 123.24 53.17 2.32 
4 0.5 30 159.42 74.44 2.14 
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Table 7. Tensile Stress Y-Axis, load 60% yield 

Model d/w 

w=60mm t=6mm 

SCF Hole size (d) 
(mm) 

Load 
(60% yield=26.8 KN) 

Maximum Stress 
(MPa) 

Nominal Stress 
(MPa) 

1 0.05 3 211.58 78.36 2.70 
2 0.1 6 214.98 82.72 2.60 
3 0.3 18 246.48 106.35 2.32 
4 0.5 30 318.83 148.89 2.14 

 
Table 8. Tensile Stress Y-Axis, load 90% yield 

Model d/w 

w=60mm t=6mm 

SCF Hole size (d) 
(mm) 

Load 
(90% yield=40.2 KN) 

Maximum Stress 
(MPa) 

Nominal Stress 
(MPa) 

1 0.05 3 317.37 117.54 2.70 
2 0.1 6 322.50 124.07 2.60 
3 0.3 18 369.76 159.52 2.32 
4 0.5 30 478.29 223.33 2.14 

 
Calculation of the Stress Concentration Factor using the Empirical Method. The 

empirical calculation method determines using Eq.(3) after obtaining the SCF value based on 
the FEA simulation test results for each test model selecting Y direction stress for collecting 
the nominal data is summarised in Table 9 [12]. 

𝑆𝑆𝑆𝑆𝑆𝑆 = 3.00 = 3.13 �2𝑟𝑟
𝐷𝐷
� + 3.66 �2𝑟𝑟

𝐷𝐷
�
2
− 1.53 �2𝑟𝑟

𝐷𝐷
�
3
. (3) 

 
Table 9. SCF Calculation for Empiris Tensile (Roarks Formula) 

Variation r (mm) W (mm) d/w SCF 

Model 1 1.5 

60 

0.05 2.85 
Model 2 3 0.1 2.72 
Model 3 9 0.3 2.35 
Model 4 15 0.5 2.16 

 
Comparison of the SCF using different methods. From the Roarks, numerical and 

experimental results were compared to evaluate that error [12]. All the results of the SCF 
calculations for each test model are summarised in Table 10. 

The stress concentration factor is sensitive to the ratio, and the experiment shows that 
the higher the ratio value, the higher the maximum stress, and the smaller the SCF value. The 
average of SCF with various loadings is explained in Table 11. 

The graph shows in Fig. 7 a similar trend and pattern, which means the method to 
evaluate stress concentration factor (SCF) can perform. The value of SCF at 0.1 d/w around 
2.7-2.8, in d/w 0.3 that narrow to 2.4, and at d/w is 0.5 that value very close to about 2.2. 
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Table 10. Comparison of SCF Calculations 

d 
(mm) 

 
(d/W) 

Numerical Experimental SCF 
(Roarks 

Formula) 

Empirical 
Numeric 

Difference 
(%) 

Numerical 
Experiments 
Difference 

(%) 30% 60% 90% 30% 60% 
SCF SCF SCF SCF SCF 

3 0.05 2.70 2.70 2.70   2.85 5.26  
6 0.1 2.60 2.60 2.60 2.64 2.66 2.72 4.45 1.94 
18 0.3 2.32 2.32 2.32 2.33 2.34 2.35 1.38 0.71 
30 0.5 2.14 2.14 2.14 2.15 2.15 2.16 0.86 0.62 

 
Table 11. Average of SCF for Tensile Test 
Hole Diameter 
Lingkaran (d) 

(mm) 

W (60 mm) Numerical 
Method 

Experimental 
Method Roarks Formula 

d/W SCF 
3 0.05 2.70 - 2.85 
6 0.1 2.60 2.65 2.72 
18 0.3 2.32 2.33 2.35 
30 0.5 2.14 2.15 2.16 

 

 
Fig.7. Average of SCF for Tensile Test 

 
5. Conclusions 
The Experimental (Strain Gauge Sensor) and Numerical (Finite Element Method) 
measurement methods are used in this study to determine the value of the Stress 
Concentration Factor (SCF) value, and the results are compared to draw the following 
conclusions: 

1. The numerical method stress concentration factor with a load of 30%, 60%, and 90% 
did not change at 6 mm, 18 mm, and 30 mm diameters with 2.60, 2.32, and 2.14, 
respectively. While the experimental method, loading 30%, 60% experienced a change in 
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6mm diameter from 2.64 (30% load) to 2.66 (60% load), 18mm diameter from 2.33 (30% 
load) to 2.34 (60% load), 30mm diameter not change remains at the value 2.15. 
2. The SCF value calculated using experimental and numerical methods is in good 
agreement, with a difference of less than 3%. 
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Abstract. An out-of-plane oscillating beam nanoresonator with the ultrahigh intrinsic quality 
factor based on the motion transformation mechanism from torsion into rotation is reported. 
The nanoresonator is composed of two resonant beams which are mechanically coupled 
through two spring beams oscillating in an out-of-phase torsional mode. The out-of-phase 
torsional oscillation of the two spring beams forms a stationary point in the middle of a 
supporting beam, which minimizes anchor loss. The low thermoelastic damping (TED) in the 
nanoresonator is obtained by employing the torsional oscillation mode. The optimal study for 
minimizing TED has been carried out by varying the representative geometry parameters of 
the nanoresonator. The nanoresonator with a quality factor over 107 has been obtained by the 
proposed oscillation excitation method.  
Keywords: beam nanoresonator, out-of-plane oscillation, torsional oscillation, thermoelastic 
damping 
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1. Introduction  
Mechanical resonators have recently attracted much interest because of their wide range of 
applications in sensing, timing, and physical measurements [1-5]. An important parameter for the 
performance evaluation of mechanical resonators is the quality factor (Q). A resonator with a 
high Q implies a higher sensitivity in sensors, a good frequency resolution in filters, and low 
phase noise in oscillators. In order to maximize Q, it is fundamental to understand physical 
mechanisms limiting Q. Physical mechanisms of energy dissipation can be described by two 
categories: extrinsic and intrinsic losses [6-12]. The extrinsic losses are acoustic radiation, 
surface loss, and air friction, while the intrinsic losses include material loss, anchor loss, and 
thermoelastic damping (TED). Besides, the operation modes and imperfection of 
resonators/attached masses also affect the factor Q [8,9,11]. Under low vacuum conditions, 
losses in mechanical resonators are often generated from extrinsic damping mechanisms such as 
air damping [6-12]. Under high vacuum conditions, extrinsic dampings become negligible, and 
intrinsic damping mechanisms such as anchor loss and TED need to be taken into account. 
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Anchor loss is often dominanted by the radiation of elastic energy through anchors to the 
substrate [13,14]. This loss can be eliminated by using virtual supports [15] or by connecting the 
beam to the nodal points of spring beams [16]. Anchor loss can also be reduced by using 
extensional mode resonators [17]. Recent research have also been conducted on TED that shows 
to be another intrinsic damping source affecting the upper limit of Q [18-21]. The TED damping 
relates to the irreversible process of heat flow generated by compressed and extended regions 
between various parts of an oscillation structure [19-21]. For a material having a positive 
coefficient of thermal expansion, the compression in an oscillation structure leads to a higher 
temperature region while the tensile stress on its opposite side results in a lower temperature 
region. The strength of TED depends on the oscillation frequency, the relevant thermal 
relaxation time constant, and on the stress distribution in the oscillation structure. These, in turn, 
depend on the structural geometry and also on the material properties which are themselves 
functions of temperature. Resonators with high Q values can be obtained by operating the device 
at a low temperature [22]. Recently, engineered resonators for reducing TED have also been 
introduced [22-28]. These resonators can be in-plane flexural oscillation or out-of-plane 
oscillation. In a recent study [16], a flexural free-free resonator is studied and the TED Q has 
obtained around 106. The numerical evaluation of TED in microelectromechanical systems has 
been reported [29], in which the numerical results on TED of the flexural free-fixed beam 
resonators have been compared with analytical solutions [19]. To obtain a high Q resonator, it is 
necessary to consider not only anchor loss but also TED. The TED dissipation is generated from 
the extension and compression in the flexural vibrations of the mechanical resonator. Several 
out-of-plane (OP) vibrational resonators have been reported [26-28]. However, an OP vibrational 
beam nanoresonator operating in the MHz regime with the ultrahigh intrinsic Q in considering 
both anchor loss and TED has not yet been studied with much interest and needs to be reported.  

In this paper, we propose an OP vibrational beam nanoresonator. The OP vibration is 
carried out by the motion transformation from torsion into rotation. The application of the 
torsional oscillation mode is to minimize TED, while the out-of-phase oscillation is to 
suppress energy dissipation caused by anchor loss. Anchor loss is first investigated by 
decomposing the structure of the nanoresonator. Then, TED in the nanoresonator depending 
on its representative geometry parameters is investigated in detail. The Q-factor of the 
nanoresonator is optimized by considering the design of the cross-section and aspect ratio of 
the beams to minimize TED. The dependence of the Q-factor of the nanoresonator on the 
width and length of the beams is then explored. The nanoresonator with the Q-factor over 107 

is obtainable by eliminating the intrinsic damping mechanisms. 
 
2. The concept of nanoresonator and analysis model  
As introduced, TED and anchor losses are the main intrinsic damping sources that affect the 
upper limit of the Q-factor. For a mechanical resonator, its vibration is composed of flexural 
and/or torsional components, while TED is caused by flexural vibrations [19]. Flexural 
vibrations cause alternating tensile and compressive strains on opposite sides of the neutral 
axis leading to thermal imbalance. The irreversible heat flow, which is driven by the 
temperature gradient, makes the vibrational energy to be dissipated. Because of the shear 
strain, the TED loss in a pure torsional vibration is zero, however, in general, a nanoresonator 
usually includes a mixture of flexure and pure torsion vibrations. On the other hand, anchor 
loss can be minimized by using the support points with small displacement [15,16]. Taking 
these two requirements into account, we design an OP vibrational beam nanoresonator as 
shown in Fig. 1. Two resonant beams with length Lb are connected to two free ends of two 
spring beams with length Ls/2, which oscillate in the torsional mode. The two remaining ends 
of the two spring beams are connected to the middle of a supporting beam. The dimensional 
parameters of the nanoresonator are denoted in Fig. 1. 
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The Q-factor of a mechanical resonator is proportional to the ratio of the stored 
mechanical energy to the dissipated energy per cycle of oscillation. The totally dissipated 
energy is the sum of energy dissipated by a variety of physical mechanisms. We assume that 
the nanoresonator is operated under high vacuum conditions. Intrinsic losses including 
material loss, anchor loss, and thermoelastic damping are remained. The nanoresonator is 
assumed to be made of single-crystal silicon whose material loss is negligible [30]. In the 
current design, anchor loss can be eliminated [15]. Therefore, TED is considered to be a 
dominant damping source.  

 
 

 
Fig. 1. Schematic drawing of the OP vibrational beam nanoresonator based on the motion 

transformation mechanism from torsion into rotation 
 

According to the theory of thermoelasticity, the heat transfer equation involving TED is 
known as         
𝜌𝜌𝐶𝐶𝑝𝑝

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
− 𝛻𝛻 ⋅ (𝜅𝜅𝛻𝛻𝑇𝑇) = − 𝐸𝐸𝐸𝐸𝑇𝑇0

1−2𝜈𝜈
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

,                                                      (1) 
where T is temperature and ε is the elastic strain. The definition and value of other parameters 
in Eq. (1) are shown in Table 1. The term on the left of Eq. (1) is the heat source showing the 
heat generation rate per unit volume. ε is defined by 
𝜀𝜀 = 𝜀𝜀𝑥𝑥 + 𝜀𝜀𝑦𝑦 + 𝜀𝜀𝑧𝑧 = 𝛻𝛻 ⋅ 𝑢𝑢,                                                          (2) 
where u is displacement. 
 
Table 1. Physical parameters of single-crystal silicon used for simulation 
Parameters Definition Values 

E Young's modulus 165 [GPa] 
α Coefficient of thermal expansion 2.6e-6 [1/K] 
T0 Ambient and initial beam temperature 300 [K] 
ρ Density 2330 [kg/m3] 
Cp Specific heat capacity 700 [J/(kg K)] 
Cv Heat capacity Cv = ρCp 1.63x106 [J/( m3K)] 
κ Thermal conductivity 90 [W/(m K)] 
ν Poisson's ratio 0.28 

 
In the theory of dynamics and vibration, the equation of motion is established on the 

basis of the following force equilibrium:  
𝜌𝜌 𝜕𝜕2𝑢𝑢
𝜕𝜕𝑡𝑡2

= 𝛻𝛻 ⋅ 𝜎𝜎,                                                                   (3) 
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where σ is the mechanical stress tensor. Furthermore, according to the theory of 
thermoelasticity, the relation between σ and ε is given by   
𝜎𝜎 = 𝐶𝐶𝐶𝐶 − 𝐷𝐷𝐷𝐷,                                                                (4) 
where C is the stiffness matrix and D is the thermal expansion coefficient matrix [23].  

In harmonic vibration, the temperature T, displacement u, and velocity v have forms as: 

�
𝑇𝑇 = ℑ(𝑥𝑥𝑥𝑥) 𝑒𝑒𝑒𝑒𝑒𝑒( 𝑖𝑖𝑖𝑖𝑖𝑖)
𝑢𝑢 = 𝑈𝑈(𝑥𝑥𝑥𝑥) 𝑒𝑒𝑒𝑒𝑒𝑒( 𝑖𝑖𝑖𝑖𝑖𝑖)
𝑣𝑣 = 𝑉𝑉(𝑥𝑥𝑥𝑥) 𝑒𝑒𝑒𝑒𝑒𝑒( 𝑖𝑖𝑖𝑖𝑖𝑖) = 𝑖𝑖𝑖𝑖𝑖𝑖

                                              (5) 

where ω (= iλ) is the complex angular frequency, which consists of resonant and damping 
components; 𝕴𝕴(𝒙𝒙𝒙𝒙), 𝑼𝑼(𝒙𝒙𝒙𝒙), and 𝑽𝑽(𝒙𝒙𝒙𝒙) are the amplitudes of node temperature, node 
displacement, and node velocity, respectively. 

By substituting Eqs. (2), (4), and (5) into Eqs. (1) and (3), equations for estimating TED 
in the nanoresonator are given by a 3-order matrix [31] 
𝐴𝐴𝐴𝐴 = 𝜆𝜆𝜆𝜆𝜆𝜆,                                                              (6) 
where A and B are coefficient matrices, which are derived by applying the standard Galerkin 
finite element formulation for Eq. (1). The components of matrices A and B depend on the 
thermal conductivity κ, the density ρ, the specific heat of mass Cp, the elastic modulus E, the 
thermal expansion coefficient α, and Poisson's ratio ν. The eigenvector is 𝑋𝑋 = (ℑ,𝑈𝑈,𝑉𝑉)𝑇𝑇, 
namely a vector combining nodal temperature, displacement, and velocity together. Equation 
(6) is a generalized eigenvalue equation and the eigenvalue λ is dependent on the 
representative dimension parameters of the nanoresonator and TED. As presented, the 
strength of damping caused by TED depends on the structural geometry and also on the 
material properties which are themselves functions of temperature. It is assumed that the 
nanoresonator is operated at room temperature. In the following section, the dependence of 
TED on the representative geometry parameters of the nanoresonator is investigated. 
 The natural resonant angular frequency 𝜔𝜔𝑟𝑟and the Q-factor of the nanoresonator 
according to the real and imaginary parts of λ are as follows [18,23]: 
𝜔𝜔𝑟𝑟 = |𝐼𝐼𝐼𝐼( 𝜆𝜆)|,                                                                 (7) 
𝑄𝑄 = 1

2
�𝐼𝐼𝐼𝐼(𝜆𝜆)
𝑅𝑅𝑅𝑅(𝜆𝜆)

�,                                                                  (8) 
where Q is the fraction of energy lost per radian, and the factor 1/2 arises from the fact that 
the mechanical energy of the nanoresonator is proportional to the square of its amplitude.   
 To obtain information about the Q-factor of the nanoresonator, it is of interest to know 
its eigenfrequency. To do this, an eigenfrequency analysis is carried out to find eigenvalues. 
The Q-factor of the nanoresonator is calculated by solving the coupled thermoelastic 
equations by the finite element method in Comsol multiphysics. In this study, the used 
Comsol module is the MEMS module. The mechanical and thermal problems are coupled 
through the mechanical and thermal coupling equations as shown in Eq. (6). The mechanical 
and thermal boundary conditions imposed on the nanoresonator are as follows. Displacement 
fields at the anchor's boundary is zero and at remained boundaries are free and zero at the 
initial condition. The nanoresonator is set in an insulated environment and its initial 
temperature is room temperature. There is no temperature deviation in the nanoresonator at 
the initial condition. The surfaces of the nanoresonator are set to be thermal isolation 
conditions. In this research, it is assumed that the nanoresonator is made of single-crystal 
silicon material. The physical parameters of single-crystal silicon used for simulation are 
shown in Table 1. 
 
3. Results and discussion  
As presented above, nanoresonators oscillating in the pure torsional mode are interested due 
to negligible thermoelastic damping, which is explained by isovolumetric strain in the pure 
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torsional oscillation. However, the torsional resonator normally contains flexural vibration 
components which significantly generate TED [19]. Therefore, the torsional resonator needs 
to be optimized to obtain the lowest TED, i.e. the highest Q-factor.  

 

 
Fig. 2. Perspective view of displacement (a) and temperature distribution (b) of the out-of-

phase OP torsional mode of the proposed nanoresonator. In the magnified image of the 
interconnection between the supporting beam and the torsional spring beam (c), the 
temperature distribution is clearly seen. The dimensions of the resonant, spring, and 

supporting beams are Wb,s,a = 60 nm, t = 60 nm, and Lb,s,a = 1 µm 
 

Figures 2 (a) – (b) show the perspective view and temperature distribution of the 
nanoresonator in the out-of-phase torsional oscillation mode. This operation mode is the sixth 
mode of the nanoresonator. As seen in Fig. 2a, the two resonant beams, as well as the two 
spring beams, oscillate in the out-of-phase mode. Due to the out-of-phase torsional oscillation 
of the two spring beams, extension and compression regions are periodically distributed 
around the torsional axis at the four edge regions as shown in Fig. 2c.  

For a comprehensively modal analysis, the first five modes of the nanoresonator are 
also shown in Figs. 3a–e. The resonant frequency f and quality factor Q of the first five modes 
and the interested sixth mode are presented in Table 2. It is clear that the out-of-phase 
torsional oscillation mode has a much higher Q value than the remaining modes, except for 
mode 1. This can be explained that the other modes appear as anchor loss due to the flexural 
vibration of the spring and supporting beams or the torsional vibration of the supporting beam 
and TED loss due to the flexural vibration of the spring and supporting beams. Mode 4 is also 
a torsional mode; however, this torsional mode is the in-phase OP mode, so the moment 
imbalance occurs at the anchors that cause anchor losses. The moment imbalance also makes 
the supporting beam to perform flexural vibrations, which causes TED. The anchor and TED 
losses in mode 4 are the cause that we did not choose for investigating further. For mode 1, its 
Q value is comparable to that of mode 6; however, the anchor loss of this mode is not 
negligible due to the displacement of the anchor and the TED loss is caused by the flexural 
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oscillating spring beam. The resonant frequency of mode 1 is also two times lower than that 
of mode 6. Moreover, the requirements for high Q nanoresonators are both anchor loss and 
TED having to be suppressed. Mode 6 fulfills these requirements, so it is chosen for 
investigation. Therefore, in the following, we will investigate the characteristics of the out-of-
phase OP torsional oscillation mode of the nanoresonator. The characteristics of the 
nanoresonator have been investigated by the finite element method. Here, we have meshed the 
nanoresonator with the swept mesh method from the top down. This meshing method is 
chosen due to the symmetrical structure of the nanoresonator. The meshing element is cube-
shaped; its size is 20 nm wide × 20 nm long × 6 nm high. The size of such meshing element is 
suitable for our current calculation facility and acceptable for calculation errors. We have also 
investigated the convergence of calculation on the meshing size. When we decrease the 
meshing size from 30 nm to 15 nm, the discrepancy of f and Q is less than 1% and 17 %, 
respectively.     

 
Table 2. The f and Q values of the first six modes for the nanoresonator with the dimensions 
of the resonant, spring, and supporting beams Wb,s,a = 60 nm, t = 60 nm, and L b,s,a = 1 µm 

Mode order Mode definition f (MHz) Q 
1 1st out-of-plane cantilever mode 42.113 1.753×107 
2 1st in-plane cantilever mode 61.853 2.385×106 
3 2nd in-plane cantilever mode 76.023 1.593×106 
4 In-phase torsion mode 81.862 9.531×106 
5 2nd out-of-plane cantilever mode 83.911 2.020×106 
6 Out-of-phase OP torsion mode 86.854 2.291×107 

 

 
Fig. 3. (a)–(e) show resonant modes from 1–5, which have lower Q than the out-of-phase OP 

torsional mode, Fig. 2 

As above presented, the intrinsic energy dissipation in the nanoresonator is caused by not 
only TED but also anchor loss. Therefore, it firstly needs to prove that the anchor loss in the 
nanoresonator in the out-of-phase torsional mode is negligible. It is well-known that the anchor 
loss is minimal by locating anchors at the stationary points of vibration beams, however, it is 
challenging to evaluate quantitatively the anchor loss in the nanoresonator having a complex 
structure. Therefore, we will estimate the anchor loss in terms of investigating TED in the 
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nanoresonator by decomposing its structure. The anchor loss can be caused by propagating 
elastic energy through the interconnection between the spring beam and the supporting beam and 
the two ends of the supporting beam attached to the substrate. To estimate the anchor loss caused 
by the interconnection between the spring beam and the supporting beam, we compare the Q-
factor of the asymmetrical nanoresonator as shown in Fig. 4a, which is composed of only half the 
proposed symmetrical nanoresonator in Fig. 1. The asymmetrical nanoresonator has the Q-factor 
of 1.195×107 lower than that of the symmetrical nanoresonator (2.291×107). For comparison, the 
temperature distribution of the asymmetrical nanoresonator is shown in Fig. 4b. Thus, the 
temperature gradient has appeared in this nanoresonator, which is caused by the extension and 
compression strain in the flexural vibration of the supporting beam. The supporting beam 
perform flexural vibrations due to the torsional torque generated by the rotational motion of the 
spring beam. In contrast, the temperature gradient does almost not appear in the proposed 
symmetrical nanoresonator, Figs. 2c-d. This means that the anchor loss caused by propagating 
the elastic energy through the interconnection between the spring beam and the supporting beam 
is minimized in the proposed symmetrical nanoresonator. It can also be derived from the 
damping analysis in the asymmetrical and symmetrical nanoresonators that the weakening of the 
mechanical coupling between the two OP rotating oscillators leads to the increment of TED, i.e. 
the decrement of the Q-factor. This can be explained that the compression and extension strain of 
the supporting beam becomes larger when the mechanical coupling strength between the two OP 
rotating oscillators is weakened. 

 

 
Fig. 4. (a) and (b) are schematic drawings and temperature distributions of the asymmetrical 
nanoresonator, respectively; (c) and (d) are schematic drawings and temperature distributions 

of the nanoresonator with one free supporting beam end in the out-of-phase torsion mode, 
respectively 

 
To estimate the energy dissipation caused by propagating the elastic energy through the 

two anchors to the substrate, we use the nanoresonator with a fixed-free supporting beam as 
shown in Fig. 4c. The f and Q values of this nanoresonator in the out-of-phase torsional mode 
are almost the same as those of the symmetrical nanoresonator. This can be explained that the 
torsional spring beam takes the main role in determining the resonant oscillation of both the 
asymmetric and symmetrical nanoresonators. The deviation of f and Q of these two 
nanoresonators are only 4.14×10-3 % and 6.25×10-2 %, respectively. This also confirms that the 
out-of-phase torsional oscillation mode does not cause the displacement of the two anchors. 
Therefore, the elastic energy loss through the two anchors to the substrate is negligible. 
However, the nanoresonator with the supporting beam clamped at both two ends is considered to 
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be more robust than that clamped at one end. This is explained due to the higher stiffness of the 
supporting beam clamped at both two ends.  

Thus, by decomposing the structure, we have shown that the anchor loss in the proposed 
nanoresonator is negligible. Furthermore, we have investigated the same operation mode in the 
three nanoresonators, the asymmetrical, symmetric, and fixed-free supporting beam 
nanoresonators, so the relation of the results from the three nanoresonators can be derived. 
Therefore, the intrinsic energy dissipation is dominant due to TED. 

In the following, we will focus on investigating TED in the nanoresonator oscillating in 
the out-of-phase torsional mode. For the design purpose of one high-Q OP vibrational beam 
nanoresonator, the dependence of TED on the dimensions of the supporting beam has been 
investigated. The resonant frequency of the nanoresonator does almost not depend on La`and 
Wa. When La and Wa increase, the Q-factor of the nanoresonator slightly decreases. This can be 
explained that the mechanical coupling between the two torsional oscillations on both sides of 
the supporting beam is being weakened, which leads to the increment of TED.  

 

 
Fig. 5. (a) and (b) are f and Q of the OP vibrational beam nanoresonator investigated as 

functions of aspect ratio, respectively; (c) and (d) are f and Q of the OP vibrational beam 
nanoresonator investigated as functions of cross-section, respectively 

 
The f and Q values of the OP vibrational beam nanoresonator have been investigated as 

a function of the aspect ratio of beams (wide W to thick t ratio). In the investigation, the 
thickness and length of the beams are fixed at 60 nm and 1µm, respectively, while the width 
is varied. Figures 5a–b show the investigated results. The frequency response shows an 
87 MHz minimum at the aspect ratio of 1, however, the Q-factor obtains a maximum of 
2.3×107. For the aspect ratio of 1, the Q-factor obtains the highest value. This may be 
explained that TED in the torsional oscillation with the aspect ratio of 1 is mainly caused by 
the four edge regions of the torsional oscillation beam and the flexural vibration of the 
resonant beam. Thus, to maximize the Q-factor of the nanoresonator, the aspect ratio of the 
spring beam should be chosen to 1, i.e. the cross-section of the spring beam is square-shaped. 
Based on such criteria, f and Q of the nanoresonator have then been investigated as functions  
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of cross-section while keeping the aspect ratio to be 1. The investigated results are shown in 
Figs. 5c–d. f increases with the cross-section, while the Q-factor decreases quickly according 
to the cross-section. When the cross-section decreases from 2.56×104 nm2 (120 nm  
wide × 120 nm high) to 36×102 nm2 (60 nm wide × 60 nm high), f decreases a factor of 2.68, 
however, the Q-factor increases more than one order of the magnitude (16 times).  

In the following investigation, the OP vibrational beam nanoresonator with the  
60 nm × 60 nm cross-section has the highest Q value chosen to investigate the dependence of 
Q on Ls. Ls varied from 0.5 µm to 1.75 µm. The investigated results are shown in Fig. 6 (a). 
The Q-factor strongly depends on Ls. When Ls is varied from 0.5 µm to 1.75 µm, the Q-factor 
of the OP vibrational beam nanoresonator increases a factor of 5.9 from 8.68×106 to 5.15×107. 
In contrast with Q, f decreases a factor of 1.8 from 120 MHz to 66 MHz.  

 

 
Fig. 6. The resonant frequency and quality factor of the OP vibrational beam nanoresonator 

were investigated as functions of Ls (a) and Ws (b), respectively 
 

From the investigated result in Fig. 5b, the Q-factor of the OP vibrational beam 
nanoresonator achieves the maximum value when the aspect ratio of the spring beam is 1. 
However, for application in practical design, in addition to the study on the Q-factor 
depending on the length of the spring beam, we have also investigated the Q-factor of the 
nanoresonator as a function of Ws. In this case, the thickness of the spring beam is kept to be 
60 nm, while Ws is varied. The investigated results are shown in Fig. 6b. The Q-factor 
decreases a factor of 5.8 from 2.29×107 to 3.94×106, while f increases two times from 
86.9 MHz to 186 MHz. Thus, f and Q of the OP vibrational beam nanoresonator strongly 
depend on the length and width of the spring beam. Here, the spring beam takes part as a 
torsional oscillation in the nanoresonator. As proved in the previous section, when Ws varies, 
the aspect ratio of the torsional spring beam differs from 1, this means that TED increases, 
which leads to the decrement of the Q-factor. 
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Fig. 7. (a) and (b) show the f and Q of the OP vibrational beam nanoresonator investigated as 

functions of Lb and Wb, respectively 
 

The f and Q values have also been investigated as functions of Lb and Wb. The results 
are shown in Figs. 7a - b. As seen in Fig. 7, the Q-factor linearly increases with Lb and Wb. In 
Fig. 7a, the cross-section of the beams is 60 nm wide × 60 nm high. When Lb increases from 
0.5 µm to 1.75 µm, the Q-factor increases a factor of 1.8 from 1.75×107 to 3.11×107, while f 
decreases a factor of 6.8 from 248 MHz to 36.6 MHz. When Wb increases from 60 nm to 
180 nm (Fig. 7b), the Q-factor increases a factor of 3.6 from 2.29×106 to 8.29×107, while f 
decreases a factor of 1.7 from 87 MHz to 51MHz. In this investigation, the thickness of the 
resonant beam is fixed at 60 nm. The increment of the Q-factor with Wb can be explained by 
Zener’s TED theory [19,20]. The energy distribution exhibits a Lorentzian behavior as a 
function of ωrτ, (Q-1 = ∆M (ωrτ/(1 + (ωrτ)2)), where, 𝜏𝜏 (=  �𝜏𝜏𝜎𝜎𝜏𝜏𝛿𝛿) is thermal relaxation time, 
in which τσ and τδ are the relaxation times of the stress and strain, respectively, ∆M is a 
dimensionless quantity called the relaxation strength of the elastic modulus). The energy 
distribution appears a maximum value when ωrτ = 1 [19,20].For the resonating beam with 
dimensions of 60 nm wide x 60 nm high x 0.5 µm long, τ (= ρCpt2/π2κ) is evaluated to be 
2.64 × 10−13, so in the investigated range of Wb, ωr < 1/τ. When Wb increases, ωr decreases 
due to the increment of the rotational inertia while τ is constant, ωrτ is consequently 
decreased. Thus, the Q value increases with Wb due to lesser energy dissipated.  

 
4. Conclusion 
We have presented the design and simulation analysis of an OP vibrational beam 
nanoresonator. Based on the motion transformation mechanism from torsion into the rotation, 
the OP vibrational beam nanoresonator having ultrahigh intrinsic Q-factor in considering both 
anchor loss and TED is designed and simulated. The torsional oscillation is used to minimize 
TED, while the out-of-phase vibration is employed to form the stationary points for 
suppressing anchor loss. The optimal design flow for the OP vibrational beam resonator has 
been carried out. The torsional spring beam should have a square shape to minimize TED. 
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The OP vibrational beam nanoresonator with the Q-factor over 107 is achievable by 
optimizing its representative geometry parameters.  
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Abstract. The purpose of this work was to calculate the electronic band structure of ideal and 
defective Cd1-xMnxS. Ab initio, calculations are performed in the Atomistix Toolkit program 
within the Density Functional Theory and Local Spin Density Approximation on Double Zeta 
Double Polarized basis. We have used Hubbard U potential UMn = 3.59 eV for 3d states for 
Mn atoms. Supercells of 8 and 64 atoms were constructed. After the construction of           
Cd1-xMnxS (x = 6.25%; 25%) supercells, atom relaxation and optimization of the crystal 
structure were carried out. Electronic band structure, and density of states were calculated, 
and total energy have been defined in antiferromagnetic and ferromagnetic phases. Our 
calculations show that the band gap increases with the increases in Mn ion concentration. It 
has been established that defects such as interstitial Cd(S) atom, Cd(S) vacancy or Frankel 
pair in the crystal structure lead to increasing band gap, shifting of Fermi level towards the 
valence or conduction band. 
Keywords: ab initio calculations, DFT, semimagnetic semiconductors, electronic band 
structure, defect 
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1. Introduction 
CdS (band gap 2.43 eV) is an attractive semiconductor in the photoconductive, photovoltaic, 
and optoelectronic materials [1-5]. They have large applications as photoconductors in the 
visible and near ultra-violet spectral regions, in semiconductor lasers, nonlinear optical 
devices [6], photovoltaic solar cells, thin film transistors, display devices [7] and also for 
tagging biological molecules [8]. Doping of transition metals such as Mn, Fe, Ni, Co, etc. in 
nonmagnetic CdS is very important to make this material multifunctional, that influences the 
electronic structure, produces unique magnetic and magneto-optical properties with 
unparalleled opportunities in the field of spintronics [9].  Cd1-xMnxS thin films have also 
drawn large attention because of their magnetic and magneto-optical properties [10,11]. 
Room temperature CdS- based semimagnetic semiconductors (SMSC), such as Mn-doped 
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CdS are a very good photoluminance compound due to d states at the top of the valence band 
and intra-d shell transitions [12].  

This work is devoted to ab initio calculations of Cd1-xMnxS SMSC by using Density 
functional theory (DFT). DFT have been successfully used for theoretical investigations of 
magnetic materials [13-17]. The Mn-CdS sheet with 16 atom supercell is analyzed by 
Kumar S., Kumar A., Ahluwalia P.K. [18]. The electronic band structure of wurtzite CdS 
calculated by Rantala et al. using two different self-consistent ab initio Local Density 
Approximation (LDA) methods [19]. Nabi [20] investigated electronic and magnetic 
properties of Mn-doped CdS in the wurtzite phase, using ab-initio calculations based on LDA, 
Generalized Gradient Approximation (GGA) and LDA + U exchange and correlation 
functional. It is found that Mn:CdS does not allow the hopping of electrons and d-d super 
exchange interactions are observed in Mn:CdS [20]. Ahmed N., Nabi A., Nisar J., Tariq M., 
Javid M.A., and Nasim M.H. [12] investigated the electronic band structure of Cd1-xMnxS  
(x = 6.25 %) using spin-polarized DFT within the framework of GGA, its extension via on-
site Hubbard U interactions (GGA + U), and a model for exchange and correlation of 
potential Tran modified Becke-Johnson (TB-mBJ).  

Band structure of defective CdMnS has been investigated less [20] in comparison with 
other SMSC. The purpose of this work was to calculate the electronic band structure of ideal 
and defective Cd1-xMnxS SMSC in both. 

 
2. Methods and results 
Ab initio calculations are performed in the Atomistix Toolkit (ATK) program within the DFT 
and Local Spin Density Approximation (LSDA) on the Double Zeta Double Polarized 
(DZDP) basis. We have used Hubbard U potential UMn = 3.59 eV for 3d states for Mn atoms 
[5-10]. Ideal supercells of 8 (Fig. 1) and 64 (Fig. 2) atoms were constructed. After the 
construction of Cd1-xMnxS (x = 0; 6.25 %; 25 %) supercells, atom relaxation and optimization 
of the crystal structure were carried out to eliminate forces and minimize stresses. Electron 
band structure (EBS) and density of states (DOS) were calculated, and the total energy has 
been defined in AFM and FM phases.    
 

  

 
a b c 

Fig. 1. Cd1-xMnxS, x=0.25 supercell: a – forces; b – bulk configuration;  
c – density of states 
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a b 

Fig. 2. Cd1-xMnxS, x = 0.0625 supercell: a – bulk configuration; b – density of states 
 

The electron band structure of Cd1-xMnxS (x = 0.0625) SMSC is determined from the 
projected density of states (PDOS) (Fig. 3). The obtained PDOS plots are presented in Fig. 3. 
The analysis of these graphs shows that in the valence band, the electron band structure of  
Cd1-xMnxS consists of three parts: (1) the upper part of the valence band is mainly formed by 
p-orbitals of S and Cd atoms, s-orbitals of Cd and Mn atoms with some contribution of  
d-orbitals of Mn atoms; (2) the middle part is formed by d-orbitals of Cd atoms, which are  
8–9 eV lower than the valence band maximum (3) the lower part is formed by s-orbitals of S 
and Mn atoms, and p-orbitals of Mn atoms which are located 13 eV lower than the valence 
band maxim. The bottom of the conductivity band is formed by s-and p-orbitals of Mn atoms 
and p-orbitals of Cd atoms, d-orbitals of S atoms (Fig. 3). 

The band gap for the Cd1-xMnxS SMSC with x = 0.25 supercells is equal to Eg = 1.6 eV 
and total energy is equal to Et = –6698.61546 eV. For the x = 0.0625 supercell band gap is 
equal to Eg = 1.25 eV and total energy is equal to Et = 59267.92943 eV. The calculated band 
gap much closer to theoretical 1.25 eV, 1.27 eV [12,20] and experimental value [26]. The 
values of band gap with GGA calculations and effect of Hubbard "U" term on band gap using 
GGA+U calculations were used in [12,20].  

Calculations show that the band gap increase with an increase in Mn ion concentration 
(Table 1). These theoretical results have a good agreement with experimental results [27]. The 
optical transmission of the Cd1-xMnxS thin films show that the band gap increases with the 
increases in manganese ion concentration. 

 
Table 1. Band gap and total energy for Cd1-xMnxS  

x Eg, eV Et, eV 

0 0.83 -1910,95 

0.0625 1.25 -59267,93 

0.25 1.6 -6698,62 
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                        Cd-s                                         S-s                                     Mn-s                              

              
                                   Mn-p                                     Cd-p                                      S-p    
                           

                    
                                S-d                                       Mn-d                                     Cd-d 

Fig. 3. PDOS of Cd1-xMnxS (x = 0.0625) SMSC 
 

EBS and DOS of the defective Cd30Mn2Se32 supercell are calculated. We consider 
vacancy-type defects. Atom relaxation and optimization of the crystal structure were carried 
out, and forces and stresses were minimized (Fig. 4). 
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a b 

Fig. 4. Forces: a – before optimization; b – after optimization 
 

 
 

 
a b c 

Fig. 5. S vacancy in Cd1-xMnxS, x = 0.625; a – bulk configuration; b – EBS; c – DOS 
 

 
 

 
a b c 

Fig. 6. Cd vacancy in Cd1-xMnxS, x = 0.625; a – bulk configuration; b – EBS; c – DOS 
 

In the case of S vacancy (VS), the band gap is Eg = 1.3 eV, and the total energy equals  
Et = –58907.65 eV (Fig. 5); for Cd vacancy (VCd) the band gap is Eg = 1.55 eV, the total 
energy is Et = –57712.51 eV (Fig. 6). Figures 5 and 6 show that Cd or S vacancy in a crystal 
leads to an increase in the band gap, as a change in the total energy occurs, the Fermi level 
shifts towards the valence or conduction band. 
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Fig. 7. Interstitial Cd atom in Cd1-xMnxS, x = 0.625; a – bulk configuration; b – EBS; c – DOS 
 

  
 

a b c 
Fig. 8. Interstitial S atom in Cd1-xMnxS, x = 0.625; a – bulk configuration;  

b – magnetic moments; c– EBS 
 

Supercell of Cd1-xMnxS of 64 atoms with interstitial Cd (ICd ) atom and interstitial S (IS) 
atom were constructed. After the construction of Cd1-xMnxS (x=6.25 %) supercell with 
interstitial Cd or S atom, atom relaxation and optimization of crystal structure were carried 
out. Electron band structure, density of states were calculated, and total energy have been 
defined (Fig. 7,8). In the case of interstitial Cd atom, the band gap is equal to Eg=1.35 eV, 
total energy is equal to Et=-60817.73 eV (Fig. 7). For the interstitial S atom, the band gap is 
equal to Eg=1.75 eV, and total energy is equal to Et=-59624.67 eV (Fig. 8). Figures 7 and 8 
show that interstitial Cd or S atoms in crystal structure lead to an increase in the band gap. 

 

 
 

 
a b c 

Fig. 9. Frenkel pair in Cd1-xMnxS, x = 0.625; a – bulk configuration; b – EBS; c – DOS 
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Supercell of Cd1-xMnxS of 64 atoms with Frankel pair was constructed. After the 
construction of Cd1-xMnxS (x=6.25 %) supercell with Frankel pair, atom relaxation and 
optimization of crystal structure were carried out. Electron band structure, density of states 
were calculated, and total energy have been defined. In the case of Frankel pair, the band gap 
is equal to Eg=2 eV, total energy is equal to Et=-60817.77 eV (Fig. 9).  

It can be concluded that vacancy, interstitial atom, or Frenkel pair type defects in crystal 
lead to an increase in the band gap, Fermi level shifts towards the valence or conduction 
band (Table 2). 
 
Table 2. Band gap and total energy for Interstitial Cd (S) atom and Cd (S) vacancy in  
Cd1-xMnxS, x=0.25 

x=0.0625 Ideal VCd VS ICd IS FP 

Eg, eV 1.25 1.55 1.3 1.35 1.75 2 

Et, eV -59267.93 -57712.51 -58907.65 -60817.73 -59624.67 60817.77 

 
3. Conclusion 
Ab initio calculations have been performed to analyze the electronic band structure of an ideal 
and defective Cd1-xMnxS SMSC (х = 0.25; 0.0625). It has been defined that with an increase 
in Mn ion concentration in the Cd1-xMnxS, there is an increase in the band gap and an increase 
in the total energy. The calculations show that the defects as a vacancy, interstitial atom, or 
Frenkel pair in a crystal lead to an increase in the band gap, shifting the Fermi level towards 
the valence or conduction band.   
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Abstract. Restoration and retrofitting of heritage buildings is a complex analysis. In actual 
practice, building materials of heritage masonry buildings are anisotropic. However, in 
practice, these building materials had been considered isotropic to optimize the analysis. The 
present study is a comparative analysis of these two approaches. A heritage school building in 
northern India underlying seismic zone IV has been considered for the analysis. The seismic 
performance analysis of the buildings has been carried out through numerical modeling using 
the SAP2000. Analysis has been carried out for one set of isotropic and three sets of 
orthotropic material parameters. Normal and shear stresses had been observed and compared 
with stress calculated from the empirical relationships provided in the standard code of 
practice. 
Keywords: heritage building, orthotropic material, seismic performance, Chamoli 
earthquake, modal analysis 
 
Acknowledgements. The authors are highly grateful to UGC for providing grants (File no. 
3.44/2012 (SAP II)) for undertaking this work. 
 
Citation: Kamran, Ahmad S, Khan RA. Seismic behavior of heritage building with isotropic 
and orthotropic material properties: a comparative analysis. Materials Physics and 
Mechanics. 2022;48(3): 428-442. DOI: 10.18149/MPM.4832022_13. 
 
 
1. Introduction 
The understanding of the failure mechanism of masonry structures under lateral loads is of 
utmost importance, as it fails miserably under lateral load [1-5]. Doors and windows opening 
are highly vulnerable [6]. The investigation of seismic behaviour of any heritage buildings 
(typically masonry structures) is combined with several difficulties such to find its original 
design plans. Moreover, modifications have occurred to the structure due to changes of use or 
combined with renovations over time [7,8]. Unfortunately, documentations on modifications 
of the structure are also not available either. To find the seismic performance of structures it is 
very useful to find old records of historical earthquakes in the region. Due to the non-
availability of codes at the time of construction, the design of masonry buildings was based on 
personal experience resulting in very thick and uneconomic structures. In order to minimize 
the effort of the material survey, parameters must be defined with reference to present codes 
or reference values of similar structures. Masonry is a composite, non-homogeneous and 
anisotropic material. It may be of stones, bricks, adobe, or tiles bonded together with mortar. 
Masonry structures are load-bearing and perform a variety of functions like supporting loads, 
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subdividing space, providing thermal insulation and weather protection, etc. Being a 
heterogeneous material, behaviour of masonry depends on the mechanical properties of its 
components, the arrangement of the units, the interfaces between them, and the interaction of 
these units with other structural members and materials used in the building (e.g. timber or 
steel beams and columns and timber floors) [9-12].  

Camathias U. [13] has conducted theoretical and experimental research and found 
various parameters of masonry construction which affect the strength, stability, and 
performance of masonry structures are found, need to be considered in the design. It is a vital 
issue to understand the lateral load resisting system of such structures for their comprehensive 
structural analysis. The earthquake waves hitting perpendicular to the longer side of the wall 
are more vulnerable than that hitting parallel to the longer side of the wall. This is mainly due 
to the height-to-thickness ratio of the masonry wall [13]. The historic masonry walls have 
confirmed the high vulnerability and low shear capacity when exposed to seismic actions 
whereas the shear strength of masonry increases with the pre-compression up to a limit and 
becomes constant at higher pre-compression [15]. Nowadays, finite element analyses have 
become the most important tool for the analysis of historical structures [10,16]. Sarhosis V. et 
al. [17] have found that 3D simulation approach is more reliable to investigate the real seismic 
response than 2D analysis. Parajuli H.R. [18] investigated the effects of various earthquake 
ground motions on finite element model (FEM) have confirmed that old masonry structures 
were found very weak in resisting seismic forces. The article is devoted to the important 
applied problem – the seismic resistance estimation of ground buildings. Due to the high risks 
of destruction during the earthquake, the old building should be modified to resist enough 
stability. In the case of the impossibility to carry out laboratory experiments, computer 
simulation is a reasonable technique. The nonlinear analysis technique is widely used by other 
scientific groups [19]. The author described the current state of the art in the direction is 
seismic impact simulations, however, not only finite-element methods show good results. For 
example, due to the hyperbolicity of the considered dynamic problem, the grid-characteristic 
method recently showed perfect precision [20]. 

In the present study, the seismic behaviour of the masonry heritage school (STS High 
School, Aligarh) building has been analysed. It is a brick masonry structure, established in 
1875 A.D. It is a residential school in seismic zone IV with the strength of 2000 students. 
Figure 1 shows a northwest view of the school building. 

 

 
Fig. 1. STS High School Front NorthWest view [21] 
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2. Mathematical Modelling Techniques 
The following modelling techniques can be adopted [10,14]. 

(1) Detailed micro modelling: Units and mortar joints are represented by continuum 
elements whereas the unit-brick interface is represented by discontinuous elements. 

(2) Simplified Micro modelling: Expanded units are represented by continuum elements 
whereas the behaviour of the mortar joints and the unit-mortar interface is lumped in 
discontinuous elements. These interface elements represent the preferential crack locations 
where tensile and shear cracking occur. 

(3) Macro-modelling: Units, mortar, and unit-mortar interface are smeared out in the 
continuum. It is more practice-oriented due to the reduced time and memory requirements as 
well as user-friendly mesh generation. 

These three types of modelling techniques of a masonry sample have been 
shown in Fig. 2. 
 

 
Fig. 2. Modeling Techniques for Brick Masonry (a) typical masonry sample, (b) detailed 

micro modeling, (c) simplified micro-modeling, (d) macro-modeling [22] 
 
3. Numerical Modeling of the Heritage Building 
The case study structure is load-bearing. Since it is a very large structure, the heterogeneous 
micro modelling is not possible, therefore, the homogeneous macro modelling is used for 
Finite Element (FE) modelling of the unreinforced masonry heritage structure. Since the 
ground and first-floor plans are almost similar, see Figs. 3,4 and the building is almost 
symmetrical, therefore, only half of the building is considered for numerical analysis. It is 
also a reasonable approach in order to make a computationally efficient finite element model.  
All the walls in the structure except the veranda walls are 304.8 mm thick while the veranda 
walls are 228.6 mm thick. The height of the ground floor is 5.13 m and the height of the first 
floor is 4.65 m while the height of the first floor of veranda wall is 3.84 m. SAP2000 software 
is used for analysis in which the homogeneous masonry units are modelled using shell 
elements because it has good agreement with finite element software and experimental results 
[23]. The building rests on very firm soil with about 1.5 m deep masonry strip footing. The 
support condition, therefore, is taken as fixed in the software model. Masonry columns are 
provided in the buildings. Some are solid and some are hollow from the inside. Hollow 
columns are not considered in the software design model. The building is having an arched 
roof supported on iron girders which are resting on masonry walls. Columns and iron girders 
are modeled using frame elements in the software model. The results obtained will be 
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generalized for the whole building. Figure 5 shows 3D view of the software model of the 
structure with co-ordinate axes. 
 

 
Fig. 3. Typical Ground Floor Plan 
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Fig. 4. Typical First Floor Plan 
 
 

Fig. 5. 3D view of the half structure 
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4. Analysis and Discussion  
In order to examine the exact nonlinear behavior of structures, a nonlinear time history 
analysis has to be carried out. In this method, the ground motion record is applied to the 
structures in the form of time history. Chamoli earthquake in the form of ground acceleration 
has a magnitude of 6.5 on the Richter scale and was recorded at an epicentral distance of 
8.72 km. Figure 6 shows the recorded time history data of Chamoli Earthquake. This time 
history follows the provisions given in FEMA P695 [24], therefore it is used as input ground 
motion for the analysis. 

 

 

Fig. 6. Time history of Chamoli Earthquake 

 
According to FEMA 273 [25], in order to determine the mechanical properties of 

existing masonry, test prisms shall be extracted from an existing wall and tested in 
compression, tension, etc. Since the structure in the present study is a heritage institutional 
building; it was not allowed to extract the prism from there. In absence of the actual data for 
the existing building, material properties have been taken after studying the literature. The 
values taken for old unreinforced brick masonry with lime mortar do not show much variation 
worldwide. According to F. Paris [26], values of compressive strength and modulus of 
Elasticity for Old brick masonry with lime mortar can be taken as 2.40 - 4.00 MPa and  
1200 - 1800 MPa respectively. 

The material properties as shown in Table 1 have been taken from recent literature [27] 
on seismic analysis of a hundred years old unreinforced masonry buildings in Nepal. The 
building is having much similarities, in age, construction type and material, etc., with the 
presently studied building. Also, Nepal is located very near so a similarity can be observed in 
the material, workmanship, techniques, climate, and other structural parameters. So using the 
same material properties for the present study is justified. With these data, the heritage 
building is analyzed using SAP2000 software [28]. 
 
Table 1. Mechanical properties of the materials [27] 

Materials 
Young's 

Modulus, E 
(N/mm2) 

Poisson 
Ratio, µ 

Mass 
Density 
(kN/m3) 

Compressive 
Strength 
 (MPa) 

Tensile 
Strength, 

(MPa) 
Brick 

Masonry 1708 0.15 21 4 0.4 
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Materials are said to be orthotropic when their properties are different in three mutually 
perpendicular directions. For the present orthotropic analysis, the values of elastic and shear 
moduli in three perpendicular directions are taken such that the equivalent of these are nearly 
equal to isotropic moduli. The values of moduli are given below in Table 2. The values of 
other required parameters are taken the same as given in Table 1. 

 
Table 2. Material Parameters 

Properties of material Case 1 Case 2 Case 3 

E𝑥𝑥 (MPa) 1200 800 1000 

E𝑦𝑦 (MPa) 1000 1200 800 

E𝑧𝑧 (MPa) 800 1000 1200 

G𝑥𝑥 (MPa) 500 300 400 

G𝑦𝑦 (MPa) 400 500 300 

G𝑧𝑧 (MPa) 300 400 500 
 

Using the above material properties, various modes shapes, and stresses in the structure 
are obtained from the finite element model. 

Natural frequencies and mode shapes of the building have been obtained through modal 
analysis. The first 3 natural frequencies and corresponding time periods of each case of 
analysis are given in Table 3. The mode shapes of the case study building are similar for each 
case. The first three mode shapes are shown in Fig. 7. The natural frequencies decrease and 
time period increase (Table 3). In each case, the natural frequencies are closely spaced.  

  
Table 3. Natural Frequencies with corresponding time periods 

Mode 

Isotropic material 
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Orthotropic material case 
Case 1 Case 2 Case 3 
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1 8.35348 0.11971 6.62155 0.15102 6.17824 0.16186 5.92898 0.16866 

2 8.75714 0.11419 6.95845 0.14371 6.21843 0.16081 6.23321 0.16043 

3 8.87935 0.11262 7.12476 0.14036 6.43689 0.15535 6.37783 0.15679 
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(a) Mode shape I (b) Mode Shape II (c) Mode Shape III 

Fig. 7. First Three Natural Mode Shape 

 
The time history in the form of ground acceleration is applied in X and Y directions. 

The direct principal and maximum shear stresses for different parts of the structure are found. 
The permissible values of the stresses are given in IS-1905 [29]. For the present case, the 
permissible values of compressive, tensile, and shear stresses can be taken as 1.1 MPa, 
0.07 MPa, and 0.25 MPa respectively. 

For Isotropic Material Case. As shown in Fig. 8, most part of the structure remains 
under compression within a permissible limit. The maximum values of compressive and 
tensile stresses are found to be 0.810 MPa and 0.222 MPa respectively. The tensile stresses 
are exceeded at slab and beam wall junctions. As shown in Fig. 9, the structure is 
experiencing shear stress within a permissible limit i.e. within 0.25 MPa. The maximum value 
of shear stress is found to be 0.130 MPa.  

As shown in Fig. 10, here also most part of the structure remains under compression 
within a permissible limit. The maximum values of compressive and tensile stresses are found 
to be 0.818 MPa and 0.254 MPa respectively. The tensile stress is exceeded at all the joints 
and roofs. As shown in Fig. 11, the structure is having shear stress within permissible limits. 
The maximum value of shear stress is found to be 0.132 MPa. 

 

 

Fig. 8. Direct Principle Stress (MPa) due to Earthquake in X direction in isotropic case 
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Fig. 9. Maximum Shear Stress (MPa) due to Earthquake in X-direction in isotropic case 

 

Fig. 10. Direct Principle Stress (MPa) due to Earthquake in Y direction in the isotropic case 

 

Fig. 11. Maximum Shear Stress (MPa) due to Earthquake in Y-direction in the isotropic case 
 

The shear stress contours in the heritage building were found to be the same in all 
orthotropic cases when compared to the isotropic material case but the maximum values of 
the shear stresses were found to be different in each case, therefore, only the maximum value 
of shear stress has been provided in each orthotropic case. On the other hand, the direct 
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principal stress contours were found to be different from each other with their maximum 
values, therefore, the figures of direct stress contour results have been provided in each 
respective case.   

For Orthotropic: Case 1.  As shown in Fig. 12, most part of the structure remains under 
compression within a permissible limit. The maximum values of compressive and tensile 
stresses are found to be 0.618 MPa and 0.206 MPa respectively. The tensile stress is exceeded 
at roof and beam-wall junctions. The shear stress contours were found to be the same as 
shown in Fig. 9, however, the maximum value of shear stress is found to be 0.099 MPa, which 
is within a permissible limit, i.e. 0.25 MPa. 

As shown in Fig. 13, here also most part of the structure remains under compression 
within a permissible limit. The maximum values of compressive and tensile stresses are found 
to be 0.694 MPa and 0.199 MPa respectively. The tensile stress is exceeded at all the joints 
and roofs. The shear stress contours were found to be the same as shown in Fig. 11, however, 
the maximum value of shear stress is found to be 0.111 MPa, which is within a 
permissible limit. 

 

 

Fig. 12. Direct Principle Stress (MPa) due to Earthquake in X direction in orthotropic case I 

 
Fig. 13. Direct Principle Stress (MPa) due to Earthquake in Y direction in orthotropic case I 

 
For Orthotropic: Case 2. As shown in Fig. 14, most part of the structure remains under 

compression within a permissible limit. The maximum values of compressive and tensile 
stresses are found to be 0.696 MPa and 0.167 MPa respectively. The tensile stress is exceeded 
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at the roof and beam-wall junction. The shear stress contours were found to be the same as 
shown in Fig. 9, however, the maximum value of shear stress is found to be 0.113 MPa, which 
is within a permissible limit, i.e. 0.25 MPa. 

As shown in Fig. 15, here also most part of the structure remains under compression 
within a permissible limit. The maximum values of compressive and tensile stresses are found 
to be 0.687 MPa and 0.196 MPa respectively. The tensile stress is exceeded at all the joints 
and roofs. The shear stress contours were found to be the same as shown in Fig. 11, however, 
the maximum value of shear stress is found to be 0.120 MPa, which is within a 
permissible limit. 

 

 

Fig. 14. Direct Principle Stress (MPa) due to Earthquake in X direction in orthotropic case II 

 

Fig. 15. Direct Principle Stress (MPa) due to Earthquake in Y direction in orthotropic case II 
 

For Orthotropic: Case 3. As shown in Fig. 16, most part of the structure remains under 
compression within a permissible limit. The maximum values of compressive and tensile 
stresses are found to be 0.565 MPa and 0.193 MPa respectively. The tensile stress is exceeded 
at the roof and beam-wall junction. The shear stress contours were found to be the same as 
shown in Fig. 9, however, the maximum value of shear stress is found to be 0.091 MPa, which 
is within a permissible limit, i.e. 0.25 MPa. 

As shown in Fig. 17, here also most part of the structure remains under compression 
within a permissible limit. In a few places, the maximum values of compressive and tensile 
stresses are found to be 0.605 MPa and 0.175 MPa respectively. The tensile stress is exceeded 
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at all the joints and roofs. The shear stress contours were found to be the same as shown in 
Fig. 9, however, the maximum value of shear stress is found to be 0.097 MPa, which is within 
a permissible limit. 

 

 

Fig. 16. Direct Principle Stress (MPa) due to Earthquake in X direction in orthotropic case III 

 

Fig. 17. Direct Principle Stress (MPa) due to Earthquake in Y direction in orthotropic case III 

 
Table 4. Maximum value of Stresses due to Earthquake in X direction 

Type of 
Stress 

Isotropic 
material Case 

Orthotropic material cases 
Case 1 Case 2 Case 3 

Compressive (MPa) 0.810 0.618 0.696 0.565 
Tensile (MPa) 0.222 0.206 0.167 0.193 
Shear (MPa) 0.130 0.099 0.113 0.091 

 
Table 5. Maximum value of Stresses due to Earthquake in Y direction 

Type of 
Stress 

Isotropic 
material Case 

Orthotropic material cases 
Case 1 Case 2 Case 3 

Compressive (MPa) 0.818 0.694 0.687 0.605 
Tensile (MPa) 0.254 0.199 0.196 0.175 
Shear (MPa) 0.132 0.111 0.120 0.097 
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5. Conclusion 
The present study shows that the mode shapes of all cases of analysis are found to be similar 
(Fig. 6) and their corresponding natural frequencies are closely spaced in each material case, 
see Table 3. But the values of natural frequencies of the isotropic cases have been found 
higher than all orthotropic cases. In orthotropic cases, the value of natural frequencies of case 
1 is found to be higher than case 2, and case 2 values are found to be higher than case 3.  

Due to the earthquake in X-direction, see Table 4, the maximum value of compressive, 
tensile, and shear stresses of the isotropic cases are found to be higher than the values of all 
orthotropic cases. The maximum value of compressive stress of orthotropic case 2 value is 
found to be higher than case 1 and case 1 value is found to be higher than the case 3 whereas 
the maximum value of tensile stress of orthotropic case 1 value is found to be higher than 
case 3 and case 3 value is found to be higher than the case 1 whereas the maximum value of 
shear stress of orthotropic case 2 value is found to be higher than case 1 and case 1 value is 
found to be higher than the case 2. 

Due to the earthquake in Y-direction, see Table 5, the maximum value of compressive, 
tensile, and shear stresses of the isotropic cases are found to be higher than the values of all 
orthotropic cases. The maximum value of compressive stress of orthotropic case 1 value is 
found to be higher than case 2, and case 2 value is found to be higher than case 3. Similarly, 
the maximum value of tensile stress of orthotropic case 1 is found to be higher than case 2, 
and case 2 value is found to be higher than case 3 whereas the maximum value of shear stress 
of orthotropic case 2 value is found to be higher than case 1, and case 1 value is found to be 
higher than case 3. 

In all cases of analysis, the tensile stresses are exceeded the permissible limit whereas 
the compressive and shear stresses are found to be within the permissible limit. The tensile 
stresses are exceeded mostly at the corners of walls, roof level, and beam-wall junctions. The 
maximum value of compressive stress in all cases is found to be at the bottom of walls and 
piers whereas the maximum value of shear stress is found to be at the corners of walls and 
piers.  

The portions around the openings are found highly vulnerable. There is a requirement 
for retrofitting to overcome the exceeded stresses. 
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Abstract. The behavior of a polycrystal during deformation depends on the deformation of its 
constituent grains, their boundaries, and the degree of interaction. In this case, the 
deformation of a single grain is determined by its orientation and morphology. An urgent task 
is to estimate the stress level for individual grains of a polycrystalline aggregate of aluminum 
bronze. This problem can be solved by molecular dynamics simulation of crystallites with 
different crystallographic and geometric characteristics. Based on the results of the active 
plastic deformation simulation, the main types of dislocations are identified and their role in 
plastic deformation and hardening is determined. It has been established that the orientation of 
the lateral faces under moderate deformations has little effect on the fraction of dislocations of 
various types and the stress. A noticeable effect is exerted by the compression axis 
crystallographic orientation and the sample height. 
Keywords: aluminum bronze, molecular dynamics method, deformation, stress, dislocation 
interaction 
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1. Introduction  
The density of defects capable of resisting shear determines the hardening of a crystalline 
material during deformation. These are defects whose motion determines the possibility of 
plastic deformation itself. Such defects at moderate degrees of deformation include point 
defects, dislocations, twins, and, under certain conditions, grain boundaries. Active plastic 
deformation at low and moderate temperatures leads to an increase in the number of 
dislocations and deformation twins, which, in turn, will resist shear to gliding dislocations. 
The possibility of shear in an individual slip system will be determined by the shear stress. 
The magnitude of the stress depends on the Schmid factor and the local stress in the region of 
the shear system. Accounting for substructural strain hardening is a complex problem. From 
the results of studying the structure by transmission electron microscopy, the moments of the 
processes of motion and interaction of dislocations remain unclear. This gap can be filled, in 
particular, by molecular dynamics simulation. Naturally obtaining the distribution of stresses 
with a well-chosen potential of the interaction of atoms and setting the boundary conditions, 
we have the opportunity to study in detail the processes in a small volume of material. 
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Using atomic simulation, it is possible to track changes in homogeneous nucleation of 
dislocations in single crystals under uniaxial loadings changes as a function of 
crystallographic orientation. In copper studies at 10 and 300 K along with the dislocation 
nucleation factor determined by the conventional Schmid factor (shear stress in the direction 
of slip), the influence of the stress normal to the slip plane (Schmid and non-Schmid terms) is 
taken into account [1,2]. Molecular dynamics simulation of the loadings of TiAl alloys in the 
<001> direction at temperatures 10 and 300 K made it possible to determine the dependence 
of tensile and compressive strength on temperature and the reasons for this effect [3]. The 
strengthening structural element is stacking-fault tetrahedra (SFT). The modeling of their 
formation mechanisms and the dependence of the formation on the stacking fault energy and 
the crystallographic orientation of loading are the subject of works [4,5]. The influence of the 
stacking fault energy of FCC metal grains with different morphology on stress-strain curves 
has been studied. The influence of grain morphology on the mechanical characteristics and 
the relationship between the formation of sessile dislocations and hardening has been 
established [6]. The nucleation of dislocations, formation of twins, the interaction of 
dislocations and twins, and the relationship of these processes with the mechanical behavior 
of FCC metals are studied in the works [7,8]. 

In the manufacture of products using the 3D surfacing method, a mixed grain structure 
is formed. One of the characteristic features of which are the formations of large grains 
elongated in the direction of the surfacing plane. In this regard, the question of the behavior of 
individual grains with different crystallographic orientations and morphology under loading 
becomes topical. This will make it possible to predict mechanical properties and obtain 
products with an optimal grain structure. 

Using aluminum bronze as a model material and data on the crystallographic and 
morphological characteristics of the product obtained by 3D electron-beam surfacing [9], the 
following problem was posed. Establish for individual grains (single crystals) the influence of 
the compression axis crystallographic orientation and lateral faces and their morphology on 
structural changes during deformation and their relation to stress by molecular dynamics 
simulation. 
 
2. Materials and methods 
Simulation of plastic deformation by compression of single crystals aluminum bronze  
(Cu-13at.% Al) was carried out by molecular dynamics. The crystal has the form of a 
tetragonal prism with dimensions 30a×60a×30a (h/d=2) and 30a×30a×30a (h/d=1) along X, 
Y, and Z axes (a is the lattice constant of the aluminum bronze). The deformation was 
determined by moving at a constant speed of 5 m/s with two rigid 5A-thick atomic layers in 
the plane X0Z above and below the sample. The LAMMPS software package and  
the interparticle potential constructed using the embedded atom method were used for 
simulating. The equations of motion of atoms were integrated by the Verlet high-speed 
method. The OVITO [10] program allows consideration of movement and interaction of 
locations in crystal structures. This is achieved by applications of the program. The common 
neighbor analysis [11] was used to determine the structural location of each atom and to 
determine the type of crystal lattice (BCC, FCC, HCP). The dislocation extraction algorithm 
[12] converted the initial atomistic representation into a linear representation of dislocations 
and the determination of their Burgers vectors. The analysis made it possible to systematize 
dislocation complexes that carry out sliding along with Shockley dislocations or are barriers 
to sliding [13]. 
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3 The relationship between the structural changes and the deformation curve 
The results of molecular dynamic simulation showed that plastic deformation of single 
crystals of aluminum bronze is carried out by the generation of Shockley dislocations from 
the places of stress concentration. Originating at the vertices of the sample, they slip in the 
octahedral plane through the crystal. In single crystals oriented for sliding along three 
(orientation of the load axis Y – [111]) and four (orientation of the load axis Y – [100]) 
equally loaded planes, it becomes possible to interact with dislocations in adjacent planes. As 
a result, slip is performed by complex defects consisting of Shockley dislocations and 
dislocations of other types [13,14]. Areas with a higher dislocation density are formed in these 
crystals. When simulating, they are observed near the loaded layers. The lateral surfaces of 
the crystal are set free. The interacting dislocations in the thickenings carry out oscillations. 
After some time, the dislocation or dislocation complex breaks away from the thickening and 
goes through the crystal.  

Consideration of the deformation of Ni and Cu-13at.% Al single crystals with the 
compression axis orientation [111] showed that, regardless of the magnitude of the stacking 
fault energy (SFE), their stress-strain curves consist of areas of increase and decrease in the 
values of the acting stress [13]. These curves characterize the process at the micro-level and 
describe elementary slip events (Fig. 1). The highlighted section of the stress-strain curve can 
be compared with the processes of changes in the dislocation structure in the simulated 
volume. The stress reduction section coincides with the sliding of the dislocation complex 
from one cluster to another dislocation cluster (A in Fig. 1 and Fig. 2a). No displacements are 
observed in stress-strain curve areas (B in Fig. 1 and Fig. 2b). Shockley partial dislocations 
take an active part in the formation of dislocation complexes. Thus, the areas of softening on 
the stress-strain curve are due to relaxation (decrease) of stress because of sliding of 
dislocations. If the increase in load is not accompanied by sliding, then an increase in stress is 
observed on the curve. 

 

 
Fig. 1. The stress-strain curve of Cu-Al alloy single crystal with a highlighted fragment, that 

shows areas of hardening and softening 
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a) b)  
Fig. 2. The evolution of the dislocation structure of Cu-Al alloy single crystal at strain: 

(a) 15%; (b) 16.8% 
 

It can be assumed that the stress level that the dislocation structure withstands under 
load is related to the strength of dislocation configurations from interacting dislocations. In 
this case, it speaks of a substructural hardening mechanism. The contribution to the resistance 
to dislocation motion associated with a dislocation structure without sub boundaries depends 
on the density of dislocations. The empirical formula gives a proportional relationship with 
the square root of the average dislocation density for a uniform distribution of dislocations 
[15]. In the formation of dislocation clusters, the inversely proportional relationship between 
the stress and the distance between dislocation clusters is usually considered. Nickel has a 
high SFE, and dislocation clusters are observed in it from the very beginning of plastic 
deformation. Therefore, the stress level at the second stage of the deformation curves is 
associated with the distance between these clusters [15]. Alloy Cu-13at.% Al has a low SFE 
value. The dislocation clusters are formed already at developed deformation during the 
transition to the third stage of the strain hardening curves. Deformation can also occur by 
twinning. The tendency to form clusters or deformation by twinning depends on the 
crystallographic orientation, temperature, and strain rate.  

The molecular dynamics method provides a unique opportunity to isolate dislocations of 
different types and makes it possible to determine the fraction of the length of each of them in 
the volume of the simulated crystal. The fraction of the length of each type of dislocation and 
calculated stress depending on the strain is shown in Fig. 3. The most mobiles are complete 
perfect dislocations 𝑎𝑎

2
〈110〉 (blue) and Shockley partial dislocations 𝑎𝑎

6
〈112〉 (green). The 

detailed mechanism of sliding of a complete dislocation in an FCC crystal by splitting into 
partial ones is considered in [13]. Partial dislocations make up the bulk of dislocations and 
provide the main deformation of the crystal. Other types of dislocations are observed in the 
simulated crystal. Stair-rod dislocations 𝑎𝑎

6
〈110〉 (magenta), Hirsch 𝑎𝑎

3
〈001〉 (yellow), and 

Frank partial dislocation 𝑎𝑎
3
〈111〉 (cyan) are highlighted separately. Dislocations of other types 

𝑎𝑎
3
〈110〉, 𝑎𝑎

3
〈112〉, 𝑎𝑎

6
〈013〉, 𝑎𝑎

6
〈114〉, and some others are combined into one group (red). These 

dislocations form stationary configurations or low-mobility dislocation complexes [14]. Slow 
dislocation complexes provide sliding simultaneously along two adjacent planes. This option 
is realized only for the orientations of the deformation axes [100] and [111]. According to the 
simulation results, upon deformation of single crystals with the [110] compression axis, 
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dislocations of different slip systems practically do not interact. This orientation has the 
lowest stress level. The main dislocation type is Stair-rod dislocations. 

 

a) b)  

c) d)  

e) f)  
Fig. 3. The fraction of the length of each type of dislocation (P) depending on the strain in 
[100] single crystal with {001} lateral faces (a, b), [111] single crystal with {111}/{112} 

lateral faces (c, d) and [110] single crystal with {110}/{001} lateral faces (e, f). The black line 
is the stress-strain curve. Samples with an h/d ratio equal to 2 (a, c, e) and 1 (b, d, f) 
 
The ratio of the share of Stair-rod dislocations to Shockley dislocation differs for 

materials with different SFE. For [111] nickel single crystals, this ratio is 0.67, and for the 
Cu-13at.% Al alloy one is 0.25. The ratio of these values is 2.7, which corresponds to the ratio 
of the operating stress levels of these materials. An analysis of the dislocation structure of 
these materials showed that a higher SFE favors the formation of tetrahedral complexes from 
Stair-rod dislocations. These complexes are stable dislocation configurations in a noticeable 
range of increasing stresses, making it difficult for dislocations to slip. These data show the 
important role of Stair-rod dislocations in deformation resistance and their contribution to 
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hardening, as well as tetrahedral complexes from these dislocations. However, the formation 
of tetrahedral complexes depends on the number of equally loaded slip systems. Their 
formation is observed for the orientations [100] and [111]. Tetrahedral complexes are not 
formed when the deformation axis is oriented [110]. The difference in dislocation formation 
for orientations at the corners of the stereographic triangle causes different stress levels 
(Fig. 3 a, c, e). The stress comparison is carried out using the approximated average of stress 
fluctuations for deformation of 0.4. A comparison of the stress values for samples with h/d = 
2 gives a value of 7.5 ... 9 GPa for the [100] and [111] orientations, and for the [110] 
orientation this value is lower and amounts to 5 GPa. An important feature is the lack of 
hardening for the latter orientation. This corresponds to the case of weak interdislocation 
interaction. The increased stress is caused not only by the density of the barriers to slip 
dislocations, but also determined by crystallographic and geometric factors. They determine 
the initial conditions for shear in a slip system. 

Therefore, when considering the influence of the compression axis on the density of the 
barriers and the stress level, take into account the influence of the crystallographic orientation 
of the lateral faces and the height of the sample. Changes in these parameters reveal the role 
of the geometric (morphological) factor in the development of the shift. A comparison of the 
influence of the crystallographic orientation of the lateral faces was made for the orientations 
[100] and [110]. [100]-monocrystals are modeled with lateral faces {001} and {110}. For this 
orientation, 8 shear systems (4 planes, 2 directions in each plane) are equally loaded. As noted 
in [14], sliding, in this case, is accomplished by complex defects in adjacent planes. The 
difference in the orientation of the lateral faces has little impact on the fraction of the types of 
dislocations formed. This seems to be associated with a slightly higher stress value for [100]-
single-crystal lateral faces: {001} – 9 GPa and {110} – 7.5 GPa. The general development 
patterns of the dislocation structure in both single crystals are identical. In [110]-monocrystals 
were examined with two sets of lateral faces: {110}/{001} and {111}/{112}. In both cases, 
there is a weak interaction of gliding dislocations and a change in the local stress near the 
same average level of 5 GPa. A short-term increase in stress is associated with the formation 
of Stair-rods or Hirsch dislocations, and a decrease with their disappearance. 

One of the parameters describing grain morphology is their shape. It can be described 
by the shape factor, which characterizes the degree of deviation of the shape from the 
equiaxial one. Three main axes of the ellipse inscribed in the grain can be taken as the shape 
parameters. In axially symmetric form, the degree of inequality is described by the ratio of the 
longest axis of the ellipse to the shortest axis. As a variable parameter when simulating single 
crystals in the form of the tetragonal prism, we took the ratio of the sample height to its width. 
We used the ratios of these parameters equal to two and one. In these cases, we also have a 
difference in the scheme of principal stresses in such samples in the presence of end face 
friction. The geometric position of the main stress concentrators, which are the tops of the 
sample and the end face ribs, changes as well. Their position relative to the deformed volume 
for single crystals with different h/d ratios will differ. Reducing the height of the sample 
increases the probability of interaction between dislocations of different slip systems. This is 
reflected in the simulation results. If we compare orientations with different ratios of 
specimen height to width (Fig. 3), then the following conclusions can be drawn: 

1. The strain stress of a single crystal with h/d = 1 is equal to or slightly higher than in 
single crystals with h/d = 2. 

2. A change in the sample height leads to a redistribution of the fraction of low-
mobility dislocations, which play the role of barriers to the development of shear. 

In fact, by reducing the height of the sample at a constant width, we increase the volume 
fraction of stress concentrators, activate a large volume fraction of dislocation sources, and, 
therefore, increase the rate of accumulation of dislocations per unit volume, the probability of 
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interaction of dislocations and the formation of low-mobility dislocations that prevent slip. As 
a result, the formed dislocation structure provides a higher level of stress. This effect 
illustrates a somewhat different understanding of the action of the Hall-Petch equation. In this 
case, it is not the limitation of the path of dislocations by grain boundaries that are taken as a 
basis, but a higher probability of barrier-breaking by dislocations inside the grain. Although, 
technically, as the height of the sample decreases, the average grain size decreases. 

In addition, for a more complete analysis of the influence of the shear geometry on the 
stress level, it is important to consider the orientation of the shear directions and planes 
relative to the lateral faces. For the loading scheme between two punches with free lateral 
faces, the shear planes are in different conditions. In the deformed volume, depending on the 
crystallographic orientation of the faces, one can distinguish a volume in which there are no 
reverse stresses from the opposite punch and the shift is freely carried out towards the free 
surfaces [6-8]. The deformation is higher in this area. The presence of these areas somewhat 
reduces the amount of stress required for deformation. This causes a lower stress in [100] 
single crystals (h/d=2) with {110} lateral faces as compared to {001}. Dislocations in this 
volume reach the surface more easily without accumulating in the crystal. If the shear planes 
are limited by the punches of the testing machine, then thickening of dislocations occurs near 
them. We also note that as the height of the sample decreases, the rate of 
accumulation increases.  

 
4 Conclusion 
The results of simulating single crystals of aluminum bronze made it possible to establish a 
relationship between dislocations of a certain type, dislocation complexes, their mobility, and 
deformation curves. The fraction of the main types of dislocations, which determines the 
magnitude of the stress, has been identified. The leading role in shear resistance, in the 
formation of mobile and stable dislocation complexes (tetrahedral), belongs to Stair-rod 
dislocations. It is shown that the decrease in stress is associated with the process of 
dislocation slip. The rise in stress corresponds to the period of no-slip, and the hardening 
value is determined by the dislocation interactions. 

The influence of crystallographic and geometric (morphological) factors on the type of 
dislocations and their role in strengthening is considered. The shear in adjacent slip planes is 
realized by complex defects, and it is observed for the [100] and [111] orientations. For all 
orientations, there is a connection between the formation of the Stair-rod and other sedentary 
dislocations and the level of the acting stress. The orientation of the lateral faces has little 
effect on the formation of dislocations and stress. The main influence is exerted by the 
geometric arrangement of the planes relative to the base stress concentrators and lateral  
faces, as well as the volume fraction of the stress concentrators. These changes are 
manifested largely with a decrease in the height of the sample compared to the orientation of 
the lateral faces. 

The simulation results make it possible to establish the texture and morphological 
parameters of the grain structure, which provide the greatest value of substructural hardening. 
The grain orientation relative to the applied load should be grouped near the <100> and 
<111> poles. The shape of the grains should be closer to the equiaxed. The increase in the 
Hall-Petch contribution is achieved by reducing the grain size. These results can be extended 
to FCC materials and used as criteria for obtaining the optimal structure of products.  
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Abstract. The influence of the orientation of Ni-Al interphase boundary relative to the nickel 
crystal lattice on the intensity of interdiffusion at temperatures above the melting temperature 
of aluminum was studied by the method of molecular dynamics. It was observed that the 
boundary between the crystalline and liquid phases was, in fact, shifted by two or three 
atomic planes into the aluminum phase – a thin layer of aluminum near the boundary retained 
a crystalline structure that repeated the nickel lattice. As the temperature increased, the 
thickness of the Al crystalline layer near the boundary decreased. The concentration curves 
were obtained after modeling interdiffusion at various temperatures for (111) and (001) 
orientations of the interphase boundary with respect to the Ni lattice. The parts of the curves 
responsible for the diffusion of Al atoms into crystalline Ni turned out to be similar for both 
orientations. However, the more sloping parts related to the diffusion of Ni atoms into liquid 
Al differed: diffusion of Ni atoms into Al proceeded more intensively at the (111) boundary 
orientation and slower at orientation (001). 
Keywords: molecular dynamics, diffusion, interphase boundary, nickel, aluminum 
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1. Introduction  
Intermetallic compounds of Ni-Al system and alloys based on them, due to the combination 
of properties such as low density, high yield strength at elevated temperatures, good 
resistance to oxidation and corrosion, have a high potential for their use as high-temperature 
structural materials [1-4]. The technology for producing intermetallic compounds and alloys 
is based on diffusion, the process of which in such systems is complex and multifactorial. In 
the diffusion zone at the interface of two metals, for example, in the process of combustion 
synthesis, both solid ordered and disordered phases can be present simultaneously, as well as 
liquid mixtures with different content of components [5-7]. Knowledge of diffusion kinetics, 
characteristics, and mechanisms of diffusion in metal systems, in particular in the Ni-Al 
system, is necessary for a more detailed understanding of the processes occurring at high-
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temperature synthesis and is also of great importance for the entire field of research and 
creation of intermetallic compounds and binary alloys. 

In previous works [8, 9], we studied the self-diffusion of individual Ni, Ti, and Al atoms 
in liquid alloys of Ni-Al and Ti-Al two-component systems. Ordered and disordered alloys 
with compositions A75B25, A50B50, and A25B75 (A and B are alloy components), as well as 
pure metals, were considered. In particular, the characteristics of self-diffusion were obtained 
for the considered systems: the diffusion activation energy and the pre-exponential factor in 
the corresponding Arrhenius equation. 

This work is devoted to the molecular-dynamics study of the influence of the orientation 
of the interfacial boundary relative to the crystal lattice of Ni on the rate of interdiffusion in 
the solid-liquid phase contact of Ni and Al, i.e. at temperatures above the melting point of Al, 
but below the melting point of Ni. 
 
2. Description of the model 
EAM potentials from [10] were used to describe interatomic interactions in Ni-Al system in 
the molecular dynamics model. These potentials were obtained in [10] on the basis of 
comparison with both experimental and first-principle data on various properties and 
structures of pure metals and intermetallic compounds NiAl and Ni3Al. They have proven 
themselves in various studies and have been successfully tested in a wide range of mechanical 
and structural-energy properties of the alloys of the systems under consideration [9-11]. 

The computational cells contained about 90 thousand atoms and had the form of 
rectangular parallelepipeds (Fig. 1). The interphase boundary was created at the center of the 
computational cell along the yz-plane. Along the y and z axes, an infinite repetition of the cell 
was simulated, that is, periodic boundary conditions were imposed. In this case, the 
dimensions along these axes were selected in such a way that they were multiple, with the 
minimum possible deviation, of the repetition periods of both Ni and Al crystal lattices 
(initially, aluminum was created in a crystalline state). The unequal thermal expansion of 
metals for each specific temperature at which the simulation was carried out was also taken 
into account. Rigid conditions were imposed along the x-axis: the atoms at the left and right 
ends of the computational cell (colored in gray in Fig. 1) remained immobile during the 
computer experiment. 

 

 
Fig. 1. Computational cell for simulating interdiffusion at the Ni-Al boundary before setting 
the temperature (gray atoms at the ends of the cell remained immobile during the simulation) 

 
Both metals were initially created in the crystalline state. In this work, a solid-liquid 

phase contact was considered, that is, aluminum was in a liquid state during the simulation 
and its initial orientation did not matter. Nevertheless, to confirm this and refine the results, 

Influence of Ni-Al interphase boundary orientation on the interdiffusion rate at temperatures above aluminum melting... 453



we considered four initial orientations of the interphase boundary relative to the fcc crystal 
lattices of Ni and Al: 1) (111):(111), 2) (111):(001), 3) ( 001):(001), 4) (001):(111). The (111) 
plane is the most densely packed - its filling density with atoms (if their radius is taken equal 
to half the distance to the nearest neighbors in an ideal crystal) is 90.7%. The filling density of 
the (001) plane is 78.6%. 

The temperature in the model was set through the initial velocities of atoms according 
to the Maxwell distribution. To keep the temperature constant during the simulation, a Nose-
Hoover thermostat was used. The time integration step in the molecular dynamics method was 
2 fs [12-14]. The potentials used, among other things, describe well the melting points of Ni 
and Al: 1710 and 990 K in our model respectively (reference values: 1726 and 933 K). The 
temperature varied in the range from 1200 K to 1800 K. The melting of aluminum in the 
model occurred much faster than interdiffusion, in a few picoseconds. Simulation of 
interdiffusion was carried out for several hundred picoseconds. 

 
3. Results and discussion 
After the melting of aluminum, a part of it near the interphase boundary remained in the 
crystalline state, repeating the nickel lattice. That is, the interface between the solid and liquid 
phases actually moved two or three atomic planes deep into the aluminum. Figure 2 shows 
examples of this phenomenon. This is explained by the fact that the Ni-Al bond is much 
stronger than the Al-Al bond [10], and therefore, in particular, the melting temperatures of 
intermetallic compounds of the Ni-Al system significantly exceed the melting temperature of 
aluminum [1,2]. Therefore, for the destruction of Ni-Al bonds at the interphase boundary, the 
considered temperatures are not enough. Because of this, the detachment of Ni atoms and 
their entrainment into liquid aluminum at the initial stage of the computer experiment, 
obviously, becomes more complicated and does not occur as quickly as it would be in direct 
contact of nickel with the liquid phase. Subsequently, despite the mixing of the components 
and blurring of the boundary, this effect persisted (Fig. 3), but became less noticeable with 
increasing temperature. 
 

               
                                    а)                                                                       b) 

Fig. 2. Formation of a crystal structure in Al near the interphase boundary at a temperature 
above the melting point of aluminum (1300 K): a) (111) orientation; b) (001) orientation 
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                                   a)                                                                        b) 

Fig. 3. Distribution of atoms in computational cells after simulation for 500 ps at a 
temperature of 1400 K: a) (111) orientation; b) (001) orientation 

 
Despite the phenomenon described above, the mutual diffusion at the Ni-Al interface 

during solid-liquid contact was intense enough to be modeled using the molecular dynamics 
method. A significant predominance of the diffusion of Ni atoms deep into liquid Al was 
observed compared to the diffusion of Al atoms into crystalline Ni (Fig. 3), which is 
explained, first of all, by the difference in the aggregate states of Ni and Al. 

Figure 4 shows the concentration curves obtained at temperatures of 1400 and 1600 K 
after simulation for 500 and 300 ps, respectively, for the four interphase boundary 
orientations considered. The curves were plotted by analyzing the concentration of Ni 
atoms in a layer 5 Å thick when this layer was displaced by 1 Å along the x-axis. The 
obtained concentration curves are qualitatively similar to those obtained experimentally for 
this system [6,7]. 

The relatively steep left part is the diffusion of Al atoms deep into the Ni crystal lattice. 
Obviously, it proceeds much more slowly than the diffusion of Ni atoms into liquid Al (the 
right, more sloping part on the concentration curves). In connection with the above-described 
phenomenon of the preservation of the crystal structure in the aluminum phase in a small 
layer near the interface, the concentration curves at a temperature of 1400 K show a change 
from the steep to the sloping part at concentrations well below 50% (Fig. 4a). However, as the 
temperature increased, this boundary shifted and approached 50% (Fig. 4b). 

 

    
                                    a)                                                                          b) 
Fig. 4. Distribution of the concentration of Ni atoms in the computational cells: a) after 500 ps 
at a temperature of 1400 K; b) after 300 ps at a temperature of 1600 K. The numbers indicate 

the considered orientations: 1) (111):(111), 2) (111):(001), 3) (001):(001), 4) (001):(111) 
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The left parts, as can be seen, turned out to be identical and have no difference for all 
considered interphase boundary orientations. Also similar, as expected, were the results 
obtained for the same orientation of the boundary relative to the Ni lattice, but for different 
initial orientations of the Al lattice (1, 2 and 3, 4 in the figures). However, on the right part for 
the (111) and (001) orientations, the curves did not coincide: for the (111) orientation, in all 
cases, the concentration curves were located above the (001) curves, which primarily 
indicates an easier detachment of Ni atoms from the boundary with the orientation ( 111) and 
entrainment in aluminum compared to the (001) orientation. That is, with the (111) 
orientation, interdiffusion proceeds more intensively than with the (001) orientation. 

A similar effect of the orientation of the interface is observed when the crystallization 
front moves in metals: crystallization from the interface, which has a relatively looser (001) 
orientation in the fcc lattice, moves 1.3-1.5 times faster than from the interface, which has the 
densest orientation (111) [15-18]. This behavior can be explained by the difference in the 
depth of potential wells in which atoms are located at the interface. Near the interface 
between metals in solid-liquid-phase contact, as well as at the liquid-crystal interface, the 
main role is played by the difference between the free energies of an atom near the interface 
in the liquid phase and "built-in" into the crystal boundary. This value can be compared with 
the energy of an adatom on the corresponding free surface of the crystal, or with the activation 
energy of its migration over the given surface. For example, using computer simulations, in 
[19] it was shown that the activation energy of diffusion of adatoms over the free (001) 
surface of fcc metals is almost two times higher than over the (111) surface. 

 
4. Conclusion 
The method of molecular dynamics was used to study the influence of the orientation of the 
interphase boundary relative to the nickel crystal lattice on the intensity of interdiffusion at 
temperatures above the temperature of aluminum, that is, at solid-liquid-phase contact of 
metals. It was noticed that near the interphase boundary a small layer of aluminum with a 
thickness of two or three atomic planes remained in the crystalline state, repeating the nickel 
lattice, and therefore the boundary between the crystal and the liquid metal actually shifted 
deeper into the aluminum. In the process of interdiffusion and blurring of the boundary, this 
effect persisted, but with increasing temperature, the thickness of the crystalline layer near the 
boundary decreased. 

For the considered orientations (111) and (001) of the interphase boundary with respect 
to the Ni lattice, the concentration curves were obtained after modeling interdiffusion at 
different temperatures. The parts of the curves responsible for the diffusion of Al atoms into 
crystalline Ni turned out to be similar for both orientations. However, the more sloping parts 
related to the diffusion of Ni atoms into liquid Al differed: diffusion of Ni atoms into Al 
proceeded more intensively at the (111) boundary orientation and slower with a relatively 
"loose" orientation (001), which, apparently, is due to the difference in the energies of the Ni 
atoms in the aluminum phase and those embedded in the boundary of crystalline nickel. 
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