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Abstract. COVID-19 disease has been spreading around the world for the last four years.
Different generations of corona viruses appeared: Alpha-, Beta-, Gamma-, and Delta variants.
Thus, COVID-19 changed human lifestyle and affected economic development of many countries.
According to clinical studies, most of the positive cases of COVID-19 patients suffer from lung
infection. For this, a lot of efforts were aimed at developing fast and accurate detection methods.
Thanks to the Deep Learning techniques that facilitate the process of identifying COVID-19 based
on the chest images of the patients. X-ray and CT scan images are commonly used to evaluate
corona virus lung infection. X-ray images are adopted by many researchers since they place less
financial burden on the patient. In this work, we used chest X-ray images to develop eight CNN-
based detection models. Three sets of images, i.e., COVID-19, pneumonia and normal cases
were used for the training and testing. The performance of each model was optimized based on
different hyperparameters to come up with the best results in terms of high detection accuracy,
recall, precision and f1 score. These hyperparameters include Number of CNN layers, filters,
dense layers, and number of nodes per dense layer. Our findings show that increasing both the
CNN layers and number of filters result in high precision and fl score of the positive samples,
while increasing the number of dense layers leads to low precision recall and f1 score.
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Annotamusa. B pabore npeanoxeH MeToa Aisl pa3padboTKu ObICTPOTrO M TOYHOIO BBISBICHUS
pa3BuTUs ocioxHeHuit mocae Covid-19, mocpeacTBOM MeToaa TJIyOOKOro 00yYeHUsI, KOTOPbIN
obneruaer npouecc uneHtubukauuu Covid-19 Ha ocHOBe U300pakeHUl TPYAHON KIETKU Ma-
MeHTOB. PeHTTeHOBCKME CHUMKHM 1 KOMIIBIOTepHAass TOMOTpadust OOBIYHO MCITOIB3YIOTCS IS
OILICHKM JIETOYHOU MHGEKIINY, BRI3BAHHON KOPOHABUPYCOM. PEHTIreHOBCKME CHUMKHU MCITOJIb-
3YIOTCSI MHOTMMU HCCJIEIOBATEISIMU, TTOCKOJIbKY OHU HECYT MEHBIIYI0 (DMHAHCOBYIO Harpy3Ky
Ha maiueHTa. B aToit paboTe Mbl MCMIONB30BaI PEHTTEHOBCKME CHUMKM TPYAHOM KJIETKU IS
pa3paboTKU BOCbMU Mopeseil ooHapyxeHust Ha ocHoBe CNN. st o0yyeHUsT U TeCTUPOBaHUS
HUCMONB3YIOTCS TpU Habopa nzodpaxeHuii: COVID-19, mHeBMOHUS 1 00bIYHbBIE ciiydyau. [Tpous-
BOJIMTEILHOCTh KaXKI0i MOIEIN ONITUMHU3NMPOBaHA HA OCHOBE Pa3IMYHBIX THUIIepIIapaMeTPOB IS
JMOCTVKCHUS HAMTYYIINX Pe3yIbTaTOB C TOYKM 3PEHUSI BBICOKOI TOYHOCTH OOHAPYKEHUSI, OT3bI-
Ba, MPEUM3NOHHOCTHU U OlicHKHU fl. DTu runepnapamMeTpbl BKIIIOYAIOT KOJU4YecTBO cioeB CNN,
GUIBTPOB, MJIOTHBIX CJIOEB U KOJIMYECTBO Y3/JI0B Ha IJIOTHBIN ciaoit. Haiu pe3ynbsratsl mokasbi-
BAlOT, YTO YBeJWUYeHUe Kak KoamdecTBa cjioeB CNN, Tak 1 KOJu4decTBa (OMJIBTPOB IIPUBOIUT K
BBICOKOI TOYHOCTU M ToKa3zartenio fl mosoXkuTebHbIX 00pa3ioB. B To BpeMs Kak yBenudeHue
KOJIMYECTBA IIJIOTHBIX CJIOEB IIPUBOINT K HU3KOI TOYHOCTH BOCIIPOM3BEACHMS U OLlcHKeE f1.

Kmouessie cioBa: MckycctBeHHbIit nuHTe/LieKT, COVID-19, CNN, [ltybokoe o0yyeHue, peHTTeH
TPYAHOM KJIETKHU

Jlng nurupoBanms: Saaudi A., Mansoor R. A study of hyperparameters effect on CNN
performance for chest X-ray based COVID-19 detection // Computing, Telecommunications
and Control. 2024. T. 17, Ne 1. C. 20—32. DOI: 10.18721/JCSTCS.17102

Introduction

Artificial intelligence (Al) has witnessed remarkable development in the past few years, and has be-
come a spearhead in facing the challenges we face on the planet; the latest of which is the Coronavirus, a
viral-based disease, which has become the main concern of the world [1]. This disease affects people’s lives
in the East and West countries. Governments tried hard to defeat this virus. Economically, billions of dol-
lars have been spent to develop a cure or to develop a diagnosis system. However, identifying COVID-19 in
its early stages is not an easy task. Scientists employ machine learning methodologies to deal with various
healthcare challenges. Machine learning is one of the capabilities of artificial intelligence, and this ability
enables the identification of complex patterns in large sets of data, whether text or images [2]. And if used
correctly, Al can surpass humans, not only in speed but also in accuracy when identifying patterns in data
that humans might ignore. Since Al requires large amounts of data, the challenge with the coronavirus is
to provide reliable and quality data. Fortunately, there are two available solutions to deal with the lack of
data samples problem. First, medical data is now available as some countries are starting to understand the
problem and work to tackle the emerging virus. Second, Machine learning provides augmentation algo-
rithms that generate data samples synthetically.
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Many treatments have been developed for COVID-19 disease [3]. However, there is no reliable treat-
ment for the virus mainly with advanced lung infections. Most efforts focus on developing lung scan-
ning-based methods to identify COVID-19 cases. For instance, X-ray and CT scans are the most common
lung imaging techniques used today to diagnose COVID-19 infections [4]. In comparison to CT, people
can afford X-ray imaging because of its low cost. In addition, lung X-rays are well-known and used com-
monly in most countries. Traditionally, specialists are responsible for evaluating lung X-ray samples. This
process could be affected by human vulnerabilities such as overwhelming, tiredness, social effects, and
personal emotions.

In this work, we present a comprehensive study on using deep learning techniques with chest X-ray data
samples. Mainly convolution neural network CNN-based systems are developed to classify COVID-19
cases. For this several CNN- based structures are presented and evaluated to reach the optimum perfor-
mance. Four metrics are adopted to evaluate the model performance i.e. precession, recall, accuracy, and
f1 score. Moreover, this work relies on studying several deep learning model components. These compo-
nents include the number of CNN layers, number of filters per layer, number of dense layers, and number
of nodes per dense layer. A baseline model is built first by using one CNN layer of 32 filters and one dense
layer of 32 nodes. The obtained results of this model show low performance in terms of the four afore-
mentioned metrics. Then, seven different model component combinations are tested to achieve the best
hyperparameter configuration that leads to high performance compared to the baseline model. In addition
to the proposed model, transferred-learning models are adopted to develop three COVID-19 detection
models: Resnet50, Exception, and VGG16.

Dataset and Proposed Model

Dataset

The proposed model relies on the chest x-ray data sets, e.g., COVID-19, Normal, and Pneumonia.
These data sets are used to train and test the models. We use the chest x-ray data set from Kaggle [5] which
provides three types of samples COVID-19, Normal, and Pneumonia. A subset of 780 samples is divided
into training, testing, and validation groups. For this, the training data set has 600 samples evenly distrib-
uted among three classes COVID-19, Normal, and Pneumonia. The testing data set consists of 120 data
samples, 40 samples from each class. Finally, the validation data set involves 60 samples to validate the
training process.

The reason for selecting this number of data sets is to overcome the unbalanced issue that comes from
the fact that the Kaggle data set in its actual distribution results in overfitting/underfitting of the model
[6]. The size of the selected subset is not large enough compared to the actual size of the original data set
from Kaggle [4]. To overcome the unbalanced issue, we partition from the same distribution. So, the model
learning is based on the same number of samples from each class. Moreover, we use several augmentation
techniques to avoid overfitting [7]. These techniques include rotation, zoom, and sharing of images.

Base-line Model

In this section, we use a convolutional neural network to develop a COVID-19 detection system [8].
The proposed model consists of one convolutional layer, one max pooling layer, one dense layer, one flat-
tened layer, and one input and output layer as shown in Fig. 1.

The input layer takes a chest X-ray sample of size 300X300. Then, convolutional operations are ap-
plied using 32 filters of size 3X3. Each CNN filter iterates over each input sample, with one step stride,
applying dot product to extract a feature map. Thus, the result of this layer is 32 feature maps, each of
298X298 dimensions. The dot product operation is performed using Relu as an activation function. The
Relu function evaluates the summation of the weighted input signals to eliminate the weak signals and
pass the strong ones [9]. Max-pooling layer is added to the convolution layer to reduce the dimensions
and collect the most important features [10]. The Max-pooling layer iterates over each feature map with
a window of size 2x2, four values. The window takes the maximum value under window reign, which in
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Fig. 1. The structure of the Base-line model

our work has four values. The result of the first convolutional and max-pooling layers is 32 feature maps
of size 149x149 each.

To feed the 32 feature maps to the next layer, a flattened layer is added to form a vector of 170528 nodes.
Then, one dense layer of 32 nodes in length is added. At the end, a three-node output layer is added to
evaluate the input sample to one of three classes COVID-19, Normal, or Pneumonia. A sigmoid activation
faction is used with the output layer to assess the summation of the weighted signals [11].

Hyperparameters and evaluation metrics

We consider four hyperparameters for our study: the number of filters, CNN layers, Dense layer, and
the number of nodes of dense layers. For the baseline model, the hyperparameters are set as follows, one
CNN layer of 32 filters, a Max-pooling layer, one dense layer of 32 nodes, one input layer receiving data
example of size 300x300, and one output layer of 3 nodes.

The performance of the baseline model is evaluated using four metrics which are accuracy, precession,
recall, and f1 score [14, 15]. The accuracy metric evaluates the overall performance of the model by divid-
ing the number of accurately predicted samples by the total number of testing samples. It indicates how
close the predicted labels are to their actual labels, see equation 1. Moreover, Precision matric refers to how
predicted samples are close to each other. It illustrates the relationship between the predicted sample and
the class it belongs to, see equation 2. Precision is not related to accuracy. In other words, the predicted
labels could be very precise but not accurate, or they could be accurate but not precise. In addition, Recall
matric examines the model by showing the relation between the true positive and the false negative samples
in such a way that completes the Precision task. The recall is used in extreme cases such as cancer, when
any false negative leads to high-risk consequences. Recall is calculated by dividing the number of true
positive samples by the summation number of true positive and false negative samples, see equation 3 [12].
Finally, to test the balance between Precision and Recall, the F1 score is calculated, see equation 4 [13].

True Positives + True Negatives

Accurasy = - ; (D)
Total Number of Testing Samples
True Positi
Precision — rue rositives : (2)
True Positives + False Positives
True Positi
Recall = rue Positives 3)

True Positives + False Negatives’
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Precisi R
F1 Score = 2x recision x Recall @)

Precision + Recall

Result and discussion of the baseline model

This section presents the analysis of the results. The results of the baseline model are listed in Table 1.
The behavior is evaluated with the help of using four metrics: accuracy, Precision, Recall, and F1 score. The
proposed model is tested with 120 chest X-ray samples. These samples belong to three classes COVID-19,
Normal, and Pneumonia. The baseline model shows a low average accuracy of 0.33 approximately. This
model misidentifies all of the normal and Pneumonia samples. Whereas 27 positive cases are recognized
falsely, see Table 1.

Table 1
Evaluation metrics of base-line Model
Maetrics Accuracy Precision Recall F1 score
COVID-19 0.33 1 0.5
Normal 0 0 0
Pneumonia 0 0 0
Average/Total 0.33 0.11 0.33 0.17

In the next section, the effect of the hyperparameters will be examined with the aim of obtaining the
best performance in terms of evaluation metrics.

Optimization Plan

This section examines seven deep-learning models to detect COVID-19. The proposed models are
developed with four hyperparameters: number of CNN layers, number of filters, number of dense layers,
and number of nodes per dense layer. An analysis study is conducted to evaluate each model regarding the
baseline model. For this, four metrics are used: Accuracy, Precision, Recall, and F1 score, as follows:

Model 1

In this model, two CNN layers are used compared to the baseline model. The number of filters is set
to 32 in each layer. While the dense layer is kept to be 32 nodes as shown in Fig. 2. Additionally, Table 2
summarizes the evaluation metrics of this model.

Table 2
Evaluation metrics of Model I

Metrics Accuracy Precision Recall F1 score
COVID-19 0.97 0.95 0.96
Normal 0.91 1 0.95
Pneumonia 1 0.93 0.96
Average/Total 0.95 0.95 0.95 0.95

Model 11

In this model, the number of dense layers is increased by adding another layer of 64 nodes to model I.
The sequence of dense layers becomes 64, and 32 nodes respectively instead of 32 nodes in the previous
model, as shown in Fig. 3. The performance of Model II is evaluated using four metrics, see Table 3.
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Fig. 3. The structure of Model I
Table 3
Evaluation metrics of Model 11
Metrics Accuracy Precision Recall F1 score
COVID-19 0.97 0.95 0.96
Normal 0.95 0.95 0.95
Pneumonia 0.95 0.97 0.96
Average/Total 0.96 0.96 0.96 0.96
Model 111

Here, the effect of the number of nodes per dense layer is examined. So, two dense layers each of 64
nodes, compared to mode II, is adopted as shown in Fig. 4. Along with the models’ structure, table 4 illus-
trates the evaluation metrics of the model.

Model 1V

Now, the effect of the filter number is tested. The structure of Model II is modified by changing the
number of filters of CNN layers to 64, and 32 with the same dense layers, as explained in Fig. 5. To analyze
the models’ performance, Table 5 shows the evaluation metrics.
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Fig. 5. The structure of Model IV
Table 4
Evaluation metrics of Model I11
Metrics Accuracy Precision Recall F1 score
COVID-19 1 0.95 0.97
Normal 0.87 1 0.93
Pneumonia 1 0.9 0.95
Average/Total 0.95 0.96 0.95 0.95
Model V

Model V is composed of three CNN layers (32, 32, 32) with two dense layers (64, 32) as shown in
Fig. 6. The effect of adding a third CNN layer of 32 filters is studied compared to model 1. Moreover,
Table 6 presents the evaluation metrics to study the performance of the optimized model.

Model VI

Model VI consists of three CNN layers with two dense layers (64, 32) as shown in Fig. 7. The effect of
tuning the number of filters to be (64, 32, 32), compared to model V, is examined. The tuning of the filters'
number improves the model performance slightly as shown in Table 7.
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Fig. 6. The structure of Model V

Table 5
Evaluation metrics of Model IV
Maetrics Accuracy Precision Recall F1 score
COVID-19 1 0.95 0.97
Normal 0.95 0.95 0.95
Pneumonia 0.95 1 0.98
Average/Total 0.97 0.97 0.97 0.97
Table 6
Evaluation metrics of Model V
Metrics Accuracy Precision Recall F1 score
COVID-19 0.97 0.95 0.96
Normal 0.95 0.95 0.95
Pneumonia 0.95 0.97 0.96
Average/Total 0.96 0.96 0.96 0.96
Table 7
Evaluation metrics of Model VI
Maetrics Accuracy Precision Recall F1 score
COVID-19 1 0.95 0.97
Normal 0.95 0.95 0.95
Pneumonia 0.95 1 0.98
Average/Total 0.97 0.97 0.97 0.97
Model VII

In Fig. 8, Extra tuning for the number of filters is performed in this model. The filters per CNN layers
are set to be (64, 32, 16) compared to model V. In addition to the model structure, Table 8 shows the mod-

els’ performance metrics.
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Fig. 8. The structure of Model VII
Table §

Evaluation metrics of Model VII

Maetrics Accuracy Precision Recall F1 score
COVID-19 1 0.95 0.97
Normal 0.95 1 0.98
Pneumonia 1 1 1
Average/Total 0.98 0.98 0.98 0.98

Transfer-Learning Models

This section presents the use of three of the well-known transferred learning models (Resnet50, Xcep-

tion, and VGG 16) models. In this work, the trained weights of these three models are adopted and custom-
ized to fit the purpose of the COVID-19 identification application.

The weights of the Resnet50, Xception, and VGG16 are adopted without the input and output layers.

The latter are customized by setting the input layer dimensions as the one used with the proposed models

(300x300) pixels. Moreover, two dense layers are added after the flattened layer with the sizes of 32 nodes,
and 16 nodes respectively. Finally, an output layer with the size of three nodes is added to classify an input

sample into one of three classes COVID-19, Pneumonia, or Normal class.
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The following subsections illustrate the results of the experiments, and the evaluation of the findings
using accuracy, precision, recall, and f1-score metrices, in addition to the use of the confusion matrices.

The Results and The Evaluation Metrics of transfer-learning Models

Resnet50

The resnet50 presents a good performance in detecting COVID-19 cases, see Table 9 and Table 10.
The precession, recall, and fl-score have the same score value of 0.97, where the model identifies 39 of
COVID-19 cases correctly. However, the behavior is different from the rest of the classes. The precision
with the pneumonia class is 0.8 since the model considers 10 different classes as pneumonia. The recall
with the normal class is 0.75 because ten normal samples are evaluated as not normal samples.

Table 9
Evaluation metrics of Resnet50 Model
Metrics Accuracy Precision Recall F1 score
COVID-19 0.97 0.97 0.97
Pneumonia 0.8 1 0.89
Normal 1 0.75 0.86
Average/Total 0.91 0.93 0.91 0.91
Table 10
Confusion matrices of the transfer-learning models with
(C: COVID-19, P: Pneumonia, and N: Normal) cases
Resnet50 Xception VGG16
Predicted Predicted Predicted
C P N C P N C P N
£ | E 39 | 1 0 C | 38| 0 2 40 | 0 0
S | 2 0o | 40 | o P | 6 | 0 | 34 40 | o
1 9 30 N 5 0 35 0 5 35
Xception

The Xception model illustrates the worst performance of detecting the input samples, see Table 10 and
Table 11. The model does not detect any Pneumonia cases and miss identifies two COVID-19 cases and

five normal cases.

Table 11
Evaluation metrics of Xception Model
Maetrics Accuracy Precision Recall F1 score
COVID-19 0.78 0.95 0.85
Pneumonia 0 0 0
Normal 0.49 0.88 0.63
Average/Total 0.68 0.42 0.61 0.49
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I
VGG16

This model presents the best performance of identifying the input data samples, see Table 11 and
Table 12. The model identifies all COVID-19, and pneumonia classes correctly, and misidentifies five

samples of normal cases.

Table 12
Evaluation metrics of VGG16 Model
Metrics Accuracy Precision Recall F1 score
COVID-19 1 1 1
Pneumonia 0.89 1 0.94
Normal 1 0.88 0.93
Average/Total 0.96 0.96 0.96 0.96
Discussion

This study presents an optimization map to find the best hyperparameter configurations for a CNN-
based detection system. Moreover, the work includes the use of transfer-learning models to develop COV-
ID-19 identification systems using pre-trained weights. The work started with a baseline model of one
CNN and one dense layer, section 2. Base-line model. The model is trained for 100 epochs with samples
of three chest x-ray data sets, COVID-19, Pneumonia, and Normal sets. The evaluation metrics show low
performance in recognizing positive cases of COVID-19. For instance, the average weights of evaluation
metrics obtained are as follows: 33% accuracy, 0.11 precision, 0.33 recall, and 0.17 f1 score. An optimi-
zation plan is conducted with the aim of getting better performance in terms of Identification accuracy.
For this, seven models are developed. The effect of four hyperparameters (CNN layers, Number of Filters,
Dense layers, and the number of nodes per dense layer) on model performance is considered. The results
show that the increasing number of CNN layers presents a major effect on model performance. For ex-
ample, the average weight accuracy of Model I, two CNN layers, is 0.95 compared to the baseline model
which is 0.33. Moreover, tuning of filter numbers provides an extra enhancement for system identification
ability. For instance, increasing the number of filters of CNN layers in model IV improves the performance
compared to model II. In addition to that, adding an extra dense layer helps in identifying the right cases
as well, see Model I and Model II. Table 9 summarizes the structure and accuracy performance of each
model. Regarding the transfer-learning models, VGG 16 present the best performance in term of accuracy,
precision, recall, and f1-score.

Conclusion

In this work, we used chest X-ray images to develop eight CNN-based detection models. Three sets
of images, i.e. COVID-19, pneumonia, and normal cases were used for the training and testing. The
performance of each model was optimized based on different hyperparameters to come up with the
best results in terms of high detection accuracy, recall, precession, and f1 score. These hyperparameters
included the number of CNN layers, filters, dense layers, and the number of nodes per dense layer. A
baseline model of one CNN and one dense layer was developed first. The number of filters and nodes
were selected to be 32, 32 respectively. The result shows a low level of accuracy (33 %). However, we
ran optimization in different scenarios. First, the effect of increasing the number of CNN layers was
examined by adding another CNN layer of 32 filters. The accuracy was highly improved compared to
the baseline model. Then, the optimization process was expanded to include different combinations
of CNN layers and the number of filters per layer. Moreover, the number of dense layers and nodes per
dense layer was also tested to examine their effect on system performance. This work concluded with a
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Table 13
Evaluation Metrics of the Proposed Models

ID Model Description Accuracy
0 Base Model One CNN 32 and one dense 32 0.33

1 Model 1 Two CNN 32, 32 and one dense 32 0.95

2 Model I1 Two CNN 32,32 and two dense 64 and 32 0.96

3 Model 111 Two CNN layers 32, 32 and two dense 64, 64 0.95

4 Model IV Two CNN 64,32, and two dense 64 and 32 0.97

5 Model V Three CNN 32, 32, 32, and two dense 64, 32 0.96

6 Model VI Three CNN 64, 32, 32, and two dense 64, 32 0.97

7 Model VII Three CNN 64, 32, 16 and two dense 64, 32 0.98

model design of three CNN layers of (64, 32, 16) filters and two dense layers of (64, 32) nodes that show
the highest accuracy score of 98%. The adopted transfer-learning models show irregular performance
in terms of evaluation metrics, Exception model presented the worst behavior while VGG 16 presented
the best performance.
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