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Abstract. Methods of interpretation, or explanation, of predictions are an integral part of
modern black-box machine learning models. They have become widespread due to the need for
the user to understand what the machine learning model is predicting. This is especially important
for survival analysis models, as they are used in medicine, system reliability, safety, and also have
features that make them difficult to explain and interpret. The paper discusses the main methods
for interpreting survival models that deal with censored data and determine the characteristics of
the time until a certain event. A feature of such models is that their predictions are presented not
as a point value, but as a probabilistic function of time, for example, a survival function or a risk
function. This requires the development of special interpretation methods. The most well-known
methods SurvLIME, SurvLIME-KS, SurvNAM and SurvBeX, SurvSHAP(t) are considered,
which are based on the use of LIME and SHAP interpretation methods, the Cox model and its
modifications, as well as the Beran estimator.
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AnHOTanuA. MeTonpl HHTEPIIpETallMM, WU O0bSICHEHUSI, TIPEACKa3aHUM SIBJISIIOTCS HEOThEM-
JIEMOIi YacTbhlO COBPEMEHHBIX MOIeJIeil MalllMHHOTO 00YYeHUsI TUMA «YePHBI SIKUK». OHU T0-
JIYYWJIA IIIMPOKOE PacIpoCTpaHEeHUeE, YTO 00YCIOBICHO HEOOXOAMMOCThIO MTOHUMAaHMUS TTOJIb30-
BaTeJieM TOTO, UYTO TMPeACKa3bIBaeT MOJIEIbh MATMHHOTO O0YyYeHUsI. DTO OCOOEHHO OTHOCUTCS K
MOJIEJISIM aHaIM3a BEDKUBAEMOCTH, TaK KaK OHU UCITOJIB3YIOTCSI B MEIUIIMHE, HAEXKHOCTH, 0€3-
OITAaCHOCTH, a TaKXKe MMEIOT OCOOCHHOCTH, KOTOPHIE YCIOXKHSIIOT MX OObSICHEHNE M MHTEPIIpeTa-
1uio. B pabote paccMaTpuBalOTCS OCHOBHBIC METOIBI MHTEPIIPETAIIUN MOIeIeil BBKMBAeMOCTH,
KOTOpBIE ONEPUPYIOT C LIEH3YPUPOBAHHBIMU JaHHBIMU U OMIPEACISIOT XapaKTePUCTUKU BpEeMEHU
IO OIpeneieHHOro coobIThsl. OCOOEHHOCThIO TAKUX MOJEJEH SIBISIETCS TO, YTO MX IpeacKasa-
HUS TIPENCTABJISIOTCS He B BHIE HEKOTOPOIO TOUYEUHOTO 3HAUCHUS, a B BUIE BEPOSITHOCTHOM
GYHKIMUA BpeMeHHM, HalpuMep, QYHKIINU BBDKMBAEMOCTH MU (YHKIIUM pUcKa. DTO Tpebdyer
HEOOXOMMMOCTH pa3pabOTKHU CIICMAbHBIX METOMIOB MHTepIIpeTalnu. PaccMoTpeHbI Hanboee
n3BecTHbie MeToAbl SurvLIME, SurvLIME-KS, SurvNAM u SurvBeX, SurvSHAP(t), koTopsie
OCHOBAHBI Ha UCIOJIb30BaHUM METOAOB UHTepIpeTanuu npeackaszanuit LIME u SHAP, monenu
Koxkca u ee Mogudukamuu, a Takxe olieHKu bepaHa.

KioueBslie ciioBa: MallimHHOE 00YYeHIE, MOIETb BBDKMBAEMOCTH, 00bSICHUMBII MCKYCCTBEHHBIMN
WHTEJUJIEKT, LIeH3ypUpOBaHHbIE TaHHbIe, Moaeab Kokca, onieHka bepana
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CTepCTBa HayKW 1 BBICIIEro obpasoBaHus Poccmiickoit Demepaiii B paMKax roCyIapcTBEHHOTO
3amaHus «Pa3paboTka u ucciegoBaHne Moaeseii MallMHHOTO O0yJYeHUs TSl pelleHus pyHIaMeH-
TaJbHBIX 3aa4 MCKYCCTBEHHOI'O MHTEJJIEKTa B TOTUIMBHO-3HepreTuyeckoM komiuiekce» (FSEG-
2024-0027).
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for machine learning models in the framework of survival analysis with censored data: a brief over-
view // Computing, Telecommunications and Control. 2024. T. 17, Ne 3. C. 22—31. DOI: 10.18721/
JCSTCS.17302

Introduction

The increasing importance of machine learning models, particularly deep learning models, and their
widespread use in various applications has led to the problem of prediction explanation and interpreta-
tion. The development and implementation of intelligent systems based on machine learning models for
solving various application tasks is currently one of the most rapidly growing areas of the artificial intelli-
gence (Al) applications, and it leads to the problem of explaining or interpreting predictions provided by
the models. This problem stems from the fact that, despite the importance of the Al applications in many
real tasks, there are several obstacles to further implementation of Al especially in such areas as medicine,
system reliability, etc. because the corresponding machine learning models are often perceived as “black
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boxes” meaning that the inner workings of these models are often completely unknown. As a result, it
is difficult to understand and explain, why the models provide a particular prediction for a particular
input instance. The importance of the explanation problem prompts the development of corresponding
additional models aimed at explaining and interpreting the obtained predictions. The explanation of a
model prediction means to find features of the explained instance that most influence the prediction. In
other words, the meta-model should suggest, which features of the explained instance cause the corre-
sponding prediction.

It should be noted that many explanation methods have been proposed recently, which are discussed
in several review articles [1—4]. If we consider explanation methods in terms of simultaneously ex-
plained instance numbers, all methods can be divided into two large groups. The first group consists of
local methods, which try to explain predictions obtained for a single test instance or for a small set of
instances. The second group contains the global methods which explain predictions of the entire dataset
on average. The first group of methods is more important, because many applications require to explain
a certain instance, for example, a doctor prefers to understand a diagnosis, which is predicted by a ma-
chine learning model for a certain patient, but not for all the patients in a hospital.

Most methods of the local explanation are based on training a special meta-model, which is self-ex-
plainable, and it approximates the black-box model prediction function at a point, which corresponds
to the explained instance. One of the ideas behind several explanation methods is to approximate with
a linear model, because the coefficients of the linear model can be interpreted as quantitative meas-
ures of the feature importance. Following this idea, the well-known explanation model, called LIME
(Local Interpretable Model-Agnostic Explanation), has been proposed by Ribeiro et al. [5]. According
to LIME, a linear approximation of a non-linear prediction function of the black-box model at an
instance is built. It is carried out by generating synthetic instances around the explained instance with
such weights that each weight depends on a distance between the explained instance and the generated
synthetic instance. Another well-known explanation method is so-called SHAP method (SHapley Ad-
ditive exPlanations) proposed in [6, 7]. SHAP is based on the game-theoretic Shapley values, which can
be regarded as the contributions of features into the black-box model prediction. Applications of SHAP
meet two important difficulties. First, its complexity rapidly increases with the number of features. Sec-
ond, it uses subsets of features as inputs for the black-box model, which must be added by some values
of removed features that are not strongly defined.

To improve the linear explanation models and to overcome weakness of the linear approximations,
more complex explanation models have been proposed. They are based on sums of the feature shape
functions, which form the Generalized Additive Model (GAM) introduced by Hastie and Tibshirani in
[8]. The GAM motivated to develop several interesting explanation models, including the Neural Ad-
ditive Model (NAM) introduced by Agarwal et al. in [9], a weighted sum of separate gradient boosting
machines (GBMs) presented in [10].

It is important to point out that the aforementioned models and their modifications have been de-
veloped to deal with various types of data. However, there is a class of datasets, which consider times to
the events of interest.

Machine learning models, trained on data characterizing the time to occurrence of certain events of
some objects depending on the structure of these objects, are becoming increasingly widespread [11].
This is due to their use in a variety of areas, for example, in the system reliability, when events of system
failure are considered, in medicine, when the event is the recovery or death of a patient. One of the cru-
cial features of many models is that events associated with some objects may not be observed, but only
the last moment of observation is recorded, assuming that the event will occur in the future, but we do
not know when. Such data are called censored, and they contain significantly less information about the
object than uncensored data, for which the time of the event is known. However, censored data can also
be used in machine learning models called survival models.

24



4 Applied problem solving with machine learning >

One of the well-known survival models is the Cox proportional hazard model [12]. According to the
model, the covariates (features) of an object are linearly connected. On the one hand, this feature can be
viewed as a limitation of the model since the relationship between features may be significantly nonline-
ar in some cases. To account for various relationships between features, a large number of survival mod-
els have been developed recently, for example, random survival forests, deep survival neural networks,
modifications of the support vector machine and others [11]. At the same time, each model is a black
box, that is, only inputs and the corresponding outputs (predictions) are known, but it is not known how
a prediction is obtained, which features of the object influence the prediction of the model. However,
an important feature of many survival models is that their predictions are presented in the form of the
survival function (SF) or the cumulative hazard function (CHF). This fact significantly complicates the
solution of the explanation problem and requires special approaches to its solution.

We provide a brief overview of the most important explanation methods within survival models.

Concepts of survival analysis

Let us consider the training set D consisting of 7 triplets (xi,];, 0 l.), i =1, ..., n, where each triplet
characterizes an object, x, € R" is the feature vector; T, is the event time of the i-th object; 8[ is the
indicator of the event, 6i = 1, if the event is observed (uncensored observation), 6i =0, if the event is not
observed (censored observation). We aim to estimate the event time 7" on the basis of D for a new object
having features x.

Important concepts in survival analysis are SFs and CHFs [11]. The SF S (t|x) is defined as the

probability of surviving the object x up to time #. Another concept is the CHF H (t|x), which is ex-
pressed through the SF as H (t|x) =—In (S(t|x)).

One of the base survival models, which can be regarded as the basis for several explanation methods,
is the well-known Cox proportional hazards model [12]. According to the Cox model, the conditional
CHEF is determined as follows [12]:

H(t|x,b) =H, (t)~exp(brx),

where H (t) is the baseline CHF, which can be estimated by using the Nelson—Aalen or Kaplan—Mei-
er estimators; b is the vector of the model parameters.

It can be seen from the expression for the Cox CHF that the linear relationship assumption between
covariates and the log-risk of an event is accepted in the model. This is a very important property of the
Cox model, which allows us to approximate an arbitrary CHF produced as an output of the black-box
survival model by the Cox model and, therefore, to construct methods explaining survival models.

The Cox model is popular in many real tasks. However, its linear assumption significantly restricts
its application, because many real survival datasets violate this assumption. GAM incorporated into the
Cox model instead of the linear expression partially relaxes this assumption. This representation will be
used in one of the explanation methods. Another shortcoming of the Cox model is that it does not take
into account the positional relationship of feature vectors. This difficulty can be resolved by using the
Beran estimator [14]. According to the Beran estimator, a SF can be estimated as follows:

8l

W(x,x,)
S = 1- .
A )

Here the weight W(x, xl.) characterizes how the vectors x, X, are close to each other. It should be
noted that the kernel function measures how similar any two feature vectors are. Therefore, the weights
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are nothing else, but the normalized kernels. For example, if the kernel is Gaussian, then the weight is

>

defined through the softmax operation: W(x, xi) = Softmax(”x—xi”2 / r), where T is a hyperpa-

rameter. It is interesting to note that the Kaplan—Meier estimator can be viewed as a special case of
the Beran estimator, when all weights W(x, xl.) are identical and equal to 1/7, where 7 is the number
of instances in the dataset.

Explanation formal problem statements

Formally, the explanation problem is solved by means of training a meta-model or an explanation mod-
el that approximates the explainable black-box model in the vicinity of the example being explained and
belongs to a set of “simple” models that are interpretable (linear models, decision trees). The explaina-
ble black-box model implements the function f : R" — Rd, for example, in classification f (x) is the
probability (or indicator) that the feature vector x belongs to a certain class. A meta-model is a model
g € G, where G is a class of interpretable models, which is a solution to the optimization problem:

min{L(f,g.0)+Q(g)},

geG

where L ( f,g, 6) is the measure of how poorly g approximates f; 0 is the parameter vector; 2 ( g) is the
regularization term.

One of the most popular interpreted functions is the linear function. This is due to the fact that the
coefficients of a linear function precisely characterize the influence of each feature on the value of the
function. In fact, the local explanation problem comes down to approximating the function f(x) of
the black-box model by a linear function g (x) at instance x. The well-known LIME method [5] and its
modifications are based on this idea. In LIME, to construct the approximating function g (x) , Nin-
stances (vectors z; € R™) are generated in the vicinity of the instance x. Using the black-box model,
the prediction y, = f (zi) is computed for each generated point g, and a new dataset of N points
(zl., yl.) is formed. The resulting dataset is used to construct the linear function g(x). LIME is used
to explain the classification and regression models. However, its application to survival models meets
some difficulties, since, firstly, survival models deal with censored data, for which the construction of a
regression model differs from standard models. Secondly, the output of the survival model, that is y, is
the SF rather than the point value, which also complicates the task of explanation, since the entire SF
has to be interpreted.

Another explanation method is SHAP [6, 7]. According to this method, the i-th feature average con-
tribution is estimated by the Shapley value:

|S]1(m—|S|-1)!

¢i(f):¢i: z

SENTIi) m!

[F(suii)-£(5)),

where f (S ) is a prediction of the black-box model under condition that a subset S of features is used as
the corresponding input; m is the number of all features.

A controversial question in SHAP is how to represent or to fill features from the subset {1, cees m} / S
to apply the black-box model. There are several approaches to partially solve this [14]. However, every
approach has disadvantages and cannot be used in all cases.

Explanation methods in survival analysis

Due to the mentioned peculiarities of the survival machine learning models, the known explana-
tion methods like LIME and SHAP to explain the corresponding predictions cannot be directly used.
Therefore, every explanation method is based on applying a trick, which allows us to adapt it to LIME
or SHAP.
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The main idea behind the first group of explanation methods, called SurvLIME, SurvLIME-KS,
SurvLIME-Inf, is to use the Cox model to approximate the black-box model in a local area around the
explained object x. This idea stems from the fact that the Cox model assumes the linear relationship
b’x of the object features or covariates. An important peculiarity of the Cox model is that functions of
features and the time are separated. Hence, coefficients b in the Cox model can be regarded as meas-
ures how the features impact on predictions. However, we do not approximate a point prediction, but
rather functions, such as CHFs. According to the SurvLIME method [15], synthetic instances (feature
vectors) g, are randomly generated around the explainable example, and for each synthetic vector the
CHEF is calculated using the black-box model. Therefore, we propose to consider the distance between
logarithms of the CHFs H (t |zi) predicted by the black-box model and CHFs H Cox (t |zi) computed by
using the Cox model. The distance is determined as follows:

1

d(z)=] (nH (z) - H (1]z,)) dr.

Let #, <t, <~ <t be the distinct event times obtained from the set of training times {Tl, ey Tn},
where ¢, = kmin T,, t, = max T,. Substituting the corresponding expressions for CHFs into the above
=l,...,n k=l1,....n

expression and using the fact that the CHFs are stepwise functions due to the finite number of the observed
event times, we obtain after simplification:

d(z)= i(lnl—lj (z)-InH,, (zi)_szi)ZTj’

Jj=0

wheret =1, —1; H (z,) isthe CHF H(t|zl.) in the interval [£; 7, ]; H, ; (zl.) is the baseline CHF of
the Cox model in the same interval of time.

Since the CHF in the Cox model is a function of unknown coefficients b, the optimization problem
for calculating the coefficients is determined by the weighted average distance between the CHFs of
the black-box model and the Cox model over all generated points 2 i=1, ..., N, taking into account
weights w, that are determined by the distances between point x and each point z . This implies that the

loss function is of the form:

L(b)= mbingwid(zi )-

It is interesting to point out that the obtained optimization problem is convex, therefore, its solution
does not meet any difficulties.

The general scheme of the method is shown in Fig. 1. If the distance between risk functions is cal-
culated based on the quadratic norm L,, then the optimization problem is reduced to quadratic pro-
gramming, which makes it possible to find a solution (vector b) quite simply. For norms L1 and Lw
(SurvLIME-Inf[16]) it is shown that the corresponding optimization problems are reduced to linear.

To ensure the robustness of the explanation mode, the Kolmogorov—Smirnov bounds for the SF
were introduced in [17]. The proposed method, called SurvLIME-KS, is an extension of the SurvLIME
method and uses the results of this method, but under the assumption that instead of a single SE, a
set of SFs is used. As a result, a maximin optimization problem for calculating the optimal vector b is
constructed, where the maximum is determined over all SFs within the Kolmogorov—Smirnov bounds.
Despite the seeming complexity of the optimization problem, it reduces to a finite set of quadratic or
linear optimization problems whose solutions do not meet any difficulties.

SurvLIME provides explanation of the survival black-box model predictions. However, it is interest-
ing to explain why predicted results of a survival model are uncertain or to answer the question: Which
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b

Fig. 1. SurvLIME structure [16]

features of an explained instance lead the black-box model prediction to be uncertain? Following the
above question, a method for uncertainty interpretation of the black-box survival model predictions
called UncSurvEx (Uncertainty Survival Explanation) has been proposed in [18]. The method like Sur-
vLIME applies the Cox model to approximate the survival model. It is assumed that the most uncertain
density function of the prediction is uniform at times T’ 1o e T - This is similar to the multi-class classifi-
cation, where the prediction is the class probability distribution. The most uncertain prediction is when
all probabilities are identical, and we cannot make decision about a class of an instance. According to
UncSurvEx, an “certainty” measure c(zl.) as the distance d between the actual SF § (t|zi) and the
most uncertain “uniform” SF §* (t |zl. ) is determined. In the same way, the “certainty” measure e (zi , b)
is determined as the distance between the Cox SF S (t|zi,b) and the most uncertain SF S* (t|zl. )
The weighted difference between c(zi) and ¢ (zi,b) is minimized to get the optimal values b, which
show the most important features from the prediction uncertainty point of view.

Another interesting explanation method is a generalization of the NAM method [10] to the case of
censored data, called SurvNAM [19]. The idea behind the method is similar to the SurvLIME method,
but unlike the linear combination b”x of attributes adopted in SurvLIME in accordance with the Cox
model, this combination in SurvNAM is replaced by a set of neural networks that calculates the func-
tions g; (xl.) of features. The modified Cox model is of the form:

H(t|x,g) = H, (1)-exp(g (%) +-+g,(x,)),

where g = (g1 (x1 ) S (xm )) is the vector of functions.

Neural networks implementing functions g, (x[) are trained according to a loss function defined by
the average distance between CHFs of the black-box model and the Cox model over all generated syn-
thetic points. As a results, we obtain functions g; (xi), called the shape functions. In order to explain a
prediction by using the shape functions, the rate of change of each function has to be estimated. It char-
acterizes the impact of the corresponding feature on the prediction. The rate of change can be simply
estimated by computing the variance of g; (xl. )

The Cox model, even with the functions implemented by the neural network, requires the calculation
of the baseline CHF or SF that are independent of features. A more powerful survival model is the Beran
estimator. Therefore, a method called SurvBeX (Survival Beran eXplanation) [20] was developed that
uses the Beran estimator instead of the Cox model. The main idea of the method is that in the Beran

estimator the weight is defined as follows:
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W(x,x,.b)= softmax(”b o(x-x, )”2),

where vector b characterizes the influence of features on predictions, @ is the scalar product.

In general, SurvBeX uses the algorithm of the SurvLIME method with the generation of synthetic
instances near the object being explained, but with the difference that the Beran estimator is used in-
stead of the Cox model. In this case, we obtain a more complex optimization problem. However, nu-
merous numerical experiments show that it can be solved quite simply by existing methods and provide
significantly better interpretation results.

SurvBeX is a flexible method, which can be modified in several ways. First, we can change the kernel
function. For example, if we replace the Gaussian kernel, used in the method, with the triangle kernel,
then only a local area of instances around x will be included into consideration. Second, the set of train-
ing parameters can also be changed. If the number of training instances is rather large, then additional
parameters may lead to a more accurate approximation of the black-box model prediction function.

So far, the explanation methods based on survival modifications of LIME and NAM have been con-
sidered. However, there is an explanation method, which extends SHAP to a case of survival analysis.
The method is called SurvSHAP(t) [21], and it is based on SHAP with solid theoretical foundations and
a broad adoption among machine learning practitioners. According to SurvSHAP(t), the Shapley values
(contributions of the d-th feature) ¢, (x, t) are assigned for the explained instance x at a time moment
t. Since the predicted SF of the black-box model is a step-wise function with changes at times ¢, <7, <
<<t due to the finite number of observations, then values ¢ py (x, t) are determined at all times, i.e.,
d, (x,tl), vy (x, tn). Values ¢, (x,t) are computed for every feature d and every time 7, in the
standard way by taking points of the predicted SF S (t|x) at the point tasa point-valued prediction
of the black-box model for the explained instance x. The obtained time-dependent values ¢, (x, t) are
aggregated to calculate the overall importance (x) of the d-th feature as follows:

W (%)= [ og (x.0)| .

29



4 PeweHnune NpUKnaaHbIX 3a4a4 METOAaMnN UCKYCCTBEHHOIO MHTENJIEKTA >

In contrast to SurvLIME, SurvNAM, and SurvBeX, where the meta-model is based on an assump-
tion of the approximating model (the Cox model, the Beran estimator), an important advantage of
SurvSHAP(t) is that it does not require to make any assumption about the meta-model. On the other
hand, SurvSHAP(t) as a SHAP-based method inherits all problems of using the SHAP method, which
include the problem of representing subsets of features as inputs and the problem of the complexity of
computing the Shapley values.

Conclusion

We have briefly considered only the main explanation methods used in recent survival analysis. Due
to the importance of survival analysis in many applications, including medicine, system reliability, safe-
ty, and predictive analytics, new survival explanation models are being developed and will be proposed
in the near future. There are several areas of survival analysis, for which explanation methods have
not been developed. For example, there are no effective explanation methods for competing risks. The
development of such methods is an active area for further research. The same can be said for specific
applications of survival analysis. For example, the development of explanation methods for models deal-
ing with multi-modal data is another area for further research. New explanation methods that improve
existing methods (SurvLIME, SurvNAM, SurvSHAP(t), etc.) can also be considered as areas for further
research.
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