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Abstract. Artificial intelligence and machine learning technologies are among the most
promising in the field of computer science. They make it possible to obtain solutions to problems
that until recently were the exclusive prerogative of humans. However, when solving practical
problems, it is necessary to implement machine learning models taking into account the
restrictions on available resources. Such resources can be both computational and temporary (i.e.
the problem must be solved in a certain time and using certain hardware, most often it is about
various mobile platforms), and informational, when it comes to small, censored, incomplete or
noisy data. The paper examines machine learning methods used to solve practical problems in
application areas, such as comparing the shape of three-dimensional objects and intellectualizing
resource dispatching, within the framework of the concept of “Supercomputer for Al and Al for a
Supercomputer”. In the field of solving problems with limited data volume, a method is proposed
that allows training a multilayer neural network using an ultra-small training sample to solve the
problem of quantitatively assessing the proximity of the shape of arbitrary three-dimensional
objects. In the field of applying machine learning models with limited resources, a method has been
developed that ensures asynchronous operation of the machine learning model and the executable
process, which allows for the effective use of machine learning methods under constraints.

Keywords: machine learning, resource management, supercomputer, constraints, neural networks

Acknowledgements: The research was partially financially supported by the Ministry of Science
and Higher Education of the Russian Federation within the framework of the state assignment
“Development and research of machine learning models for solving fundamental problems of
artificial intelligence in the fuel and energy complex” (FSEG-2024-0027). The results of the
work were obtained using the computational resources of the shared-use center “Polytechnic
Supercomputer Center” of Peter the Great St. Petersburg Polytechnic University (https://scc.
spbstu.ru).

Citation: Muliukha V.A., Vostrov A.V., Motorin D.E., et al. Supercomputer resources management
using machine learning methods under constraints. Computing, Telecommunications and Control,
2024, Vol. 17, No. 3, Pp. 32—41. DOI: 10.18721/JCSTCS.17303

© Muliukha V.A., Vostrov A.V., Motorin D.E., et al., 2024. Published by Peter the Great St. Petersburg Polytechnic University



4 Applied problem solving with machine learning >

Hay4dHasa cTaTbs —(D@
DOI: https://doi.org/10.18721/]JCSTCS.17303 © S
YOK 004.8:[62-5+004.382.2]

YNPABJIEHUE BbIYMUCJ/TUTEJIbHBIMU
PECYPCAMU CYNNEPKOMIbIOTEPOB METOJAMU
MALUMHHOIO OBYYEHUA B YCJIOBUAX OFTPAHUYEHUN

B.A. Mynwxa = , A.B. Bocmpog,
A.E. MomopuH, B.B. [nasyHo6

CaHKT-lMeTepbyprckmii MoAUTEXHUYECKUI yHMBepcUTeT MeTpa Beankoro,
CaHKT-MeTepbypr, Poccuitickan Peaepaums

= vladimir.muliukha@spbstu.ru

AnHoTamus. TexXHOJIOTMU MCKYCCTBEHHOTO MHTEJ/UIEKTa M MAIIMHHOTO OOYYEHMS SIBJISTIOTCS
ONIHUMU M3 CaMbIX TIEPCIIEKTUBHBIX B 00JACTU KOMITbIOTEPHBIX HayK. OHM TTO3BOJISIIOT TTOJTY-
YUTH pelIeHUEe 3a7a4, KOTOPbIe O HEAABHETO BPEMEHU OBLIM UCKIIOUYUTETBHO MPEepOraTuBoi
yesioBeka. OnHAKO MPU pellieHU N MPaKTUYEeCKUX 3a/1a4 MPUXOIUTCS PEaTu30BbIBATh MOACIU Ma-
LIMHHOTO OOYYEHUs C YYeTOM OIpPaHUYEHU I Ha TOCTYITHbIE PECYPCHI, TPU 3TOM, PECYPCHI MOTYT
OBITh KaK BBIUMCIUTEIbHBIC U BpeMEHHbIE (T.€. 3a/laYa 10KHA OBITh pelleHa 3a ONpeaeeHHOe
BpPeMs M C UCTOJIb30BAHUEM OIPENEICHHOrO anmnapaTHOro odbecneyeHus, yalie BCero peuyb UaeT
0 pa3IMYHBIX MOOWIBHBIX TUIaT(hopMax), Tak U MHPOPMAIIMOHHBIE, KOT/Ia PeYb UIET O MaJIbIX,
LIEH3YPUPOBAHHBIX, HETIOJHBIX WM 3alIyMJIEHHBIX JaHHBIX. B paboTe paccMaTpuBalOTCS METO-
JIbl MAIITUHHOTO OOy4YeHUsI, UCTIOJIb3YeMbIe ISl PEIICHUs TPAKTUUYEeCKUX 3a1a4 B MPUKIATHBIX
00J1acTsIX, TAKMX KaK CpaBHEHUE (POPMbI TPEXMEPHBIX OOBEKTOB U MHTE/UIEKTyaau3aLusl AUC-
neTyepusaluy pecypcoB, B paMkax koHuenuuu «Cynepkomnbiotep it MU u MU nns cynep-
KOMITbIOTEpa». B o6yiacTu perieHus 3a1a4 Mpy HaTWIUKU OTPaHUYCHUI HAa 00BEM TaHHBIX TIPEJI-
JIOXXEH METOJI, KOTOPBIH MO3BOJISIET OCYIIECTBUTH 00y4YeHUE MHOTOCIOWHON HEHPOHHOI CeTH ¢
WCTIOJIb30BAHUEM CBEpXMaJioii oOydaromieit BBIOOPKU, ISl PELICHUST 3aa4l KOJIMYEeCTBEHHOMN
OLIEHKHU OJIM30CTHU (POPMBI TTPOU3BOJILHBIX TPEXMEPHBIX 00beKTOB. B 00/1acT MpyMeHeHUsI MO-
Jeeil MallMHHOTro 00yYeHusl MPY HAJIMYUU OTPAHUYEHU Ha UCTTOIb3yeMble PeCypChl pa3pado-
TaH METOJ, 00eCneynBaloOlINii aCHHXPOHHYIO padOTy MOJIEIU MAaIlIMHHOTO O0YyYEeHUS] U UCITOJI-
HSIEMOTO Mmpoliecca, YTo Mo3BosieT 3(D(HEKTUBHO UCTIOIb30BaTh METOIbBI MAIIMHHOTO O0Y4YEeHMU S
B YCJIOBUSIX OTPaHUYCHUIA.
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Introduction

Machine learning is one of the fastest growing fields in modern science. The inductive approach in
machine learning is a process, in which a computing device analyzes the available data and the desired
output, finds correlations between them, and builds a function that relates the input data to the output of
the model. Thus, machine learning models are automatically trained to solve classification and regression
problems, make predictions and decisions in various fields, such as medicine, finance, manufacturing, etc.
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Traditionally, one of the main advantages of machine learning is its ability to process large amounts of data
that were previously unavailable for analysis. However, like any other technology, machine learning has its
limitations and disadvantages. Some of these include the problem of overfitting, where the model begins
to learn from spurious correlations, random noise and errors, rather than from real patterns. In addition, a
problem is the availability of small data for training, when training sample sizes are not enough to identify
statistically significant patterns. The development of large neural network models, in particular large lan-
guage models, reveals the problem of performance and cost of running the models.

The aim of the work is to develop methods for applying machine learning models under constraints.
The paper considers the results of research projects carried out by the team of the Higher School of Ar-
tificial Intelligence Technologies of Peter the Great St. Petersburg Polytechnic University. A distinctive
feature of these works is the use of machine learning models under significant constraints. In the first
case, the constraint was the small size of the training sample and the requirement to provide the user
with the results of the comparison within 15 seconds after the corresponding request was received. In
the second case, it was necessary to use predictive analytics models for task execution time on a super-
computer in a mode transparent to the user, taking into account the possibility of batch task launch. To
solve this problem, an approach was proposed using simple models based on ensembles of decision trees
operating asynchronously in the background.

There are a number of approaches to solving the problem of using machine learning models under
resource constraints. In particular, if there are restrictions on the size of the training sample, you can use
regularization methods, which can reduce the influence of the noise and increase the accuracy of the
model [1]. Another approach is the use of ensemble methods [2], which allow replacing one complex
model that has a large number of parameters and requires a large training sample, with many simple
models trained on different data or on different combinations of input data. Moreover, each of these
simple models has a small number of parameters and can be trained on a relatively small sample. Errors
in solving a problem made by individual simple models are leveled out using collegial decision-making
methods, thereby increasing the accuracy and reliability of the model [3]. You can also increase the sam-
ple size using specialized machine learning models, for example, Siamese neural networks, which learn
not from the examples themselves, but from their pairs, while the number of pairs grows in proportion to
the square of the sample elements and allows training even on a small number of examples [4]. Another
method of increasing the volume of initial data is data augmentation. It is a method of generating new
data by combining the original data, as well as by adding various noise. In addition, the approach used in
augmentation is used to increase the accuracy of the output of various generative models that generate
a response based on the user’s request. Adding additional contextual data to a request is called Retrieval
Augmented Generation (RAG) [5] and is one of the most widely used methods for improving the per-
formance of the large language models.

Machine learning models, especially those built on the basis of neural networks, are quite demanding
in terms of the amount of computational resources required both during the training process and at the
stage of model operation. There are several basic methods for reducing the computational complexity
of machine learning models. One of the main approaches is to try to replace large and complex models
with the simpler ones. In this case, methods, such as knowledge distillation [6] are distinguished, in
which the nodes of the original neural network that make a small contribution to the result are reset and
excluded from the model. In this way, it is possible to reduce the amount of calculations, while maintain-
ing comparable accuracy of the model. The same method is used in the models of explainable artificial
intelligence, when the task is to leave only a small number of nodes that make the greatest contribution
to the formation of the result of the model, thus highlighting the key elements in the source data, be-
cause of which a specific decision was made.

In addition, one solution is to move to other types of machine learning models that are less computa-
tionally intensive, such as forests or deep forests. The Higher School of Artificial Intelligence Technologies
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researchers proposed methods for combining forests and neural networks [7]. Decision trees carry out
the basic classification of the data, spending less resources than the neural networks, since at each step
a decision is made based on only one of the attributes. The use of neural networks in the leaves of such
trees adds flexibility to the approach and allows us to model complex functions that are not available to
classical decision trees.

Further, the article discusses practical problems solved at Peter the Great St. Petersburg Polytechnic
University under resource restrictions within the framework of the concept of “Supercomputer for Al
and Al for a Supercomputer”.

Solving the problem of comparing objects under restrictions on initial data volume

One of the practical problems solved under restrictions on the volume of the training sample was
the development of a system for comparing the shape of three-dimensional objects for Rospatent [8].
The task was calculating the semantic proximity function or determining the similarity of digital three-
dimensional model using neural networks. Comparison of objects in terms of their semantic proximity
in the theory of machine learning refers to a class of tasks that are united under the name of distance
metric learning [9]. The main idea underlying the solution to the object comparison problem is that
the distance between semantically similar objects should be less than the distance between semantically
different objects.

Thus, if there are two training sample vectors Xx; € R" and X; € R"™, then the distance d(xl, X, )
should be minimized, if x, and X, are semantically close objects, and this distance should be max1mlzed
if x, and X, are semantlcally d1stant The most common and popular distance function is the quadratic
Mahalanobis distance d;, (xl , X, ) which is defined for two vectors as:

d;, (xi,xj):(xi—xj)TM(xl. —xj),

where M € R™" is a symmetric positive semidefinite matrix (its eigenvalues are non-negative). The
Mahalanobis distance, unlike the Euclidean distance, is scale invariant and allows having correlations
between the input data.

The distance matrix is symmetric and positive definite, which allows it to be represented in the form:

ST=W'W,WeR", p<M.

Then the Mahalanobis distance can be rewritten as:
2 _
d, (xi , X j) = ‘

This equality means that calculating the Mahalanobis distance is equivalent to finding such a linear
transformation W that each vector is mapped to a lower-dimensional space, in which the Euclidean
distance is equal to the Mahalanobis distance in the original space. Thanks to it, a neural network can
be built that functions similarly to the calculation of the Mahalanobis distance, when the activation
functions of the neurons are linear. In fact, a neural network allows one to obtain a nonlinear analogue
of the Mahalanobis distance by using a combination of linear and nonlinear activation functions.

However, for effective operation, the number of the training sample for neural networks must exceed
several times the number of connection weights (training parameters). To solve this problem, the pro-
ject used a Siamese neural network, which is trained on pairs of data. Thus, having only 600 initial 3D
models allowed us to train a Siamese neural network consisting of two six-layer fully connected neural
networks containing 96, 150, 120, 80, 40, 32 and 16 neurons, respectively. The second feature of the
Siamese neural network is the possibility of using it in so-called one-shot learning (learning from one
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example) or few-shot learning (learning using several examples). Therefore, it learns in a situation,
where there is only one or a few examples in one class and the initial sample is poorly balanced. This
is possible, because the Siamese neural network is trained not on individual examples, but on pairs of
examples. Hence, it is not the number of objects themselves, but the number of possible pairs of objects
that are the elements for learning.

The second challenge addressed by this project was ensuring the required level of performance, when
comparing shapes of 3D models. The models themselves came into the system in the form of wireframe
models of arbitrary size (up to 100 MB per model). At the same time, the comparison of a newly received
model with all existing ones in the database should not, according to customer requirements, last more
than 15 seconds. Due to restrictions on the hardware and the requirement to ensure the functioning of
the system in the customer’s circuit, a transition from a direct comparison of three-dimensional objects
to a comparison of their shape descriptors was proposed, which ensures the identification of significant
features of the appearance of three-dimensional objects.

To form a descriptor of the shape of a three-dimensional object, a three-dimensional modification of
the chord method was used, which made it possible to move from a three-dimensional model consisting
of an arbitrary number of points to a diagram of the lengths of segments connecting points on the surface
of the model. The descriptors themselves were generated in an asynchronous mode, while the model
entered the system, and during the expert’s work, only the calculated descriptor of the new model was
compared with the previously calculated descriptors of other models in the database. The system pro-
vides the ability to change the descriptor for comparison. If a new descriptor appears, for each incoming
model, both old and new descriptors are calculated, until all models in the database are recalculated. In
this case, before a complete recalculation, the models are compared using old descriptors, about which
the relevant information is displayed to the user, and after the recalculation, only new descriptors are
used and the old ones are no longer calculated.

The transfer of data processing procedures to the background allowed us to reduce significantly the
hardware requirements of the developed system, while also ensuring the required level of performance,
which is one of the key elements of the “Supercomputer for AI” approach.

>

Using machine learning to improve supercomputer performance

As part of the “Al for a supercomputer” approach, Peter the Great St. Petersburg Polytechnic Uni-
versity developed methods for increasing the operating efficiency or performance of a supercomputer,
including using artificial intelligence technologies. Research into the prospects for using various meth-
ods of managing computational resources has been actively conducted in different countries over the
past few years. At the same time, the developed mathematical, heuristic and metaheuristic methods for
optimizing task parameters are used to reduce the energy, resource and time costs of performing compu-
tational tasks on supercomputers.

A two-criteria hybrid workflow scheduling algorithm in cloud computing is presented in [10]. The
proposed Heterogeneous Gravity Search Algorithm (HGSA) is a hybrid of the popular metaheuristic
Gravity Search Algorithm (GSA) and the equally popular heuristic Heterogeneous Earliest Finish Time
(HEFT) for scheduling workflow applications. The results show that HGSA performs better than Hy-
brid Genetic Algorithm by 14%, GSA by 20%, and HEFT by 35% in terms of fitness value. The results
were obtained using analysis of variance (ANOVA) statistical test. In our work, this algorithm turns out
to be ineffective, since it significantly underestimates the expected value of the task execution time.

The problem of optimizing the scheduling of large applications with parallel processes in heteroge-
neous computing systems, such as hybrid clouds, is NP-complete and is decisive for Quality of Service
(QoS). The article [11] considers the formulation of the optimization problem of a large number of
homogeneous parallel batches of problems, which are a bottleneck. The planning problem is solved by
a cooperative game algorithm with two-criteria optimization in terms of execution time and economic
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costs and with two restrictions — on network throughput and memory size. The proposed algorithm
showed better results in the execution time of computational tasks compared to such greedy approaches
as G-Min-Min, G-Max-Min or G-Sufferage, and the efficiency increases with the size of the infrastruc-
ture. It should be noted that this algorithm has sufficient accuracy, but at the same time has extremely low
performance, because the entire set of tasks in the queue is optimized. In conditions of receipt of tens or
even hundreds of new tasks per second during batch setting, this method is not applicable to our problem.

A dynamic game-theoretic approach to solving problems of scheduling scientific computing in cloud
systems is considered in [12]. A multi-objective workflow scheduling framework is proposed to reduce
cloud creation times and costs, while maximizing load distribution among heterogeneous cloud virtual
machines. The performance of the developed system was tested on randomly generated templates of
scientific workflows and on data from third-party commercial clouds. This approach, like the previous
one, is intended to optimize the distribution of a finite set of tasks and cannot be used effectively in the
event of new ones arriving. Similar optimization methods are used in [13, 14].

Evolutionary and swarm algorithms are used in problems of scheduling m jobs for n resources for
cloud computing and allow obtaining suboptimal solutions. In [15], the multi-objective bacteria for-
aging optimization algorithm (MOBFOA), which is a modification of the BFOA algorithm for solv-
ing multicriteria planning problems with Pareto optimal front. The modification consists of selecting
bacterial positions from dominant and non-dominant fronts to obtain a diversity of solutions, which
increases the accuracy and the speed of convergence by introducing an adaptive chemotactic step size.
The performance of the proposed algorithm was compared in terms of the speed of convergence to the
Pareto optimal front and the distribution of solutions in space, with NSGA-II and OMOPSO. The use
of these algorithms requires the presence of software agents on all computing nodes, which significantly
complicates its implementation on a functioning supercomputer. A similar approach is used in [16].

The growth in the performance of supercomputer systems is associated with an increase in elec-
tricity consumption. Balancing energy consumption and performance of computational resources is
discussed in [17]. The authors proposed a new scheduling algorithm based on energy-aware duplica-
tion — novel energy-aware duplication-based scheduling (NEADS). During the duplication process,
they are counted as favorite predecessor (FP), and the next FP. If the FP does not meet the duplication
condition, the predecessor FP will not be checked. The second FP is then evaluated. This allows you to
avoid replication of indirect tasks on the same processor. Accordingly, additional communication and
computation costs can be reduced. Experimental results show that for synthetic applications, NEADS is
effective in reducing energy consumption. This approach can be effectively used in systems that process
a large number of small tasks. In case of the SCC Polytechnic, planning is performed at the node level
as a whole and we can determine the type of the executed task indirectly only by meta-features without
access to the executable code of the task.

Accurately predicting the task execution time in a complex high-performance dynamic computing
environment is a complex task, subject to a large number of constraints and parameters. One single
strategy is not suitable for solving all types of heterogeneous problems. To solve this problem, a joint
forecasting model using multiple strategies multi-strategy collaborative prediction mode (MSCPM) was
proposed in [18] to perform online tasks in runtime mode. The accuracy of forecasts was assessed using
the concept “Ensuring forecast accuracy” introduced by the authors. Experimental results based on a
cluster computing environment show that the predictions of the joint prediction model are consistent
with the optimal predictions within the results provided by single strategies, and MSCPM provides im-
proved accuracy in predicting the execution time of online tasks. In our work, we proposed an approach
using different prediction models for different classes of computational tasks. At the same time, unlike
[18], in our work, in addition to the parameters of the task itself, we also use accumulated statistical
data on users and users’ groups that run the analyzed task. Using additional data on users allows us to
increase the accuracy of task execution time estimation by 10—12%.
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Fig. 1. Current scheme for launching a task by a user at the SCC Polytechnic

Our project involved an unbalanced sample of task execution times as part of the task of increasing
dispatch efficiency at the SCC Polytechnic. SCC is a hybrid computing system consisting of several
computing clusters with different architectures (homogeneous and heterogeneous), located in a single
information and computing field, as well as a shared storage Luster, with a capacity of about 1 PB, al-
lowing file exchange between different computing systems.

Registered users gain access to computational resources from the machine loginl.hpc.spbstu.ru.
Login is carried out using the SSH protocol (terminal client).

Cluster resources are managed using the Slurm software package [19]. The principle of its operation
is as follows: the user requests a certain resource (processor cores, memory, etc.), placing his task or
tasks in the queue. The system, based on the user’s priorities and the current filling of the queue, selects
the moment to launch the task. A queue is a sequence of tasks that must be solved on a specific compu-
tational resource (group of nodes). Moreover, each node at the current time can be occupied with only
one task of one user. Thus, the node is given exclusive use to the task hosted on it, and other tasks on the
busy node will not be executed.

The current scheme for launching a task at the SCC Polytechnic SCC is shown in Fig. 1.

The low efficiency of dispatching is determined, firstly, by the low quality of data received by the dis-
patcher and used by it in the process of its work. Most users either incorrectly indicate the expected task
completion time or do not indicate it at all, leaving the default parameter in the metadata.

As part of the project, an intelligent module was developed and implemented that predicts the task ex-
ecution time using data on previously performed calculations, in the context of the user running this task.

The scheme for launching tasks at the SCC Polytechnic using an intelligent module is shown in Fig. 2.

When developing the architecture of the new task launch system, the following principles were used:

* the implementation of the intelligent module should be carried out in a “transparent” mode for
the user, that is, the algorithm and sequence of user actions as a result of the implementation of the in-
telligent module should not change in any way;

 as a result of system actions, user tasks should not be removed from execution in the event of an
erroneously low calculation time prediction;

* when choosing the time to use to schedule a task, Slurm uses the minimum time between predict-
ed and specified by the user.

It was also necessary to take into account the specifics of queuing tasks, namely batch scheduling of
tasks for execution. Using machine learning models to analyze all incoming tasks in a batch in real time
requires significant computational resources that can be more efficiently used to solve user problems. To
implement the principle of transparency for the user, it was decided not to introduce any additional
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Fig. 2. Scheme for launching a task by a user at the SCC Polytechnic using an intelligent module

elements between the user and the dispatcher. Thus, the intelligent module performs asynchronous
processing of tasks that are already in the Slurm database, i.e. are waiting in the execution queue. At the
same time, by adjusting the execution time of the user’s task, the intelligent module changes the time
value of tasks already in the queue, and the dispatcher, during a scheduled review of the queue, adjusts it
based on the new time value and transfers some of the tasks, filling the free slots in the schedule. In this
case, the intelligent module stores the initial time specified by the user, the value of the predicted time,
and monitors the actual time for completing this task. If the predicted time is approaching and the task
has not completed, then the intelligent module iteratively increases the specified execution time up to
the value specified by the user when starting the task.

At the same time, the machine learning model itself, which predicts the task execution time, uses
ensemble learning, in which several simple models, for example, small random forests, are trained on
random subsamples of the original data sample. The use of ensemble models can significantly reduce
the requirements for resources required at the model training stage, as well as speed up the training
procedure itself.

Conclusion

Using machine learning in small sample settings is a complex task that requires careful data analysis
and selection of optimal methods. However, thanks to the development of new methods and technolo-
gies, the possibilities of using machine learning in such cases are constantly expanding.

There are a number of techniques that allow machine learning models to be used even when there
are limitations on the resources used, be it the amount of data used to train the model or the resources
required to train or operate it. The most typical technique is to use specialized models that support
few-shot methods learning or even one-shot learning, when the training procedure takes place using an
extremely small amount of data. In addition, if appropriate, you can use preprocessing of the original
data or post-processing of the obtained results, often using other machine learning models.

We have proposed a method based on the use of Siamese neural networks for estimating the shape
similarity of three-dimensional objects, which allows training a multilayer neural network using an ul-
tra-small training sample of less than 700 objects.

To improve the efficiency of using machine learning models in the presence of limitations on ex-
ecution time and computational resources, when estimating the duration of solving a computational
problem, a method for asynchronously applying a machine learning model and the Slurm dispatcher has
been developed at the SCC Polytechnic. According to the results obtained during modeling, the use of
machine learning methods allows reducing the average time a task spends in the queue by 10—15% and
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increasing the ratio of the number of solved problems to a given period of time. At the same time, the
module does not affect the operation of the Slurm dispatcher itself.

The use of post-processing methods, in addition to increasing the efficiency of the machine learning
model, can be used to implement mechanisms for interpreting (or explaining) the results of the model [20].
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