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Editorial Introduction

Technology and Understanding

Alexander Yu. Nesterov (2:(><) and Anna I. Demina
Samara National Research University, 34, Moskovskoye Shosse, 443086 Samara,
Russia
aynesterow@yandex.ru; ademina83@gmail.com

Abstract

Technology expresses the level of knowledge about nature and consciousness of a human being and
represents a sort of material reflection of an individual and humanity. As such, technology is a
fundamental capability of humans. Understanding by means of technology is a projective reconstruction
of the meanings of signs, that is active, dynamic, objectifying interpretation. It is demonstrated how the
contributions to this special issue implement comprehension of grammatical, linguistic and mathematical,
artistic, legal and anthropological procedures of comprehension in the field of technical knowledge and
technical implementation.
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worldview
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PGI[aKTOpCKaSI 3aMCTKa

TexXHO0JIOrM: M MIOHUMAaHH e

Aunexcanap FOpsesuu Hectepos () (0<]) and Anna MBaHoBHa JlemMuHa
Camapckuil HallMOHANbHBIN UCCIIEA0BATENbCKUN YHUBEpCUTET UMeHHU akagemuka C.I1. Koponesa, 34,
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AHHOTANUA

TexHosorus: IEMOHCTPUPYET YPOBEHb 3HAHUM O MPUPOJIE U CO3HAHUM YEJIOBEKa W MPEICTaBIIseT cO00it
CBOCI'0 poJia MaTE€pUAJIbHOC OTPAKECHUE JIMYHOCTH U YCJIOBCYCCTBA. Taxum o6pa30M, TEXHOJIOTUA — 9TO
q)yHI[aMeHTaJILHaﬂ CHOCO6HOCTI) yenoBeka. l[loHuMaHme c NOMOIIBIO TEXHUKU — ITO IMPOCKTHUBHAA
peKOHCprKL[I/I)I 3HaquHﬁ 3HaKOB, TO €CTh aKTHBHaA, JUHaAMHUYHasA, O6’beKTI/IBI/IpyIOHIa$I I/IHTepHpeTaI_II/Iﬂ.
IlokazaHo, KaKk MaTepuanbl 3TOrO CIELMAIBHOIO BBITYCKA PEAIU3YIOT IIOHMMAHME I'PAaMMATHYECKHX,
JIMHTBUCTUYCCKUX W MATCMATHYCCKUX, XYAOXKCCTBCHHBIX, NOPHAUYCCKUX W aHTPOMNOJJOTHYCCKUX
npoueayp noHMMaHus B O6J'IaCTI/I TEXHUYECKUX 3HAHMNHN U TEXHUYECKON peajm3anunu.

KimioueBbie ciaoBa: Texnonoruu; Ilonumanue; ['epmeneBTuka; CeMHOTHKA;
TexHn4ueckoe MUPOBO33pEHHUE
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INTRODUCTION

The problem of comprehension is one of the oldest problems in philosophy.
Beginning with the Prince Rama who suffered from the incapability to understand and
attained deliverance from suffering through clarification (Venkatesananda, 1984), and
up to nowadays everyone can say about themselves with the words of Peretz, one of the
two main characters of “Snail on the Slope” by Boris and Arkady Strugatsky: “This is
what | am sick with, longing for understanding” (Strugacky & Strugacky, 1992, p. 99).
Incomprehension is a permanent shadow of the sojourner on the way to cognition. lon,
the winner in the contest of singers about Homer, found out that he understood nothing
in the contents of poems that were communicated by him (Plato, ca. 380 B.C.E/1925).
The mystic religious path of cognition connects incomprehension with the somatic way
of human existence, and its overcoming — by escaping, with Plato, from the darkness of
the cave of materiality, with the practices of clarification and insight, by giving hope for
understanding as a miracle of remembering, and later — as a miracle of meeting the god.
The inception of measurement and experiment and, in general, the scientific method of
cognition made it possible to find and formalize specific techniques and procedures for
understanding against the background of Christian monotheism. However, the
existentialism of the 20th century on the one hand reawakened a medieval distrust of
any sort of creation and turned to the facts of collective consciousness, and on the other
hand deprived the Western world of their hope for salvation in a transcendent world.
Lord Chandos, the character of Hugo von Hofmannsthal (2005), confirms the
incapability of human language to capture and express reality. Albert Camus (1955)
declares every situation of cognition absurd by placing the category of the absurd in the
mutual presence of human and world. Elias Canetti (1964) in “The Blinding” depicts a
situation of the total intranslatability of everyday reality into the languages of rational
theory and rational action, resulting in the self-destruction of knowledge, the burning of
the library. Oskar Matzerath, the main character of “The Tin Drum” by Gunter Grass
(2004), stands in the church in front of the figure of Jesus while awaiting a small,
extremely personal miracle, but no miracle is happening.

Incomprehension is a characteristic feature of the worldview crisis of Europe of
the first half of the 20th century — as a refusal of interpretation and a certain effort of
cognition, and simultaneously as a refusal to expect the miracle to happen and thus as
an acceptance of the inability to escape from ordinary routines. In the second half of the
20th century, it is an ideological point of Americanized mass culture. From “People are
strange...” (The Doors) and “We don’t need no education...” (Pink Floyd’s The Wall)
up to “A Scanner Darkly” by Philip K. Dick, it is always the common sense of an
ordinary person to be accustomed to incomprehension. Paul Feyerabend’s
methodological anarchism and post-modernist relativism seem to deconstruct and
disavow the systematic way of thinking. Against this background, the philosophers of
the 21st century, similar to Friedrich Schleiermacher, are forced to start detecting ways

soctech.spbstu.ru



Special Topic:

Technology as Language — Understanding Action in a Technical Condition

Tema BoITycKa

“TexnHuka Kax A3bIK: NOHUMAHUE U 0CIICIMEUE 8 MEXHUYUECKOM MUPOBo33peHuu”

of overcoming this incomprehension. In terms of Goethe’s (1790/2014) Faust, it may be
stated that the epic irony of Mephistopheles (“man spricht hier nicht vom Graben, doch
vom Grab”) was communicated to each school child in the forms of culture
understandable to them. In contrast, the scientific world view as a project of the Modern
Age is largely completed while the effort to comprehend and to understand oneself,
others and a complex world is made in terms of technical knowledge and technical
models in the context of a philosophy of technology, that is. Within the framework of a
new, namely the technical worldview.

INCOMPREHENSION IN THE TECHNICAL WORLDVIEW.
COMPREHENSION TECHNIQUES

The technical worldview is a way of seeing the world through the prism of
usefulness (Engelmeyer, 2013) or a situation when cultural symbols are used and
investigated as cultural tools (Scholtz, 2020), when the process of cognition is
uncovered as a rational condition for the possibility of action. Technical hermeneutics
(Scholtz, 1992-1993) — as a discipline within general hermeneutics answering the
question what sequence of actions should be performed to overcome incomprehension —
defines incomprehension as “the absence of someone's thoughts when he talks”
(Chladenius, 1969), as the thing “that comes by itself” (Schleiermacher, 1977) with no
comprehension effort. By contrast, for epistemology, incomprehension is a problematic
situation defined as knowledge about the lack of knowledge (Dubrovsky, 1994). In
terms of general semiotics, finally, incomprehension is assertion of knowledge about the
interpretater’s unfamiliarity with the rules that are necessary to be applied to reveal the
meaning and the value of a sign (semantics), the place of a sign in the system and
operation rules (syntactics), differentiation between the sign and the background
(pragmatics). To fix the situation of incomprehension, the technical worldview of the
21st century may resort to the formula by Marin Mersenne, according to which
understanding means being capable to do (Ropohl, 1981). Consequently,
incomprehension is knowledge of the incapability to do, to reach the goal, to solve the
problem. It thus refers to a situation of non-coincidence between the desired and the
actual.,. Finding a solution to this problem requires increasing the amount of objective
knowledge of the actor not only in terms of epistemology (the receptive knowledge
about the world) but also in terms of praxeology (the projective knowledge about
hierarchies and activity structures). Incomprehension is overcome by applying the
comprehension rules or a particular comprehension technique. A number of such
techniques used in religious and scientific contexts are well known and reflected in the
literature. Comprehension techniques within the technical worldview of the 21st century
remain an open problematic field.

In Western European hermeneutics, a set of comprehension techniques has
formed, which are distinguished depending on the object of cognition: God, text,
persons or nature. Understanding God is set by the Christian exegesis of Origen and
Augustinus (Kuznecov, 1991). Here the comprehension technique contemplates the
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guidance on stepwise ascent of individual consciousness from the literal everyday
meanings of the words and sentences of sacred texts to the contemplation of the divine,
anagogic structures behind them. An essential feature of these techniques is that they
exclude the possibility of error in the comprehended text and are guided by
understanding as a contemplative transformation of consciousness that brings the
believer closer to God (Koncevich, 2009). Within a particular, confessionally directed
religious practice, the techniques aimed at comprehending God play the role of a second
birth of human, their influence is indisputable and obvious in all human activity.
Comprehending a text as a structural, expressed, distinguished speech
communication in some language (Lotman, 1970) is a classic and the most developed
area of cognition techniques. It is most developed in philological knowledge (as
“understanding of the understood”) or “literary hermeneutics” (Hirsch, 1974; Szondi,
2009). Cognition is defined here as “the transition from the sign to its value”
(Kuznecov, 1991) or the “reproduction of speech” (Schleiermacher, 1977, 1985). The
comprehension technique itself is built around “a positive formula of hermeneutics”
with Friedrich Schleiermacher requiring the fullest possible reconstruction of the speech
of an author, including its historical contexts, solving the task of understanding the
author’s speech better than he or she could do it themselves — also comprehending that
the problem of understanding is infinite due to the recursiveness of the comprehension
procedure. At the end of the 20th century, Axel Biihler, Wolfgang Kiinne, and Oliver
Scholz reintroduced the comprehension techniques of the Leibniz-Wolf metaphysics
(Baumgarten, 2004), most clearly formulated by Georg Friedrich Meier (1996), and
representing a stepwise identification of an uncomprehended sign. Kiinne identifies 6
levels of understanding: 1) perceptual, 2) literal, 3) literal within a given context, 4)
grasping the propositional meaning of an expression, 5) understanding the modal
meaning of an expression, 6) understanding as an explanation of the action of a speaker,
that is, disclosing the context within which a statement is explainable) (Kiinne, 2003). A
similar model is formulated by Scholz (1992-93). The techniques of comprehending
texts or speech were most generalized by David I. Dubrovsky (2007) in the context of
information theory: comprehension is defined as the process of decoding, i.e. as
identifying the correspondence between information and its carrier, where the task of
“comprehension” is shown as the task of determining the mechanism of transformation
from an “alien” into “natural” code, that is, the task of converting a code that is
unknown to the system into a known one. In this case, the statement that someone
“comprehends” is the statement that someone 1) possesses a system of natural codes,
i.e. is able to operate with information (signs), 2) is able to recognize something
unknown to them as an incomprehensible code against the background of a system of
natural codes, where “incomprehensibility” or “incomprehension” is the subject’s
knowledge of its own unfamiliarity with the code, 3) is capable of translating or
transforming the “unknown”, represented in the form of knowledge about one’s own
unfamiliarity with the code, into known or natural codes. Text comprehension
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techniques are the basis of Geisteswissenschaft or a scientific conception of knowledge
production in the humanities.

Understanding a person, some other, an interlocutor is a problem that arose in the
second half of the 19th century and was formulated by the philosophy of life in light of
the crisis of creating a comprehensive picture of the world. Wilhelm Dilthey (1981)
defines comprehension as “the discovery of myself in you” or as the ability to see
oneself in another one. The problem itself arises from de-automation of the application
of the congeniality principle (Betti, 1988), the discovery and reevaluation of human
subjectivity. This comprehension technique implies training of empathy, compassion, or
the ability to feel, and is explicitly formulated by Hans-Georg Gadamer as procedures
for using language: “the existence that can be comprehended is language.” A general
sequence of comprehension operations suggested by Gadamer (1990) includes: 1)
surprise or “involvement” of the individual, caused by the actual inability to find a
correspondence for the perceived object or sensed experience in their own experience of
perception and sensing, 2) setting up the question, creating an appeal to linguistic
resources, 3) dissolving the borders in the individual’s consciousness, that is, the
transformation of pragmatic rules governing the experience of using the language, 4) the
use of language in accordance with the transformed pragmatic rule to express
(designate) the situation that caused the surprise.

Comprehending the world as it is or nature is the intellectual setting of natural
science in the Modern Age. A reasonable questioning of nature by Francis Bacon, a
dialogue with nature is an invention which has radically changed human. The inductive
method of cognition as expressed by Galileo Galilei in the model of a measurement
experiment, is a way to obtain true answers of reality to correctly asked questions by a
researcher. The first step of this method is the formulation of a hypothesis, the second is
the analysis and separation of the phenomena under consideration providing an accurate
problem setting, the third is asking a question or an experiment, the fourth is postulating
the result universally that is, formulating a law of nature (Dessauer, 1948, p. 36-40).
Humans understand nature by knowing, due to the inductive method, how laws can be
applied to specific phenomena.

COMPREHENSION IN THE TECHNICAL WORLDVIEW

Comprehending oneself and nature within a technical worldview is achieving the
desired and meeting needs by inventing new objects of sensual perception, new subjects
of understanding and new concepts based on the laws of nature. Comprehension is a
technique, that is “real existence from ideas through a final shaping and processing from
the reserves given by nature” (Dessauer, 1948, p. 234). Technical action as a process of
comprehending includes three form-shaping abilities (Dessauer, 1958) or three acts: “...
In the first act the invention is offered, in the second it is proved, in the third it is
implemented. At the end of the first act there is a hypothesis; at the end of the second
one there is a performance; at the end of the third one there is the phenomenon. The first
act defines it teleologically, the second one logically, the third one factually. The first
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act provides an intention, the second one a plan, the third one an act” (Engelmeyer,
2010, p. 103).

Real progress in human perception of nature and itself is expressed in the
complication and development of technical understanding. The transition from a sign to
its meaning in technology is creation of the meaning based on its sense (Nesterov,
2020), implementation of the performative function of semiosis, not only in terms of
using some logical-grammatical form of a natural language, but in terms of using the
entire existing complex of knowledge about nature in order to transform the way of
existence of the human in the world. The theoretical aspects of language are studied by
Luca Capone (2021) in the article “Which Theory of Language for Artificial
Intelligence? Speech and Cognition in Humans and Machines”. The author compares
the internalist and externalist paradigms of language understanding, while clearly
formulating both ontologies. Following the representation logics of the Al by a neural
network, the author prefers the externalist ontology of language and its structuralist
expression by Ferdinand de Saussure as a differentiated system of signs.

The progress of cognition in the structures of activity is associated with the
successive replacement of intuitive action by a conscious, rule-obeying technical action
based on knowledge of laws and of the particular problems that can be solved through
their application. Sensual intuition — a practical action on creation or transformation of
states of affairs in sensually perceived reality — turns into the process of creating
technical objects in space and time, namely energy processing machines. Rational or
understanding intuition is a practical action to create or transform states of affairs in the
area of logical and grammatical forms of understanding. It involves the process of
creating technical objects — information processing machines — in the field of language,
mathematics and cybernetics. Intellectual intuition is a practical activity in the field of
mind, for example in the process of constructing ontologies in order to technically
implement the idea of a powerful Al. A significant problem of vertical scientific and
technical progress is the upset of the balance between the technical and the
humanitarian: The transformation of ethical norms and the systems of law expressing
them is lagging behind the actual technical development. Not only isolated issues for
the use of technical means, but also basic problems of interaction between humans and
machines for the generation of information are currently beyond legal regulation. The
article by Ivanov and Tsoi (2021) is partially devoted to solving this legal problem:
“The concept, types and rules of the use of technical means in criminal proceedings”.

The growth of the ability of humans and humankind as a whole to technically
understand themselves and the world is expressed in at least two aspects: firstly, by an
increase in the number of worlds or “layers of existence” that humans bring into the
interaction, and secondly, by the complication of the human environment, the transition
from natural environment to artificial one, and subsequently — to artificial environments
of the second and third orders.
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Mythological and religious worldviews introduced the human as a combination
of two worlds, a secular one and a sacral one; the scientific and technical worldview
defines it as a combination of three worlds or more (Dessauer, 1948): physical,
biological, mental and spiritual. In this issue, an article by Andrei E. Serikov (2021)
“Grammar of Behavior as a Theoretical Notion” makes an attempt to expand the range
of worlds brought into interaction from the standpoint of philosophy of behavior and
social psychology. “The grammar of behavior” is analyzed in the context of linguistics.
The conclusion ventures further into the possibility of building a generative model of
the grammar of behavior.

By creating new habitats, endowing machines for processing energy and
information with the function of reflection, combined with autonomous nature and the
ability to decide, humanity strives for a complete understanding of nature, for blurring
the border between the artificial and the natural. The dialectics of the relationship
between humans and nature through the prism of techné and shame is analyzed by
Filippo Ursitti (2021) in his article “Promethean shame as the hidden instrumentum
redemptionis humane”. Through the works and terminology of Gilinter Anders, the
author depicts the experience of sensing freedom and non-freedom, human subjectivity
and alienation in connection with the growth of technical power, a complex
interweaving of subject-object interaction, when a human is simultaneously a subject
and an object of technology. An important conclusion by the author is connected with
setting the problem of -cultivation of the moral imagination and prognostic
hermeneutics. The biopolitical aspects of the new artificial human habitat are considered
by Jessica Lombard (2021) in the article “Technological Agencies in our Information
Society: The Emergence of Biocitizenship and the Genetic Language”. In the context of
philosophy of medicine and philosophy of technology, the author explores new
opportunities provided by DNA research in managing and understanding genetic risks,
analyzes the development of genomic medicine and its political consequences in the
form of “biological citizenship” in the new “molecular age.” An analysis of the forms of
exploring the human information environment in the languages of artistic culture is
presented in the article by Tyutelova, Sergeeva and Sundukova (2021) “Virtual
communication technologies in modern drama for teenagers”. The authors demonstrate
the transformation of language of the modern drama using virtual communication
language as a method of self-identification of the epoch and the hero. They conclude
that referring to new dialogue technologies, which do not correspond to modern dialogic
forms of drama, may constitute the basis for the development of a dramatic language in
general.

Humanity as a communication subject in dialogue withnature and as an auto-
communication subject leaving to itself messages that are expressed by technical
artefacts — objects, technologies and machines acting in the sphere of sensual
perception, understanding and mind — implements an idea of superiority over nature
articulated in the clearest form by Stanislav Lem in Summa Technologiae: We can

8
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eliminate the difference between the artificial and the natural — it will happen at the
moment when the artificial becomes indistinguishable from the natural and then
surpasses it. And how should the superiority be understood? It signifies the
implementation in nature of things, which are impossible for nature (Lem, 2004. p. 255-
256). Comprehending the world or nature in order to understand oneself and building
the horizons of our own future is a key element of scientific and technical progress,
where the philosophy of technology performs the task of comprehending the
understood, a task of reflexive meta-worldview cognition.
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Abstract

Many researchers of human behavior lack empirical data in the form of descriptions of actually observed
behaviors and their generalizations. Fictional narratives could be used as a source of empirical descriptive
data, and their analysis naturally results in the formulation of some “grammar of behavior.” The purpose
of this paper is to explore the possibility to use the notion of behavioral grammar in a strict scientific
sense. Since the notion of grammar comes from linguistics, the article starts by comparing different
linguistic approaches to the understanding of grammar. Then it explores how the concept of grammar is
used outside of linguistics, in notions of “grammar of behavior,” “grammar of society,” and “grammar of
culture.” Any linguistic grammar explicitly or implicitly contains theoretical ideas about what language is
in general, offers some typology of language elements, and some rules which can be conceptualized
rather differently (prescriptions and proscriptions, distributions, algorithms, schemes, templates). A
grammar of behavior also presupposes a certain theoretical view of behavior: how it is generated, where
its forms come from, how they are assimilated and chosen, etc. However, not every theory of behavior
can be understood as grammar. A grammar of behavior is that part of a theory that describes behavior,
explains it by formulating rules, by specifying what is necessary, typical, possible, and what is atypical or
impossible. A model of behavioral grammar extracted from fiction corpora can be based on Lewinian
theory of behavior, and understood as a set of generalized descriptions of typical persons' behaviors in
typical psychophysiological conditions and typical circumstances.
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AHHOTANUA

MHOTHM HCCIEOBATENsAM YeJIOBEYECKOTO ITIOBEACHUS HE XBaTaeT HSMIIMPHUYCCKUX JAHHBIX B BHIC
OTIMCaHWN peabHO HAOII01aeMOT0 MOBEICHHUS U HX 0000IIeHHA. BEIMBIIIICHHBIE TOBECTBOBAHUS MOTYT
WCIIONB30BaThCS KaK WMCTOYHHUK DMITMPHYCCKUX ONHMCATENBHBIX NAaHHBIX, M WX aHaJN3 E€CTECTBEHHBIM
00pa3oM MpHUBOAUT K (OPMYJIHMPOBAHHMIO HEKOH “rpammaruku moBenmeHus”. llenb maHHON cTaThu —
U3yYUTh BO3MOXKHOCTb HCIOJB30BAHUS TOHATHUSA IOBEAEHYECKOH TIpaMMaTHKM B CTPOIOM HAay4YHOM
cMbiciie. [TockonbKy MOHATHE MpaMMAaTUKU NMPHUIUIO U3 JTUHIBHUCTUKHU, CTAaThsl HAUWHACTCSA CO CPABHEHHS
Pa3NIUYHBIX JIMHTBUCTHYECKUX MOJXOM0B K MOHMMAHHUIO TPaMMaTHKH. 3aTe€M HCCIIEAyeTCs, KaK MOHATHE
rpaMMAaTHUKH HCIIOJIB3YeTCS BHE JIMHTBUCTHKH, B TMOHATHAX ‘“‘TpaMMaTHKa IOBEACHUS , “TpaMMaTHKa
obmecTBa” W “rpaMMmaruka KyJnbTypbl”. Jlo0as ITWHTBHUCTHYECKAs TpaMMaTHKa SBHO WM HESBHO
COJICPXKHUT TEOPETHUYECKUE HJIEH O TOM, YTO TAaKOE SA3BIK B IIEJIOM, IPEIaraeT HEKOTOPYIO THIIOJIOTHIO
SI3BIKOBBIX DJIEMEHTOB W HEKOTOPHIE MpPaBWa, KOTOPBIE MOXKHO KOHIENTYaIM3UPOBATh MO-pa3HOMY
(mpenrmvcaHds W 3alpeThl, pacIpeNeeHus, alrOPUTMBI, CXEMBI, malIoHbI). [paMMaTHKa MOBEICHUS
TaKXkKe MperoiaraeT OnpeIe/ICHHBI TEOPSTHIeCKAN B3I HA TTOBEICHUE: KaK OHO CO3IaeTcs, OTKyAa
OepyTtcst ero GOpMBI, KaK OHH aCCHMIUIMPYIOTCS M BBIOHpAroTcs W T. 1. OJHAKO HE KKAYI0 TCOPHIO
MOBEJICHHUS MOXKHO TIOHATH KaK TpaMMAaThKy. [ paMMaTHKa IOBEICHHUS — 3TO Ta 9acTh TECOPHH, KOTOPas
OIUCHIBAET MOBEJICHUE, OOBSCHSAET ero, GopMysupys MmpaBuiia, ONpenessis, 4T0 HEOOX0UMO, TUITHYHO,
BO3MOYKHO, a YTO HETHIIMYHO WJIM HEBO3MOXHO. MoJIesIb TIOBEICHYECKON IpaMMaTHKH, U3BJICUCHHAS U3
KOPIIyCOB XyJIOKECTBEHHBIX NPOU3BEICHHUH, MOXET ObITh OCHOBaHAa Ha TEOPHHU IMOBeJeHUs JleBHHA M
MOHUMAeTCs KaKk Habop O0OOOLICHHBIX ONHMCAaHUI MOBENCHHWS THUIWYHBIX JIOAEH B THIIHMYHBIX
NCUXO(PHU3HOIOTMIECKUX YCIOBHSX U TUIIMYHBIX OOCTOSITENbCTBAX.
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INTRODUCTION: THE NEED FOR GRAMMARS OF BEHAVIOR

Obviously, there are many scientific publications devoted to the study of various
aspects of human behavior. In order to roughly estimate the number of such
publications, it is possible to use the Scopus database. In July 2021, the list of Scopus
journals with titles including “behavior” or “behavioral” or “behaviour” or
“behavioural”, after the removal of journals exclusively related to animal research, still
consisted of 160 titles. The search engine found 328,536 documents published in the
journals, and all of them had something to do with empirical research of human
behavior (328,536 document results, n.d.).

However, some experts think that our empirical knowledge is not yet sufficient to
serve as the basis of a really scientific theory of human behavior. According to David
Funder (2009), “psychology is still in the early stages of developing conceptualizations
of behavior” (p. 124), and much more descriptive research needs to be done in order to
formulate well-grounded theoretical hypotheses about relations among persons,
situations and behaviors:

A massive empirical effort will be required, requiring studies in which
individuals are each placed into or observed in each of a range of different
situations, and their behavior in them observed and measured directly. Studies
that do this are almost unknown in the literature, not really because
psychologists do not grasp the need for them, but because they are so difficult
and expensive to conduct. (Funder, p. 124-125)

More recently Ronald Fisher (2017) diagnosed a similar condition for
psychological research of values:

Even a casual observer will quickly be strucked by the fact that actual behavior
is largely absent from psychological research. When a colleague and | tried to
summarize the available evidence of the value-attitude—behavior linkage . . . ,
we soon realized that there were very few, if any studies that had examined the
same type of behavior repeatedly. In order to make valid claims about any
empirical fact, you need a substantive body of literature with multiple studies
replicating proposed relationships. This is clearly not the case with values and
behavior. There are isolated studies showing relationships with diverse
constructs, but no substantive body of research that allows substantive claims. In
the end, we could only analyze value—attitude relations, but not the relationship
of values with behavior. Psychology after the cognitive turn appears to have
abandoned the study of behavior, and psychologists now instead focus on what
participant think, feel or believe they have done or want to do. (p. 219-220)

Rusty Greaves (2018), an ethnoarchaeologist with experience in anthropology,
argues that interview methods dominated in traditional cultural anthropology, and that
cultural anthropology needs to embrace ethological methods:

The implications have had tremendous influence among paleoanthropologist and
archaeologists who recognize the importance of rigorously quantified
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approaches to better understanding traditional peoples' adaptations to these
different environmental, subsistence, and demographic conditions. Sadly, some
vocal faction of cultural anthropology not only disagrees with this perspective,
but actively advocates for the destructive nature of this paradigm. The terms
“scientistic”, falsely objective, colonial, hegemonic, racist, etc. are employed to
criticize such comparative anthropology as demeaning of human nobility.

He further writes that even those scientists who understand the importance of
biological approaches to explaining behavior underestimate the importance of observing
and collecting descriptive data:

The problem for human behavioral ecologists, is that the fast nature of the ev
psych studies, and the alleged identification of evolutionarily important aspects
of behavior, has led to a greater emphasis on quick fieldwork, use of
questionnaires that allegedly elicit propensities such as risk aversion or risk
taking, and a decrease in actual behavior observation. | still feel, from over 30
months of quantified behavior observation among savanna hunter-gatherers in
Venezuela and over 12 months among Maya agriculturalists, that we continue to
need dedicated fieldwork to research about what actual variation in human
behavior is like across the many different environments where people live.
(Greaves, 2018)

This lack of empirical data is also felt by Pedersen et al. (2018) who call for the
development of Behavioural Computer Science that would incorporate “empirical
evidence for actual human behaviour, instead of making inferences about behaviour
based on the rational agent model” (p. 1). Similar feelings are shared by researchers of
health behavior looking forward to using new data-driven scientific approaches
(Marsch, 2021; Moustafa et al., 2018).

In the context of the lack of behavioral data, it was suggested elsewhere (Serikov,
2019) that fictional narratives could be used as a source of empirical descriptive data.
Indeed, in addition to anthropologists, sociologists and psychologists, there is another
type of professional observers of people — writers. And all the results of their
observations are in the public domain. If we assume that stories, novellas and novels
contain descriptions of human behavior, we can try to use them as material for
generalizations about behavioral patterns that are typical for different persons in all sorts
of psychophysiological states, as well as in different cultural, social or natural
circumstances. It is also possible to compare fictional texts of different authors and, on
the basis of this comparison, suggest which forms of behavior are universal and which
are specific to some cultures, societies or historical periods. Besides, we can make
conjectures about atypically rare or even impossible behaviors that would go against
cultural rules or human natural dispositions.

Such an analysis would result in the formulation of some “grammar of behavior,”
and possibly also in a future implementation of computational “behavioral grammar
parsing” in addition to already existing computational parsing methods. The solution of
the task will presumably compensate the lack of empirical descriptions of behavior and
their generalizations.
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The purpose of this paper is to explore the possibility of talking about the
grammar of behavior in a strict scientific sense. The paper aims to answer the question:
if “grammar of behavior” is not just a metaphor, what can be its characteristics as a
theoretical notion?

DESIGN

Since the notion of grammar obviously comes from linguistics, we will start by
comparing different linguistic approaches to the understanding of grammar. As a result,
it will be possible to list properties of scientific grammars that are most important from
the perspective of language studies.

Then we will explore how the concept of grammar is used outside of linguistics.
Although the notion of behavioral grammar is rare in the scientific literature, it is not
entirely absent or absolutely new (Zolyan & Chernov, 1977). It was first proposed by
members of the Tartu-Moscow School of Semiotics Suren Zolyan and Igor Chernov. In
2000, Makiko Miwa (2007) developed a conceptual model of “information behavioral
grammar”. More recently anthropologist Kate Fox (2014) wrote that in “Watching the
English” her aim “was to provide a 'grammar' of English behaviour” (p. 7). Some
authors employed the closely related notion of syntax in computational models of
human behavior. For example, Subrahmanian et al. (2013) described “the syntax and
semantics of Temporal Probabilistic (or TP) behavioral rules” used to predict the
behavior of terror groups (p. 69). Besides, a similar concept of “grammar of society”
was included in the title of Cristina Bicchieri's (2006) book. Did the abovementioned
authors use the concept of grammar just as a metaphor or as a theoretical notion? Was
there something in common in their use of the term? Where their understandings of
grammar somehow connected to linguistic theories? We will try to answer the
questions.

Finally, we will discuss the necessary requirements for the grammar of behavior
as a scientific concept in general, and how they can be implemented for the behavioral
grammar extracted from fiction.

TRADITIONAL GRAMMAR

The word “grammar” comes from the Latin “grammatica”, which, in turn, is a
translation from the ancient Greek “ypappatuc)”. Accordingly, the classical European
understanding of grammar was formed on the basis of the ancient Greco-Latin tradition
of language learning (Seppanen, 2014). However, the European tradition was not the
only one. Independently of it, Indian, Chinese and Japanese linguistic traditions
developed in the ancient world, and classical Arabic linguistics also developed
relatively independently of European (Alpatov, 2019).

Since the 19th century, the European understanding of grammar has been
influenced by knowledge about Sanskrit grammar (Kiparsky, 2009) and about the
features of Chinese and other non-European languages, and the Eastern linguistics have
been adapting some European concepts based on the Latin grammar (McDonald, 2020).
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It is generally accepted that modern linguistics begins with the work of Ferdinand de
Saussure (1857-1913) and other structuralists. On the basis of structuralism, such
popular approaches in linguistics as descriptivism and functionalism were developed,
which in turn gave rise to generativism and cognitive linguistics. Therefore, in
contemporary linguistics, there is not so much the development of national traditions of
understanding grammar, much rather of various theoretical approaches within the
framework of a single international science. But since linguists are inevitably influenced
by the peculiarities of their native language, regional specificity remains in the adoption
of certain theoretical approaches by scientists. For example, in the United States, the
most popular is the generative approach to grammar, and in Russia, the functional
approach. The understanding of grammar in such contemporary approaches usually
differs from traditional grammars.

Three stages of development of the concept of grammar took place in ancient
Europe:

In the Classical era, the Greek term is used to refer to a very concrete art of
letters (grammata); from the Hellenistic era onwards it refers to the art
developed by the Alexandrian scholars, a matter of textual and literary criticism.
Towards the end of the Hellenistic era, the grammarian also becomes involved
with the question of correct language, which gradually begins to appear in the
definitions as well. (Seppinen, 2014, Abstract)

The latter trend gradually became dominant, and a tradition developed of
understanding grammar as a set of prescriptions that must be followed in order to speak
and write correctly. Dionysius Thrax (ca. 170-90 BCE), the alleged author of the earliest
Greek grammatical text, devoted his work to what today we call phonetics and
morphology, while syntax as part of grammar appeared later, in the works of
Appolonius Dyscolus (ca. 110-175 CE). Dionysius Thrax had very generally defined
grammar as “an experimental knowledge (éumepia) of the usages of language as
generally current among poets and prose writers” (Dionysios Thrax, 1874, p. 3). But
already in the medieval commentaries to Dionysius Thrax (Hilgard, 1901, p. 300),
grammar was understood more specifically as a set of definitions and rules necessary
for the correct use of the language:

What is the art of grammar? A theoretical and practical skill that teaches us to
speak and write well; yet not everyone who can write or read is called a
grammarian, but he who transmits rules and definition. (as translated by
Seppénen, 2014, p. 15)

Today, this understanding of grammar is at the heart of most L1 and L2 textbooks
and is usually called “traditional grammar” or ‘“school grammar,” in contrast to
contemporary linguistic grammar models developed within the framework of various
theoretical approaches. Two conventional parts of traditional grammar are morphology
and syntax. The traditional grammar is built on the idea of distinguishing between
educated and uneducated persons. Education presupposes explicit knowledge of
grammar rules and their application when creating new texts. The most important
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characteristic of traditional grammar is its prescriptivism: it lays down the rules of
proper language.

FORM-CENTERED GRAMMARS

There could be different bases employed in a logical division of grammar models
in modern linguistics. Perhaps most important is the distinction between form-centered
and meaning-centered approaches to the study of language in general and grammar, in
particular. The most famous examples of the formal approach are American structuralist
descriptivism, and Chomsky's generativism. The meaning-centered approaches include
various variants of functional and cognitive linguistic theories and models of grammar.

The most important protagonist of modern formal approach to language should be
considered Zellig Harris (1909-1992), the author of “Methods in Structural Linguistics”
(1951). His main influence came from Leonard Bloomfield (1887-1949) who suggested
a very simple analytical principle: a sentence could be divided into subject and predicate
parts, each of the parts being analyzed in terms of a subject and its attribute
(Bloomfield, 1914, p. 61). Later Bloomfield (1933) elaborated this principle into the
idea of Immediate Constituent (IC) analysis: complex linguistic forms were understood
as constructed of simple forms (ultimate constituents, morphemes) (p. 158-161).
Discussing this idea, Bloomfield wrote that a “morpheme can be described phonetically,
since it consists of one or more phonemes, but its meaning cannot be analyzed within
the scope of our science” (p. 161), and that “linguistic study must always start from the
phonetic form and not from the meaning” (p. 162). Accordingly, “the meaningful
arrangements of forms in a language constitute its grammar” (Bloomfield, p. 163).

Such an understanding of grammar Harris (1963) took literally: “The over-all
purpose of work in descriptive linguistics is to obtain a compact one-one representation
of the stock of utterances in the corpus” (p. 366). From this formalistic perspective,
meaningfulness and correctness of linguistic forms depend on their distribution.
Therefore, the key in linguistics is the method of distributional analysis.

This methodological program involved finding the maximum regularity in the
occurrence of parts of utterances in respect to other parts. In its most general
form it required the description of the departures from randomness in the
combinations of elements, i.e. the constraints on freedom of occurrence of
elements in respect to each other. (Harris, 1990, p. 1)

When discussing Harris's methodological ideas, it should be understood that
descriptive linguistics and distributional analysis are not simply historical relics. Today
they are being revived within the framework of corpus linguistics (Schneider et al.,
2020). At the same time, contemporary versions of descriptive grammar can rely on the
ideas of not only formalists, but also functionalists (Laury & Ono, 2019).

In a radical interpretation, Harris's distributional analysis led to the idea that it is
possible to predict all well-formed utterances of a given language without referring to
their meaning, simply on the basis of their mathematical model. This idea was actually
implemented by Harris' student Noam Chomsky, when he offered an understanding of
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grammar as a finite set of formal algorithms that make up the linguistic competence of a
native speaker. Therefore, one can speak of Chomsky's formalism in linguistics in the
same sense as one speaks of David Hilbert's formalism in mathematics.

A language is a collection of sentences of finite length all constructed from a
finite alphabet (or, where our concern is limited to syntax, a finite vocabulary) of
symbols. Since any language L in which we are likely to be interested is an
infinite set, we can investigate the structure of L only through the study of the
finite devices (grammars) which are capable of enumerating its sentences. A
grammar of L can be regarded as a function whose range is exactly L. Such
devices have been called “sentence-generating grammars.” (Chomsky, 1959, p.
137)

Chomsky himself sees his fundamental innovation in the transition from
descriptive grammar to generative. He writes that Harris's work “was a true classic, the
apogee of the procedural enterprise and its virtual culmination” (Chomsky, 2021, p. 4).
But it is not enough to describe what the correct language forms look like. “Taxonomic
science has limits. It does not ask 'why?”” (Chomsky, 2021, p. 4). So, one goal of
Chomsky's generativism in all its successive theoretical implementations, was to
suggest a formal model of the innate human faculty of language which, on the basis of
some limited experience, would yield language competence (the internal language).
Another goal was to formally explain how the internal language “generates an
unbounded array of hierarchically structured expressions that constitute the linguistic
formulation of thoughts and that can (but need not) be externalized in some sensory
modality” (Chomsky, 2021, p. 8).

From Chomsky's point of view, the grammar only consists of syntactic generative
algorithms, which are formal also because they do not depend on semantics. The
standard generative grammar equals the generative syntax. However, there are other
variants of generativism today. For example, Parallel Architecture grammar is
understood as a model of the interaction of phonological, syntactic, and semantic
structures, each having its own formation rules. “The basic premise of the Parallel
Architecture is that linguistic structure is determined by three independent generative
systems — phonology, syntax, and semantics — plus, crucially, the linkages between
them. This contrasts with the traditional 'syntactocentrism' of generative grammar”
(Jackendoff & Audring, 2019, p. 218).

So far, we have discussed two interrelated meanings of formalism in linguistics:
the assumption that linguistic forms are independent of meaning and the understanding
of grammar as a set of algorithms. But there is another meaning of formalism. In
practice, most linguists consider formal those approaches and grammar models that use
formal means of description, such as symbolic notations, formulas, schemes, diagrams,
matrices, etc. Thus, one of the most common ways to describe syntactic structures are
tree diagrams. In this sense, not only form-centered models are formal, but many
contemporary meaning-centered models as well.
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MEANING-CENTERED GRAMMARS

For Chomsky, the rules of grammar are the rules of the internal language
(competence) as opposed to the external language (performance). For most
functionalists and cognitivists, there is no such distinction between competence and
performance. Even if they recognize the difference between ideal rules and their
practical implementation, for them the grammar includes not just formal rules but the
knowledge of how these rules should be used depending on different situations and
contextual meanings. For example, the Functional Syntax theory “is based on the
principle of going 'from meaning to form'; to be more specific, 'from semantic
categories to linguistic means.' ”” (Mustajoki, 2007, p. 6).

According to Christopher Butler (2003), three main characteristics of functional
theories in linguistics are:

« an emphasis on language as a means of human communication in social and

psychological contexts;

* a rejection, wholly or in part, of the claim that the language system (the

‘grammar’) is arbitrary and self-contained, in favour of functional explanation in

terms of cognitive, socio-cultural, physiological and diachronic factors;

« a rejection, wholly or in part, of the claim that syntax is a self-contained system,

in favour of an approach where semantic and pragmatic patterning is regarded as

central, with syntax, if recognised as a structural system at all, regarded as one
means for the expression of meanings, which is at least partially motivated by

those meanings. (p. 29)

A standard point of view is that grammars could be either generative or
constraint-based. When generative grammars provide algorithms that would produce all
possible well-formed linguistic objects, constraint-based grammars state conditions that
the objects must meet. The constraints can be more or less categorical. Lexical
Functional Grammar (LFG) that was first suggested by Joan Bresnan and Ronald
Kaplan in the late 1970s (Kaplan & Bresnan, 1995) is an example of a constraint-based
model that treated well-formedness as categorical. “That is, sentences (or, rather,
linguistic descriptions) are either a part of the grammar or are not. There is no notion
that some grammatical violations are ‘better’ or ‘worse’ than others® (Dalrymple &
Findlay, 2019, p. 126). However, in the contemporary Optimality-Theoretic (OT)
version of LFG, a competition-based view of well-formedness is applied:

In OT-LFG . . . the grammar consists of a set of possibly incompatible, violable
constraints, where a linguistic description need not satisfy all of the constraints
in order to be well-formed, but must merely be the ‘least bad’ candidate
description. Such a system allows for a much more fine-grained analysis of well-
formedness. For example, it makes it possible to describe levels of
ungrammaticality: a sub-optimal candidate can still be ranked above other
suboptimal candidates, by violating fewer highly-ranked constraints, and can
therefore be ‘less ungrammatical’ in a well-defined sense. (Dalrymple &
Findlay, 2019, p. 126)
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Cognitive linguistic theories are close to functional ones in the sense that neither
the language as a whole, nor the syntax within the language are considered as
autonomous systems. Jacub Bielak and Miroslaw Pawlak even say that cognitive
linguistics “belongs to the functional tradition of language study” (Bielak & Pawlak,
2013, p. 8). The major claim of cognitive approaches in general is that “language draws
on such facets of cognition as general human cognitive capacities (e.g. memory,
perception, categorization), embodied experience, knowledge, cognitive models, and
other related phenomena” (Bielak & Pawlak, 2013, p. 9).

The most famous examples of cognitive grammar models are Ronald Langacker's
Cognitive Grammar (CG) (Broccias, 2019; Langacker, 1986, 2008) and Charles
Fillmore's Construction Grammar (CxG) (Chaves, 2019; Fillmore, 1988). CG and CxG
share an assumption that there is no clear-cut boundaries between syntax and lexicon.
Instead, any linguistic utterance can be described as a system of constructions which
have their place somewhere in the grammar-lexicon continuum. Constructions are
understood as templates or schemata that can be closer to prototypical lexical items such
as words and idioms, or closer to grammatical patterns such as word order rules.
Fillmore (1988) defines grammatical construction as “any syntactic pattern which is
assigned one o more conventional functions in a language, together with whatever is
linguistically conventionalized about its contribution to the meaning or the use of
structures containing it” (p. 36). Accordingly, the grammar of a language is seen as “a
repertory of constructions, plus a set of principles which govern the nesting and
superimposition of constructions into or upon one another” (Fillmore, 1988, p. 37).

GRAMMARS OF BEHAVIOR, CULTURE AND SOCIETY

The notion of behavioral grammar was first proposed by Suren Zolyan and Igor
Chernov. They considered behavior as a semiotic system that can be investigated by
linguistic methods. Explicitly referring to Chomsky's generative grammar and the
notion of linguistic competence, Zolyan and Chernov (1977) suggested that it was
possible to model human behavioral competence — the finite system of basic alphabet
and rules that would generate an infinite number of behaviors. Behavior was seen as
analogous to surface language structure, and normative descriptions of behavior in
natural languages — as analogous to deep language structure. Behavior was understood
as language, the descriptions of behavior — as metalinguistic.

Numerous texts function in the cultural system that extrapolate and explicate the
competence of society (the system of prescriptions and proscriptions). Let us call
grammar the mechanism that generates such texts. (Zolyan & Chernov, 1977, p.
155)

Discussing the influence of metalinguistic norms on behavior, Zolyan and
Chernov wrote about the possibility of building a hierarchy of metalanguages from their
complete ignorance (which corresponds to unregulated and uncontrolled behavior) to a
high degree of reflection and complete mastery of the regulation of behavior.
Accordingly, the grammar of behavior can work implicitly or explicitly. But it looks
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like Zolyan and Chernov were primarily interested in modeling more or less explicit
rules, expressed in different texts. Therefore, the grammar they proposed was
prescriptive rather than descriptive. Unfortunately, they presented their ideas in a short
general form and did not elaborate them into a detailed model, which would
systematically correlate with empirical facts.

Cristina Bicchieri (2006) offers a theory of social norms, which she calls “the
grammar of society” explicitly referring to a linguistic notion of grammar:

| call social norms the grammar of society because, like a collection of linguistic
rules that are implicit in a language and define it, social norms are implicit in the
operations of a society and make it what it is. Like a grammar, a system of
norms specifies what is acceptable and what is not in a social group. And
analogously to a grammar, a system of norms is not the product of human design
and planning. (p. ix)

Bicchieri formally defines different types of norms, and describes different types
of persons and situations, which she models by game theory methods. Social norms,
according to Bicchieri, differ from descriptive ones. Following social norms often
conflicts with self-interests, while conformity to descriptive norms is dictated by self-
interest. Conventions are a kind of descriptive norms. In game-theoretic terms,
conformity to conventions helps to solve coordination problems. Since social norms go
against self-interests, “a social norm need not be an equilibrium of an ordinary game in
which payoffs represent self-interested preferences” (Bicchieri, 2006, p. 25). An
example of such a game can be the Prisoner's Dilemma. However, if a social norm
exists and is followed, the original PD game transforms into a coordination game.

The 1st edition of Kate Fox's “Watching the English: The Hidden Rules of
English Behaviour” was published in 2004, the 2nd revised edition in 2014. Fox's
(2014) research goals were to “identify distinctive patterns or regularities in English
behaviour” and then “to detect the unwritten social rules governing those behaviour
patterns,” and “to figure out what these rules can tell us about Englishness” (p. 31). As a
result, she described approximately 250 implicit unspoken rules of behavior typical of
the English. She called them the cultural “grammar of Englishness” or the “grammar of
English behaviour”. Fox (2006) puts the term “grammar” in guotation marks meaning
that it is not exactly the same as grammar of language, but the similarities between the
two grammars seem obvious to her:

Native speakers can rarely explain the grammatical rules of their own language.
In the same way, those who are most 'fluent’ in the rituals, customs and traditions
of a particular culture generally lack the detachment necessary to explain the
‘grammar’ of these practices in an intelligible manner. (p. 7)

Fox (2006) understands rules descriptively, “in the wider sense of standards,
norms, ideals, guiding principles and ‘facts' about 'normal or usual’ English behaviour”
(p. 15). The rules understood in this way can be followed both automatically or
consciously. And they are not obeyed by all without exception or deviation, but only by
a significant number of people. “Indeed, it is a fundamental requirement of a social
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rule — by whatever definition — that it can be broken” (Fox, 2006, p. 15). Fox does not
formalize the rules, but if we do it the form would be something like “A typical English
representative of her/his gender, generation and social class usually does this sort of
things in such and such circumstances.”

My own suggestion is that a model of behavioral grammar extracted from fiction
corpora can be very similar to what Fox has done. It should be based on Lewinian
theory of behavior (Serikov, 2020) and describe behavior as sequences of events, an
event being conceptualized as a set of four variables: 1) the social and/or demographic
status of the acting person, 2) her/his psychophysiological state, 3) the circumstances of
behavior, 4) the pattern of behavior. The values of the variables can be more or less
typical (from impossible and very unusual to ordinary and very common) and of
different levels of generalization (from very specific and particular to generic). Then,
for a given culture and society, the grammar of behavior can be understood as the set of
generalized descriptions of typical persons' behaviors in typical psychophysiological
conditions and typical circumstances.

CONCLUSIONS

The notion of behavioral grammar should be based on a clear understanding of
how language and behavior relate. For example, Zolyan and Chernov proceeded from
the premise that behavior is a kind of language, because, from their point of view, all
behavior expresses something meant by the acting person. However, since people can
do something unconsciously, automatically, out of habit, it is hardly justifiable to
consider all behavior as linguistic. Rather, on the contrary, verbal behavior should be
viewed as a kind of behavior in general. By the way, this position is reflected in Fox's
book, since the book is for the most part devoted to the rules of behavior, and only the
first part to the conversation codes. If verbal behavior is a kind of behavior then the
transfer of the idea of grammar from linguistics to the behavioral sciences should be
understood as a generalization.

A comparison of different approaches to the grammar of a language shows that
they all have similarities. First, any grammar offers some typology of language
elements, either by describing the existing elements or by prescribing what they should
be. Secondly, it offers some rules in the broad sense of the word (prescriptions and
proscriptions, distributions, algorithms, schemes, templates), which partly consist
already in the description of elements and their types, and partly in a description of how
these elements can be combined among themselves. Third, any grammar explicitly or
implicitly contains theoretical ideas about what language is in general and what role it
plays in human life.

A grammar of behavior also presupposes a certain theoretical view of behavior:
how it is generated, where its forms come from, how they are assimilated and chosen,
etc. For example, Bicchieri's grammar of social norms builds on the ontology of social
constructivism, and therefore ignores the question of norms associated with biological
predisposition to certain types of behavior. But behavior as a whole can be understood
not only as a consequence of rational choice, but also as instinctive, not only as
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corresponding to certain explicit rules, but also as based on imitation, impulses and
habits that are for the most part unconscious.

At the same time not every social, psychological, or anthropological theory of
behavior can be understood as grammar. A grammar of behavior is that part of a theory
which describes behavior, explains it by formulating rules, by specifying what is
necessary, typical, possible, and what is atypical or impossible.

From a general theoretical perspective, a generative model of behavioral grammar
is quite possible. In analogy to the existence of unconscious mechanisms of
consciousness, it can be assumed that there are unconscious algorithms that generate
behaviors on the basis of a person's states and situations. But in order to develop a
generative model, we need preliminary empirical data on what forms of behavior this
model should generate. Do not forget that in linguistics the construction of generative
models was preceded by a long period of descriptive research.

Therefore, descriptive methods should not be ignored when developing behavioral
grammar models. First, contrary to Bicchieri's statements, descriptive methods allow us
to identify not only the actually observed forms of behavior (descriptive norms), but
also what people say about values and expectations, prescriptions and proscriptions
(injunctive norms). Secondly, theoretical models should explain the whole variety of
observed facts, and not just some individual examples chosen by the theoretician to
illustrate the theory. From this point of view, the essence of descriptivism is that a
theoretical model must be open to the inclusion of new types of facts in it. In
contemporary linguistics, corpus studies are aimed at developing such open models,
although until recently it seemed that linguists knew everything about the correct forms
possible in a particular language. As for behavior, there are very few works devoted to
the systematic empirical description of human behavior patterns and their theoretical
generalization. And research in the field of grammar of behavior should fill this gap by
being analogous to corpus research in linguistics.
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AHHOTANUA

B cratee HCCIICAYCTC B3aMMOCBA3b MCKAY TEXHOJIOTHEH U CEMUO3UCOM C TOYKH 3pCHUA 06pa60T1<1/1
CCTCCTBCHHOI'O A3bIKaA, T. €. aBTOMaTPI?;PIpOBaHHOFO MAIIUHHOTO O6y‘leHI/IH C IIOMOIIBKO FJ'Iy6OKI/IX
HeWpoHHBIX ceTeld. CpaBHMBAIOTCS JIBa TEOPETHYECKUX INOAXOAa K NpodJieMe HCKYCCTBEHHOTO
HMHTCJJICKTA: UHTCPHAJIMCTCKad apaaurMa, Kotopas pacCMaTpuBacT CBA3b MEXKAY IMMO3HAHUEM U SA3BIKOM
KaK BHCHIHKOI, H 3KCTepHaHI/ICTCKaH napazu/IrMa, KOTOpaH IIOHUMACT KOFHI/ITI/IBHyIO JCATCIIBHOCTH
YCJIOBCKA KakK KOHCTI/ITyTI/IBHO HI/IHFBI/ICTI/I‘IECKyIO. OCHOBHBIC HpeI[HOHO)KeHI/ISI I/IHTepHaJ'II/I?;Ma I_HI/IPOKO
06CY)K,I[3IOTCH. Y6CI[I/IBH.II/ICL B €0 HECOBMECTHUMOCTHU C HeﬁpOCCTCBLIMI/I peaan3anuaMunu Bep6aanor0
MBIIIJICHUA, B CTaThe IpoA0JIKACTCA HUCCIeaJ0BaHHUEC SKCTepHaHHCTCKOﬁ napagurmMsbl nu cec
COTJIACOBAHHOCTH C A3BIKOBBIM MOACIMPOBAHUCM HeﬁpOHHBIX cereit. [locie TH.[aTeJ'IBHOﬁ WILTIOCTpaliun
COCCIOpOBCKOﬁ KOHIICIIIUHU MEXaHHu3Ma A3BIKOBBIX CUCTEM nu HEKOTOPOTO IIOHUMAHUA
(I)yHKL[I/IOHI/IPOBaHI/IH B€p6aJ'ILHOI‘O mblnuieHus B coorsercteuu ¢ JI. C. BBIFOTCKPIM, OKCTCPHAJIMCTCKAA
napagurMa yCTAaHaBJIMBACTCA KaK Jiydllas pernpe3CHTAlusA, KOTOpas MOKET 6BITL peajin3oBaHa B
rIyOOKUX HEHPOHHBIX ceTsiX. Jlanee MpOMUTIOCTPUPOBAHO (PYHKIMOHHPOBAHHE TIYOOKMX HEHPOHHBIX
cereil Ui s3bIKOBOro MojenupoBanusi. CHavana jgaetcss 0a30oBoe OOBSICHEHHE MHOTOCIOHHOTO
mepcenTpoHa, 3aTeM BBOAWMTCS Mojens Word2Vec wu, HakoHel, MNPOWUIIOCTPUPOBAHA MOJIENb
Transformer, coBpemeHHass apXuTeKTypa Ui 0OpabOTKH ecTeCTBEHHOTO s3bika. COracOBaHHOCTH
Me)KI[y 3KCTepHaHI/ICTCKI/IM HpeHCTaBHeHI/IeM SA3BIKOBBIX CHCTEM H BeKTOpHLIM Hpe,E[CTaBJ'IeHI/IeM,
HCIIOJIb3YEMbBIM B MOACIN HpeO6pa30BaTeHH, JOKa3bIBACT, YTO TOJIBKO 3KCTepHaHHCTCKHﬁ Ioaxoa MOXKET
JaTb OTBET Ha np06neMy MOJACIUPOBAHUA U BOCIIPOU3BEACHU S YCIIOBCUCCKOI'O IO3HAHUS.

KuaroueBbie cioBa: O0paboTka €CTECTBEHHOIO 53blKa, [ 7TyOoKuMe HEWpOHHBIE CEeTH,
HckyccTBeHHBIM MHTEILIEKT, dunocodus A3bIKa, dunocodus HayKH,
[Tcuxonunureucruka, JIunrsuctuka, Gunocodus TexHonorui
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LANGUAGE AND COGNITION

Since the beginning of artificial intelligence (Al) history, intelligent systems have
been associated with the ability to reproduce human language (Turing, 1950; Russell
and Norvig, 2021, chapter 1.3.5). Whether it’s scientific research, the latest news or
cultural and entertainment products, nothing catches the public’s ear more than a
machine that can talk “like us”. The verbal activity has always inspired feelings of pride
in human beings, but also curiosity, especially when compared to other forms of life,
not endowed with this faculty.

Soon, not only philosophy, but other disciplines such as linguistics and
psychology, realized the cognitive relevance of language, breaking the exclusive
association between language and communication. The connection between thinking
and speech turns out to be reinforced by these theories, and the idea that human
cognition can only come to be through words has become commonplace for many
thinkers. These theories are referred to as externalist, as for these authors, human
cognition is developed through techniques and tools external to the organism. Orality,
and in particular the functional use of signs (see Vygotsky and Luria 1993, pp. 118,
202), is one (and probably the most important) of these techniques.

Nevertheless, the first steps of Al did not take place within this theoretical
framework; instead, they passed through information theory, neurosciences, and
philosophy of mind (Dreyfus, 2007; see also Russell and Norvig, 2021, paragraph 1.2).
It is possible to group these interpretations under the label of internalist theories. These
theories consider thought as an internal process expressed by language, but independent
from it.

In contact with engineering and computer sciences, the internalists ignored verbal
activity and sought to model and reproduce human cognition starting from what they
considered the logical structure of thought, only expressed in the grammar of languages
(Chomsky, 1988, p. 134), developing rule-based models and ontologies. Most of these
projects have had below-expectations outcomes (Ceccato, 1961; see also Dreyfus, 1992,
pp. 130-152). Moreover, the recent advances in Al research confirms that for the
replication of human intelligence the study of verbal activity cannot be disregarded
(Brown et al., 2020; see also Capone and Bertolaso, 2020). The hypothesis of the paper
is that an externalist paradigm may prove to be the most effective theoretical approach
to reproduce verbal thought on a machine.

In the chapter, the internalist and externalist paradigms are compared by
evaluating their respective solutions to the question of the relationship between thinking
and speech. This step will be paramount to understand what kind of phenomenon the
discipline of artificial intelligence should try to replicate.

Internalism

The internalist solution to the relationship between cognition and language has
ancient roots; this position considers language essentially as a nomenclature, necessary
for the communication of speech-independent contents (De Mauro 1967, p. 8).

“Now spoken sounds are symbols of affections in the soul, and written marks
symbols of spoken sounds. And just as written marks are not the same for all men,
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neither are spoken sounds. But what these are in the first place signs of — affections of
the soul — are the same for all; and what these affections are likenesses of — actual
things — are also the same” (Aristotle, 2014, p. 72 — De Int. 16a 3).

Aristotle’s position stems from two theoretical necessities. The first is to provide a
better explanation of the linguistic phenomenon than those of his predecessors. Even in
Heraclitus there are traces of a mentality that is defined as oral or pre-alphabetic (cf.
Ong, 2004; Havelock, 2010). Following what must have been a widespread opinion,
Heraclitus appears to believe that the name is an objectively inherent attribute of the
object (De Mauro, 1999, p. 43). The second reason is to be found in the dispute with the
skeptics. Aristotle needed a theoretical foundation for the principle of identity, which is
itself indemonstrable. Tying the meaning of a word to internal concepts, “the same for
all”, acts as a guarantee of this principle (De Mauro, 1967, p. 8) ensuring
comprehension and communication between human beings.

The conception according to which words of different languages stand for
concepts and referents that are the same for everyone, has long been the hegemonic
theory in philosophy (fig. 1). The next section illustrates how this idea has survived
until today and continues to live on in the theories of mind that came to the fore with the
mentalist turn of the 1960s led by Chomsky (1959).

THOUGHT OR REFERENCE

SYMBOL Stands for REFERENT
(an imputed relation)
* TRUB

Figure 1. Ogden and Richard’s (1946) semiotic triangle (p. 11). A well-known

graphical representation of the internalist conception of the relationship between
language and thought.

32

soctech.spbstu.ru



Technology and Language Texuomoruu B uadochepe, 2021. 2(4). 29-60

The Mentalist Turn

Just like Aristotle, Chomsky tries to anchor language to universal structures,
responsible for the functioning of every possible language. What he proposes as a
theory of syntax is actually a theory of mind, with assumptions that even trespass into
the physiological level. The brain is described in analogy to the hardware of a computer,
on which various independent modules function as software. The ensemble of these
modules constitutes the mind. The module in charge of language acquisition is the LAD
(language acquisition device) (Chomsky, 2015, p. 58).

Language learning is not really something that the child does; it is something
that happens to the child placed in an appropriate environment, much as the
child’s body grows and matures in a predetermined way when provided with
appropriate nutrition and environmental stimulation. (Chomsky, 1988, p .134)

The main argument in favour of this thesis is that of the poverty of the stimulus.
The external stimulus is not sufficient for the acquisition of language. The subject
requires a biological endowment that provides the data and structures for the
development of a grammar (Chomsky, 1988, p. 153).

We may think of the language faculty as a complex and intricate network of
some sort associated with a switch box consisting of an array of switches that
can be in one of two positions. [...] When these switches are set, the child has
command of a particular language and knows the facts of that language: that a
particular expression has a particular meaning, and so on.” (Chomsky, 1988,
pp. 62-63)

In the Chomskyan proposal, syntax occupies a leading role, while semantics has
practically no place, since concepts are innate (actualized according to the parameters of
the LAD) and not the result of learning.

After Chomsky, the cognitive and mind studies have diversified a lot, but all of
them followed the internalist paradigm, according to which concepts, representations
and in general every meaning, is predetermined by internal structures, and language is
nothing but the tool to manifest these inner states.

It is possible to summarize the general assumptions of the internalist approach as
follows:

- Universalism of cognitive structures;

- Cognitive structures determine mental contents (concepts), and the rules for their

relations (grammar);

- Language is an encoding/decoding tool for communicating internal states.

Internalism and Automation

Following the postulate that thought consists of concepts (internal states) plus
grammar (structure of rules), the internalist project encouraged approaches to the
modeling and reproduction of human cognition based on the definition of rule sets,
instructions, and concept structures designed to imitate internal thought processes.
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The earliest automatic systems appeared in the field of problem solving and logic.
There were systems for proving theorems and chess-playing programs. These systems
operated in controlled environments, far removed from the context in which human
thought works.

The first attempts to approach reasoning and communication in natural language
date back to the late 1960s. Marvin Minsky, head of the Al lab at MIT declared that
within a generation there would have been intelligent computers like HAL, from
Kubrick’s famous film (Dreyfus, 2007). A few years earlier, Alan Newell and Herbert
Simon claimed to have solved the problem of the mind-body relationship. According to
them, the mind could be conceived as a system of physical symbols. In their opinion,
bits and symbols can be used to represent the human mental world of concept (Russell
and Norvig, 2021, paragraph 1.3.1).

The internalist approach can be found in the work of these scholars. The elements
of thought are imagined as copies of the objects of the world that inhabit the mind,
designated by the words of the different languages. Concepts can be related according to
various rules (generally imagined on the model of logical relations). It was just a matter
of matching symbols to concepts and then calculate according to defined rules. Dreyfus
describes the situation as follows:

far from replacing philosophy, the pioneers in CS [Cognitive Simulation] had
learned a lot, directly and indirectly from the philosophers. They had taken over
Hobbes’ claim that reasoning was calculating, Descartes’ mental representations,
Leibniz’s idea of a “universal characteristic’—a set of primitives in which all
knowledge could be expressed,—Kant’s claim that concepts were rules, Frege’s
formalization of such rules, and Russell’s postulation of logical atoms as the
building blocks of reality. In short, without realizing it, Al researchers were hard
at work turning rationalist philosophy into a research program. (Dreyfus, 2007)

Following these assumptions, developers began to build “microworlds” (Russell
and Norvig, 2021, paragraph 1.3.3), within which the programs they implemented could
attempt to solve tasks. The use of controlled and ideal environments was necessary to
avoid the frame problem. A controlled environment requires relatively little basic
knowledge for an agent to be able to operate appropriately within it. An open system, on
the other hand, requires a lot of information and prior knowledge and will present the
agent with several choices that cannot be unambiguously decided, and which are
unmanageable by such systems. A program, following specific instructions, can easily
identify a cube in a world populated only by cubes, spheres and pyramids. The same
rules can hardly be used unambiguously in an open environment. The frame problem is
closely related to that of the meaning of concepts and their representation, and will be of
fundamental importance later in the paper. Suffice it for now to say that this problem
has never allowed these approaches to move from controlled to open (or natural)
environments. Similarly, it has never allowed them to move from a simplified language
to real natural language commands.

Attempts to represent language and make computers capable of understanding
natural language have a long history within the discipline of Al. Scholars such as
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Ceccato (2003) tried to represent language according to categories and semantic frames,
attempting to create a sort of taxonomy of concepts, hoping to overcome the frame
problem. This approach has long been used, as in the case of the OWL (Ontology Web
Language) project?, or in the creation of word graphs and networks, such as Wordnet
(Fellbaum, 2006) and ConceptNet (Liu and Singh, 2004)%. Although useful and
interesting, these attempts continue to persist in an internalist and, in the words of
Dreyfus, rationalist conception of thought®. In this view, concepts are represented
according to features and categories, i.e. other concepts, entering an infinite regression
from which there is no exit*.

Another eloquent example of the inadequacy of the internalist approach is
provided by the way in which this paradigm has dealt with the machine translation task.
If languages are nothing but by-products of the interaction between innate cognitive
structures and the environment, it is to the universal grammar and therefore to the mind
that one must look in order to understand the functioning of thought. In addition,
according to Aristotle, if concepts and external referents are the same for all languages,
it follows that there is a fundamental commensurability between each language. This is
what the principal investigators of the various research groups that arose from the 1960s
onwards thought.

The first year [...] revealed that in two respects we had somewhat underestimated
the extent of the research [...] the degree of exact correspondence between the
expressions of different languages is much less than anyone ever suspected [...]
Two languages, for example, may present the same observational objects, but
the relation in which they are presented is different; or there is difference in the
elements into which the named thing is divided”. (Ceccato, 1960 as cited in De
Mauro 1999, pp. 168-169, trans. by the author)

Silvio Ceccato, head of a research group, personally verifies that the Aristotelian
foundation of the principle of identity does not hold. Each language carves out the plane
of content (the concepts, fig. 2) and the plane of expression (the signs and the way they
combine with each other, fig 3) in different and not always corresponding ways. These
differences are not merely expressive alternatives. The way a language carves out and
articulates its concepts is something essential to thought. The externalist approach stems
from this assumption. The internalist project of modeling cognition by tracing the basic
rules and elements that constitute thought failed before it even began.

t https://www.w3.org/OWL/

2 For a further review of alternative NLP (Natural Language Processing) approaches see Cambria and White (2014)

3 ConceptNet, as well as other knowledge graphs and ontologies, can be used together with other Al models (based
on distributional semantics and not involved with internalism), but at this level of the paper it is important to
understand the ineffectiveness of these approaches when used exclusively.

4 Trying to describe the logical form of the proposition and therefore of thought, Wittgenstein in his Tractatus
Logico-Philosophicus speaks of the primitive signs as follows: “The meanings of primitive signs can only be explained
by means of elucidations. Elucidations are propositions that contain the primitive signs. So they can only be
understood if the meanings of those signs are already known.” (Wittgenstein, 2002, 3.263). To be sure, the later
Wittgenstein of the Philosophical Investigations can be said to follow the externalist paradigm.
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English Welsh Danish German French
gwyrdd
Baum arbre
green treo d
Holz bois
blue glas
skov Wald
ra A
gray wyd forét
brown

Figure 2. Scheme of differentiations of some meanings in different languages
(Hjelmslev, 1969, p. 53-54)

Uygarlastiramadiklarimizdanmissinizcasina

(behaving) as if you are among those whom we could not civilize

uygar: civilized

_las: become

_tir: cause somebody to do something
_ama: notable

_dik: past participle

_lar: plural

_imiz:  1st person plural possessive (our)

_dan:  among (ablative case)

_mis: past

_sinizz 2nd person plural (you)

_casina: as if (forms an adverb from a verb)

Figure 3. Structure of a Turkish sentence
(example from Jurafsky and Martin, 2009, p. 46)

In summary, internalism is concerned with the search for the internal structures of
the mind, the same for all individuals. This affects its approach to the representation of
cognition, leading it to isolate two elements: the concepts (lexicon) and the structure of
rules that relate them (grammar) to produce thought.

Nevertheless, the above examples have shown that neither of these two elements,
isolated by internalism, is a constant measure among languages. Different languages,
and the ways in which they structure cognition, cannot be sidelined in addressing the
problem of replicating human thinking.
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Externalism

According to externalism, what is commonly called human thought is not an
entirely internal phenomenon, ascribable to an innate genetic heritage, but relies on
external material elements, and develops throughout the history of the relationship
between the human being and technical artifacts. Among its exponents are linguists,
philosophers, psychologists, anthropologists, archeologists and scholars from many
other disciplines (see Wittgenstein, 1968; Vygotsky, 1987; Leroi-Gourhan, 1993;
Whorf, 2012; Ihde and Malafouris, 2019).

From this point of view, the rational, discursive, systematic and almost syllogistic
character attributed to thought, far from being something universal, is the result of the
relationship of human beings with articulated language, syllabic writing, printing press
(book diffusion) and many other technologies.

Although not unique, language, in its material (phonic) aspect, is considered by
many thinkers to be the most important technical supplement for the phylogenetic and
ontogenetic development of the human being. For example, Vygotsky and Luria (1993)
showed how the child’s preverbal thinking functions in ways that are structurally
different from those of the adult. The preverbal cognition modalities, observed in some
primates and in some people with language disorders, are based on perceptual, tactile
and mainly operational ways of processing experience, which have little to do with the
reflective, detached and to some extent more analytical thinking offered by articulate
language. In particular, some externalists conceive the relationship between thinking
and speech as a functional and structural unit.

From a functional point of view, verbal thinking emancipates language from the
communicative function that internalism has assigned to it. Thought and speech, two
processes with separate genetic roots, come together during ontogenetic development to
give rise to verbal thinking (Vygotsky, 1987, p. 109). Thus, speech comes to be shaped
as a process in which thought is not expressed but formed (Vygotsky, 1987, p. 110;
Wittgenstein, 1968, 244).

From a structural perspective, signs, in their very materiality, are constitutive
elements of human cognitive activity, an essential technical supplement to the
differentiation of meanings in the indistinct continuum of preverbal thought (Vygotsky,
1987, p. 250; see also Saussure, 2011, p. 112). No wonder that for externalists, the
investigation of language is a constitutive part of the investigation of thought.

In the next chapter it is shown how articulated language structures verbal
thinking.

Identity of Concepts

The principle of identity (related to the frame problem) is an issue for externalists
too. What guarantees communication and how can people understand their own and
others’ thoughts? Since the externalist approach cannot rely on a priori concepts and
universal grammars, it tries to solve the problem starting from signs.

Describing linguistic entities, Saussure defines concept (or meaning) as “a quality
of its phonic substance”, at the same time he states that “a particular slice of sound is a
quality of the concept” (Saussure, 2011, p. 103). The meaning is a property inseparable
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from the signifier side of the sign (the acoustic or graphic image) and vice versa. This
duality is constitutive of the linguistic sign. Words are not labels applied to objects and
concepts already available all along. A sign without a meaning is not a sign, but an
empty sound, which is distinguishable only up to a point (Vygotsky, 1987, p. 49), a
meaning without a signifier is not a meaning, literally it is nothing.

Without signs articulation, the plane of content (thought) as well as the plane of
expression (vocal or graphic) remain two indistinct continuums in which discrete units
(words and concepts) cannot be identified.

However, in order for “an issuer or receiver to establish a semiotic relationship
between two entities, it is evidently necessary that he or she can operate with each entity
as that particular, determinate entity” (De Mauro 2019, p. 7 trans. by the author).
Aristotle’s problem is not solved yet. Linguistics in particular has long been confronted
with the problem of identifying the units of speech. According to the intrinsic duality of
the linguistic sign, meanings and signifiers cannot but determine themselves by
delimiting each other, through participation in a common system of signs, i.e. the
langue® (fig 4).
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Figure 4. Divisions in the continuous and parallel planes of content and expression
(Saussure, 2011, p. 112)

The picture shows the two parallel planes of content and expression (A and B);
the langue serves as an intermediary between preverbal thought and sound. It consists
of a system of reciprocal boundaries within the planes of content and expression. Thus,
units are secured by differentiation. The chaotic and indistinct preverbal thought is led
to specify and articulate itself according to the differentiations imposed by the langue.

5 Saussure distinguishes langage, the faculty of articulating signs of all kinds, from langue, the particular sign system
(i.e., Italian, English, Russian etc.) that determines speech (see in this paper, Langage, Langue and Speech). The idea
is that langage is a universal faculty of human beings. Every human can develop a functional use of signs and
structure preverbal thought according to a particular signs system (the mother tongue). These systems differ in the
way they structure preverbal thought (as seen in fig. 2 and 3). Thus, the langue is neither universal, nor individual, it
is a social phenomenon. Saussure says: “For language is not complete in any speaker; it exists perfectly only within a
collectivity” (Saussure 2011, p. 14).
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In particular, the child’s thinking is initially a speech-independent process, not
structured into meanings (or concepts) yet. Around the second year of age, the
developmental lines of language and thought intersect, giving rise to verbal thinking,
articulating preverbal thought through external signs (Vygotsky, 1987, p. 257). Even
internal speech, which is often entirely identified with thought, is actually belated
compared to the external manifestations of verbal thinking. According to Vygotsky,
when children learn to speak, they go through an egocentric speech stage. Egocentric
speech plays an essential cognitive and operational guiding function in child behavior
(Vygotsky, 1987, p. 114). Over time, the manifestations of egocentric speech fade
away, but its cognitive function, migrating inward, is progressively internalized.
Egocentric speech becomes internal speech (verbal thinking).

To summarize, each langue processes its units, the signs (each composed of
concept and acoustic image), establishing itself as a form between two amorphous
masses (Saussure, 2011, p. 112). Thus, the identification of concepts and phonic images
is guaranteed by the solidarities between signs. The langue system is formed of two-
sided signs which oppose each other along the two planes of expression and content

(fig. 5).

Signified Signified

Signifier

Signified

Signifier Signifier

Figure 5. Bifacial signs opposing each other (Saussure, 2011, p. 115)

Signs Differentiation

Each different language (each langue) carves out the two planes in its own way
(see fig. 1 and 2), which makes languages structurally different. Concepts occupy
different positions within different systems, and the meaning (or value) of a sign varies
according to the space the sign occupies within the system to which it belongs.

In Figure 1 the meanings of blue and glas partially overlap, but glas has a broader
value since its meaning is not subdivided with other signs that delimit it, as with blue. A
similar example can be made with grammatical morphemes. The value that in English
falls on the sign the, in languages like Italian, is divided into many signs that articulate
the semantic plane of gender and number, opposing each other: il, lo, Ia, i, gli, le.

The concept underlying this way of understanding thinking and speech is that of
differentiation. The differentiations of the planes of expression and content have been
studied by many disciplines and perspectives, below is an example of how meanings
differentiate in language learning.

Children begin to speak by first uttering isolated words, gradually coming to
articulate longer and longer chains. In mastering the signifying aspect of the langue they
go from the part to the whole. Instead, in terms of their meaning, first words are to be
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considered as whole sentences. In semantic terms, children begin with the whole, with
the word-phrase, and only later they break down their thinking into a series of separate
and connected verbal meanings. By analogy with the plane of expression before the
arrival of language, Vygotsky (1987) describes preverbal thought as a fused, indistinct
continuum (p. 250).

The child who utters “mom™ for the first time, is not pointing to an object in the
world, the referent of the uttered sign. The uttered word has a global and idiosyncratic
meaning. The child’s verbal activity has not gained the articulate and representative
character (Malafouris, 2007; Montani, 2020), that is too often attributed to any activity
with symbols and signs (Capone, 2020), yet. In Heidegger’s (1996) words, it can be said
that the children do not have a world of objects yet. Their word-phrase is uttered in
conjunction with certain experiences, emotional impulses, external circumstances that
are all but defined.

The subsequent meanings acquired by children constitute general designations.
They are likely to learn the particular word rose at a very early age and to use it in a
general way for any situation that evokes it, in the way flower is used (Vygotsky, 1987,
p. 163), but also for many other situations related to the experiences that surrounded
that word (that provided the background for the emergence of that meaning), such as a
scent or a day outdoors, not necessarily involved with flowers.

Experiences, feelings, objects, and sensations are held together by words in
changing and heterogeneous ways. With time and practice, the child will learn new
words, begin to differentiate their concepts, and order the semantic plane accordingly.

Preliminary Conclusions

The literature on the conflicting relationship between externalism and internalism
is extensive. The purpose of this paper touches this issue only tangentially. The goal is
to investigate, from a practical perspective, whether an operationalization of language
based on externalist assumptions can prove better than the internalist approaches in
replicating verbal thinking.

The first chapter ends with the following conclusions:

- Cognition is closely related to semiotic activity (articulation of signals and meanings);
- Semiotic activity is based on the differential relations between the signs of a language
system (langue) and not on the formulation of a deep structure of rules;
- The modeling and reproduction of cognition cannot be separated from a thorough
understanding of the language system in which it develops.
In the next chapters, through an examination of the most recent advances in NLP
(Natural Language Processing), the legitimacy of the externalist paradigm will be
confirmed.

HOW TO REPRESENT LANGUAGES

The current state-of-the-art NLP systems are the gateway for the modeling and
reproduction of verbal thinking, by implementing networks capable of solving
heterogeneous assignments. In order to do so, they exploit the semantics of the language
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systems (langue). The hypothesis of this chapter is that the implementation, or rather the
training of these networks, is carried out consistently with the externalist paradigm.

Before illustrating the relationship between Al and externalism, it is necessary to
clarify the terms of the issue at hand.

Deep Neural Networks

Al is a broad discipline with a very ramified, albeit short, history. The following
pages focus solely on deep neural networks (DNNs), the most common subset of
artificial intelligence systems currently in use. DNNs are machine learning systems that
spread after the failures of rule-based systems (Russell and Norvig, 2021, paragraph
1.3.3).

Although the name may suggest a closeness to cognitive science and
neuroscience, the comparison between computational and biological neurons is
improper. Neural networks are in no way brain models; it is more correct to imagine a
neural network as a large parametric function in the form of a computational graph (fig.
6).

Input Nt N? N3 Output
Weights, Weights,
X1 7 \
- e N
X3

4
{

Total function> N(Xl(i),Xz(i), ngi)) =Y

Sigmoid function flz) =

Figure 6. Graphical representation of a neural network with two examples of activation
functions

The network is formed by Input, Output and inner layers. The inner layers are
composed by neurons and weights (or parameters). The neurons are basically activation
functions, they are the invariable part which composes the function that is the network.
The parameters, placed before each layer of neurons, are the variable part of the
function, these are the values that are learned by the network during training. The idea
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behind DNNs is that a large enough network (function) is likely to be able to represent
any distribution of data.

DNNs can perform two types of tasks: regression and classification (fig. 7).
Regression interpolates missing data based on given features. For example, taking as
input a house’s square footage, position and year of construction, the network can
predict its price. Also, starting from pictures of dogs and cats, it can classify the pictures
according to the represented animal. Everything that a neural network can do, must be
done by means of these two techniques.

Linear regression (lassification

Features Labels

0 40 0 | 0
o el | ¥
Xl(II)‘XZ(II)‘XSEII) Y(II)

X1(m)' Xz(”l), X(m) pim

T T T T T T T T

Figure 7. Linear regression and clustering of some random points

The network training process requires features (house features, images), and
correct outputs (prices, image labels), all properly represented in numerical form. The
network parameters are initially implemented with random values. The inputs are
multiplied by weights in order to give each input feature a specific value for prediction
purposes. The weighted features are then passed through the neurons layer, the process
is repeated for each layer all the way to the output layer. The error of the predictions
made in the training phase is calculated by comparison with the correct labels, the
weights are modified accordingly (fig. 8). After several training cycles the weights of
the network should be such that the operations between input, weights and neurons will
result in the corresponding output.
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Weights Update

Figure 8. Example of a train cycle

If the weights are correctly calculated, the network will be able to predict the
output of instances that were not in the train set. Briefly, during training, the inputs and
the results of the function are available, but not the parameters (set randomly and
corrected at each cycle). During prediction, the inputs and parameters are available, but
not the output.

Clearly, such a tool has nothing to do with the mind, nor with supposed universal
grammars. The first issue posed by the operationalization of verbal thinking is a
problem of input representation; the second is how regression or classification might
serve the purpose.

The Saussurian linguistics answers both these issues.

Langage, Langue and Speech®

Modeling verbal thought is mainly a problem of representation. The internalist
paradigm has kept alive a very old tradition of language representation based on two
categories of elements: lexicon and grammar rules. The modern internalist contribution
has been to assume a universal grammar behind the grammar rules of each language
(Chomsky, 1988, p. 61) and a set of semantic primitives from which the lexicon derives
(Wierzbicka, 1996, p. 13; see also Osgood and Sebeok, 1954, p. 127).

Recent advances in NLP has definitively proven the impracticality of such a
representation. Grammar is an a posteriori construction, the result of a reflexive
relationship with speech, rather than a structure of rules that governs language.
Similarly, the lexicon descends from a long work of differentiation within the speech
(on the planes of expression and content) carried out by verbal thought. The externalist

6 The English edition of the Course in General Linguistics does not help to understand Saussure’s terminological
distinctions. The paper presents the reading of De Mauro, editor of the French and Italian critical editions.
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proposal aims to outline, within language, only those phenomena relevant to semiotic
activity, and to represent them without relying on universal internal structures.

The term language conceals an ambiguity: language is “a confused mass of
heterogeneous and unrelated things” (Saussure, 2011, p. 9), the study of which involves
many different disciplines, comprising various orders of problems. It is not possible to
study semantics or verbal thought starting from language as a whole. Saussure proposes
as the object of study the langue (the particular system of signs, i.e. Italian, English,
Russian etc.)’ as distinct from language (langage), conceived as the faculty of
articulating signs in general (the confused mass of things). The langue is defined as the
essential part of language, its social product, “is a self-contained whole and a principle
of classification” (Saussure, 2011, pp. 9-11). The langue is the system of reciprocal
delimitations on the levels of content and expression, and as such it does not exist
entirely in any individual, it is a social phenomenon resulting from the acts of speech of
all the users. It is a treasure stored in the practice of the subjects of a community of
speakers. The speech actualizes the signs of a language system by articulating them
within syntagms (sentences). The relationships between signs within syntagms are what
determine individuals’ learning of the structure of the language system, both expressive
forms and contents. In turn, the mechanism of langue relies on these relationships in
forming syntagms.

It is these relations, or regularities, that the network must take into account when
representing the system of signs, rather than ontologies or taxonomies of concepts.

The Signs System Mechanism

In the previous section, the oppositional relations between signs, at the foundation
of the language system, have been mentioned. It is now necessary to understand how
these relations can be described. This is crucial to understand how a language system
can be implemented through a neural network.

In speech, signs are articulated according to two types of regularity, each of which
produces a certain order of values (Saussure, 2011, p. 122-127). The relations between
signs based on the linear structure of speech are called syntagmatic relations or in
presentia relations. The position of signs within the syntagm implies a relation of
similarity or dissimilarity between alternative signs, which are eligible to occupy the
same position. Similarly, neighboring signs, in a dissimilarity relationship, still entertain
a relevant relation for the purpose of ordering the language system (fig 9).

7 Langue, language system and system of signs will be used as synonyms.
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The cat lies on the bed
The dog | jumped | over the fence
The car drove | down the road
v His son lives in the Uk

Figure 9. Syntagmatic relation within 3 sentences

Within language systems, similarity is not based on positive qualities of the signs,
but only on their mutual opposition within the system. From this point of view,
similarity and dissimilarity are two sides of the same coin. The signs cat and dog,
though having different meanings, are in a sense similar (more similar compared to car,
for example), occupying the same position within a syntagmatic chain, and relating to
the same types of signs (similar signs). On the other hand, signs considered individually
entertain associative relationships (or in absentia) with other signs of the system (fig.
10). These relationships can be morphological (teacher, teaching, teachable), or they
can be consistent with the semantic aspect (teach, class, degree).

‘ enseignement. )
- ‘-' “ .
.‘ ,‘ L] Q‘

- - . had
enseigner s %, clément
- .’ \‘ . -
enseignons ‘o' \ justement
e<|C. 'f' .“ EfC.
etc : etc.
PR apprentissage changement ~.
& s
éducation armement
etc. etc.
etc. etc.
’ \

Figure 10. Associative relations (Saussure, 2011, p. 126)

Although in-presentia relations seem to prioritize syntactic features of the
syntagm, this regularity may also reveal certain semantic properties. Within the
sentence: “I am very sick, call a doctor”, the word doctor cannot be appropriately
replaced by any given word, it can be replaced by nurse, maybe by priest, hardly by
architect; even if the sentence would be grammatically correct.
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The example is even clearer in commonly used stereotyped expressions such as:
“break a leg”, “force the hand”, “it takes a village”, in which the relationships between
signs depend on the precise meaning (one could say use) that these sentences have in
the speech. In the language system, the distinction between semantic and syntax is not
defined as it appears to those who rely on a grammatical (internalist) principle of
language analysis, nor does it precede the formulation of full-sense propositions.

Sense and Meaning

To make the explanation of the functioning of the language system clearer, it is
necessary to introduce the distinction between sense and meaning.

The meaning of a sign can be imagined as a differential zone in the plane (or
space) of the content (De Mauro, 2019, p. 100). There cannot be an isolated meaning
but only a system of meanings, of reciprocal delimitations (fig. 2 and 5). These
delimitations are expressed by the syntagmatic and associative relations between signs.
The meaning, consistently with its formal and systemic characters, is the form, or
scheme, or rule of realization of a sense. De Mauro defines meaning as “the class to
which a sense belongs” (De Mauro, 2019, p. 19, trans. by the author). The meaning of
dog (a well-known animal, De Mauro, 2019, p. 186) can actualize into concrete
utterances a potentially countless amount of unpredictable contingent senses through
relations with other signs in a syntagm. Instead, sense is defined as “what in a particular
moment, by a particular user, is indicated with a signal” (De Mauro, 2019, p. 7), the
concrete actualization of a meaning in speech.

In order to manage the complexity of language systems, and not to limit itself to
fixed representations of concepts, the language model must take into account this
mobility of the sense within the general pattern of use of a word, the meaning (this
problem is addressed in the section called Language Models).

DNNs AND LANGUE - WORD EMBEDDINGS

The main problem of language modeling with DNNs is the representation of
inputs and the identification of an output that allows the network to learn parameters
such that it can formulate correct and relevant propositions, categorize texts, summarize
them, and complete tasks related to verbal thinking.

The first thing to do, in order to follow the externalist program, is to implement a
model of the language system, i.e., a model of the differential space in which signs are
opposed. Word2Vec was the first algorithm able to apply an externalist paradigm to
NLP (Mikolov, Chen et al. 2013)

The network model is the same as illustrated in figure 6. The network’s inputs
consist of corpora (typically Wikipedia and BookCorpus). From these texts a
vocabulary of words (tokens) known by the network is formed. Based on the
vocabulary, the network can identify words as units within the text, but not their
meanings yet.

Meaning, lacking positive properties, depends on syntagmatic and paradigmatic
relations between signs within the text (meaning is a differential entity). These
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relationships establish the value of signs within the language system, determining their
mutual similarities and dissimilarities, according to different orders of relationships
(Mikolov, Chen et al. 2013). The network needs to model its content plane based on
these relationships; to do this it relies on classification, trying to predict hidden words in
the training corpora (in this case, the vocabulary tokens function as categories for the
prediction).

It is possible to represent (with some approximation) the content plane as a
homogeneous n-dimensional space. A n elements vector® (or, as called by Mikolov,
Chen et al. (2013), a word embedding), initialized with random numbers, is assigned to
each vocabulary token. These n elements correspond to values in the various
dimensions of the n-dimensional space for each token. Each token has its own place
within this space (fig. 11). The mutual disposition of tokens in the space determines
their meanings, providing a model of the language system.

monkey
- (=]
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pet dog
A ® ®
cat
[ ]
Q.‘o
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/’\' . '_0-5
0
“ 0:5 ¥
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Py o o ' 2.5
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Figure 11. The five “cat’s” nearest neighbor tokens. The 300 value vectors
corresponding to the tokens have been reduced to 3 dimensions by PCA (Principal
Component Analysis).

8 A vector is a data structure, consisting of an array of numbers. In the case of Word2Vec it usually consists of 300
values.
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The training can be described as follows. The network processes the text one
batch of words at a time. At each step the network tries to predict the target word (the
batch’s central token) based on the tokens surrounding it (the context). In the example
(fig. 12) the network takes in a 3-token batch (usually wider), the embeddings of the
first and third tokens constitute the input, the vector of the second token is the output to
be predicted. The output of the network is a n dimensional vector (a word embedding),
this embedding is confronted with the vocabulary tokens’ embeddings to make a
prediction (basically the network classifies the hidden token as a specimen of a
vocabulary token). Afterward, the predicted token is compared to the target token and
the error is computed. Thus, the word embeddings are modified accordingly. At the end
of training, the token disposition should reflect the word distribution in the training
corpora®.

Tokenized sentence: [sos] [I] [am] [sick] [] [please] [call] [a] [doctor] [eos]
3 token batch: [please] [call] [a]
Y = [call]

Word embeddings Neurons Vocabulary  Predictions
layer

call 20%
calligrapher 0,1%

[please] 01|08 | .. |-02 i

P < —

08 05| .. [03

! teach -

¥ = [teach]. Wrong prediction

Embeddings update

Mean Square Error> MSE = - Z(}i - %)%
n

i=1

Figure 12. Word2Vec training ([sos] and [eos] stand for start and end of sequence).

In the example the network must predict the embedding for call, based on the
context tokens. However, other embeddings with similar meaning are likely to occupy a
neighboring space to that of the target token in the n-dimension space (fig. 13). The
output embedding should be as close as possible to that of the target word.

® This training method is called CBOW (continuous bag of words). It is not the only possible method, usually several
methods are used together (in the case of Word2Vec, SkipGram is also used). What is important is that all these
methods are based on the analysis of the distribution of words in the corpora, representing syntagmatic relations
between contiguous signs and paradigmatic relations between signs that are likely to occupy the same position within
similar contexts.
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Figure 13. Five nearest neighbors for the token “call”

The most impressive result is that, once trained, word vectors show to represent
general relationships between concepts. Mikolov, Yin et al. (2013) report a couple of
examples. Pairs of tokens which stand with each other in an analogous semantic relation
are found grouped in the same way within the vector space (fig. 14).
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Figure 14. Grouping of states and capitals tokens
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It is also possible to obtain meaningful results through operations between
vectors. In the example of Mikolov, Yih et al. (2013), the vector man is subtracted from
the vector king, then the vector woman is added. The result is an embedding very close
to the vector corresponding to the queen token (fig. 15).

Figure 15. A line of code reproducing the “king/queen experiment”

Another interesting application is sentiment analysis. Through the word
embedding algorithm it is possible to train a network to recognize the emotional polarity
of a text by simply giving in input texts and labels that indicate the polarity. Once the
embeddings are computed, the network can estimate the emotional polarity of a text.
Similar training is used for text classification, using topics as labels.

Despite its interesting applications, Word2Vec it is simply a DNN that, based on a
specific task, calculates a series of embeddings whose application is limited to the task
on which they were computed. Furthermore, the embeddings are static, in prediction
phase each word will always correspond to the same embedding regardless of the
context of occurrence. The network merely computes a weighted average of the
distribution of words within the training text, something very similar to an average of
the usages, or better, of the relations between signs in the corpus.

In a nutshell, Word2Vec computes an approximation of the content plane, leaving
out entirely the problem of sense, i.e. the concrete actualization of word meanings in
syntagms.

Two problems to be solved:

- The embeddings contextuality, an essential factor to determine the sense of a
token (and of a syntagm),

- Model generality, i.e., the implementation of a LM (Language Model) capable
of generating contextual embeddings that can be used for any task.

The Transformer model addresses these problems from an externalist perspective.

Language Models

The current state of the art in NLP is dominated by LMs based on transformer, the
DNN architecture that exploits the algorithm called Attention Mechanism (Vaswani et
al., 2017), for the representation of words contextual meaning®. This section focuses

10 Chomsky has recently been critical in discussing NLP applications of deep neural networks,
https://www.youtube.com/watch?v=ndwIZPBs8Y4 .
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only on Bert (Bidirectional Encoder Representations from Transformers), a particular
model that exploits the transformer architecture (Delvin et al., 2019). Bert is a reduction
of the standard transformer model, which is specialized in natural language encoding.

In order to provide contextual meaning (sense) representations, it is necessary for
the network to take into account the wide variety of contexts in which a token may
occur and a very large context within the syntagmatic chain (not just neighboring signs
as with Word2Vec). The embeddings’ contextuality also solves the problem of the
model’s generality, as its embeddings will no longer be task-oriented but re-computed at
each prediction according to the task at hand. In addition, Bert provides a better
integration between content and expression planes. Instead of using word tokens, it uses
word-piece tokens (similar to morphemes, extracted from corpora thanks to a special
algorithm). This makes the vocabulary less redundant, provides better handling for
compound words and allows prediction of unknown words meaning based on context
(fig. 16).

["trans', f#atan’, "gitia', '##tiom’, "is’, 'a', 'difficult', 'word']

Figure 16. Bert model tokenizer

The transformer architecture is at the heart of many downloadable pre-trained
models. Usually they consist of a word-pieces vocabulary with its static embeddings,
plus a set of heads and layers. These are sets of parameters, trained by the model’s
developer, through which the network computes the contextual embeddings (fig. 17).
Their training is similar to that of Word2Vec.
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Layer 9, Head 8

Figure 17. The last five layer of Bert model (12 head x 12 layer) processing a sequence
of two sentences. In the box, the detail of head 8 processing at layer 9. At this point the

network highlights the links between “why” and “because”, as well as “he” and “bear”.
Picture obtained with BertViz (Vig, 2019).

The process of contextual embedding computation (encoding) works as follows
(fig. 18). A long sequence of text is processed. The Bert model (Delvin et al., 2019) for
instance, can process up to 512 tokens at time, representing each token with a 768
elements embedding. At first, a positional and a sequential embedding are added to the
static embedding of each token, to incorporate information about its position in the
sequence. Afterward, the embeddings sequence is processed on each head in parallel
starting from layer zero. In the following layers, along each head, the embeddings of the
sequence undergo several calculations and are multiplicated by each other'!, so that the
vector of each token represents information about the context in which it occurs. This
generates a set of partial embeddings per head. Partial embeddings pass through all the
layers of their respective head, multiplying by each other at each layer. At the end of the

11 This is not a simple multiplication. In each layer, based on the input embedding of each token, three indices
(vectors) are calculated: Query (Q), Key (K) and Value (V). The network calculates the “score” of each token with
respect to each other in the examined chain (in the batch of tokens). This score is calculated through a complex
matrix operation in which the dot product between all vectors K and each vector Q is divided by the square roots of
the dimensionality of K. A softmax function is applied to the resulting vectors, they are multiplied by the vectors V
and the resulting vectors are added together. In this way a score is obtained for each token in the batch. However, it
is not necessary to go into the details of these operations for the purpose of this paper.
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layers, all the partial embeddings of all the heads are merged to form the actual
contextual embeddings.

17 token sequence: [CLS] [why] [did] [the] [teddy] [bear] [say] [no] [to] [dessert] [?] [SEP] [because] [he] [was] [stuffed] [SEP]

Non-contextual embeddings Positional embeddings Sequencial embedding
(768 elements) (768 elements) (768 elements)
[.) [.] (]
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Sequence (17 (2 #10 + A -
Lo (SEP) #1 A -
[because] #12 B
(he] 13 B
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Figure 18. Contextual embeddings computation

Having different parameters, each head processes the input differently,
highlighting certain relationships between signs and ignoring others (fig. 19).
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Figure 19. Heatmap of the attention of heads 8,9,10,11 related to the token “because”

Afterward, the contextual embeddings can be processed by a simple multilayer
perceptron (a simple neural network) for specific tasks, but there is more. The ability to
predict unknown tokens by relying on contextual embeddings makes these models’
performances in Cloze test questions and zero-shot classification tasks (text
classification without training) worthy of notice. These tasks give an idea of what these
models know. Two examples follow.

Masked Language Modeling Question Answering

It is possible to ask questions to a non-fine-tuned LM as long as they are
formulated in the form of a text to be completed (Cloze Test) (Schick and Schiitze,
2021). The network will simply estimate the missing word following the syntagmatic
and associative relations learnt during training (fig. 20).
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Figure 20. “Personal taste” and general culture answers from Bert model

Since it is a non-fine-tuned model, it will not be possible to get overly precise
answers. Furthermore, in this example the network has a limited context (few words) to
predict the desired answer. However, the answers obtainable through general knowledge
questions are of interest, considering that the model does not make use of the Internet or
any database from which to extract answers. The only resources available to the
network are the vocabulary, and the parameters.

Zero-Shot Classification

A very useful task in NLP is text classification. Traditionally, a classifier was
trained through texts labelled according to relevant categories to be predicted. These
models were not general but task-oriented (and topic-oriented). In contrast, a zero-shot
model is a model that, without any prior topic-oriented training, must be able to predict
to which of the user-provided categories a text belongs.

A hypothetical user may need to know what has been tweeted about in the last
month. By providing tweets and desired categories as input, the model will categorize
all posts automatically (fig. 21).
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4 Zero-Shot Classification

Kanye West claims his album Donda was released without his approval

4
Pozsible class names [comma-separated)
rap, hiphop, rock, jazz, politics, economy, health, news
Allow multiple true clazses
Compute
B.969
hiphop
0968
news
8951
rap
politics B.234
B.155
econoemy
: B.848
jazz
rock 8.827
health B.814
» JSON Qutput Maximize

Figure 21. Screenshot of the huggingface API*2 running the Yin et al (2019) LM for
zero-shot classification. The model is processing a 30th August 2021 BBC tweet®®. The
classes are chosen by the author. It appears that Bert knows Kanye West.

The training of this specific model is more complex. The model is trained on pairs
of propositions labelled as mutually entailed or non-entailed. This training method is
called Entailment Model Training (Yin et al., 2019). However, the relationships
between tokens are still at the basis of the model’s cognitive capabilities in this training.

The most interesting applications remain those involving a dialogue between user
and machine. There are several platforms where people without coding skills can
interact with these models. Apart from the huggingface APl mentioned above, Al

12 https://huggingface.co/facebook/bart-large-mnli
13 https://twitter.com/BBCWorld/status/1432341614962356224
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Dungeon!* is a role-playing platform managed by a transformer model, and Eleuther
Al is a text2text LM that produces sentences based on a prompt provided by the user.

CONCLUSION

The success of the externalist approach to NLP proves the validity of the
structural conception of language as a differential system of signs. On the other hand,
from a functional point of view, the use of signs for the accomplishment of tasks by LM
demonstrates that sign systems are not merely a communicative tool, but a mediating
interface necessary for verbal thought and its replication.

In this chapter, the language system representation proposed by Saussure was
compared with the LM provided by the transformer architecture. The following points
were established:

- Word embeddings are able to differentiate meanings within a continuous n-
dimensional space, providing a good structural representation of langue.

- The transformer architecture can model a system of meanings and take into
account (to a certain extent) the difference between sense and meaning in the execution
of tasks.

- Contextual meaning representations of tokens can be used by the network to
generalize certain semantic relations and eventually reproduce verbal thinking features.

The direction taken by the research seems promising, but the full replication of
verbal thinking is still a long way off. It is clear, however, that the progress of Al is
closely linked to language and semiosis, understood as the technical activities of
operating with signs.
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Abstract

This article draws on the terminology of Giinther Anders to identify three different forms of crisis in
contemporary society: the crisis of freedom, the crisis of humanity as subject of history, and the crisis of
shame. The article is composed of three different sections. The first section analyses Anders’ early
anthropological works to show how freedom has turned into its own negation. The second section
examines the other two types of crisis revolving around Anders’ notion of Promethean shame and techné.
Building on these discussions, the final section offers an open suggestion for re-thinking the possibility of
redeeming human action within the technological determinism of our epoch via an Andersian-inspired
hypothesis.

Keywords: Giinter Anders; Techne; Promethean shame; Humanity; Machine

Citation: Ursitti, F. (2021). Promethean Shame as the Hidden Instrumentum Redemptionis Humanae //
Technology and Language, 2(4), 61-72. https://doi.org/10.48417/technolang.2021.04.04

This work is licensed under a Creative Commons Attribution-NonCommercial 4.0 International License

61
soctech.spbstu.ru


mailto:fursi001@gold.ac.uk
mailto:fursi001@gold.ac.uk
https://doi.org/10.48417/technolang.2021.04.04
https://creativecommons.org/licenses/by-nc/4.0/

Special Topic:
Technology as Language — Understanding Action in a Technical Condition
CrenBsITyck

“TexnHuka Kax A3bIK: NOHUMAHUE U 0eliCeUe 8 MEXHUYECKOM MUpP0o6o33penuu”

YJIK 130.2:62
https://doi.org/10.48417/technolang.2021.04.04
Hayunas crates

Croia IIpomeTest Kak CKPBITHIH
UHCPYMEHM Ye/106€4eCK020 UCKYNIeHUA

Ounumnmno Ypeurta (<)
Jlonnonckuit yausepcuret, 8 Jlyumewm, Jlongon SE14 6NW, Coennrennoe KoponesctBo
BenmnkoOputanun

fursi001@aqgold.ac.uk

AHHOTANUA

B nmanHOH cTaThe mcmonb3yercs TepMHHONOTHS ['ToHTepa AHaepca I ONpeesIeHUs] TpeX pa3IHYHbIX
dbopM Kpu3uca B COBPEMECHHOM OOIIECTBE: KPU3UC CBOOOIBI, KPHU3HC YECIOBEUCCTBA KaK CyOBEKTa
HCTOPHH U KpH3HC CThiga. CTaThsi COCTOUT U3 TPEX paszesioB. B mepBoM pasjesie aHATU3UPYIOTCS paHHHE
AHTPOIOJIOTHYECKHE PabOThl AHepca, YTOOBI MOKa3aTh, Kak CBOOOJA MpeBpaTUiach B COOCTBEHHOE
orpunianne. Bo BTOpoM pasjene HUCCIEAYIOTCA JBa JAPYTHX THMNA KPHU3KMCOB, CBS3aHHBIX C
npejcTaBiaeHusiMu Auzgepca o crbiie [lpomeres u TexHuke. OCHOBBIBASICH Ha 3THX OOCYKIACHHSX,
MOCJIE/IHUI pa3jieN MpeuiaraeT MepeoCMBICIUTh BO3MOXHOCTh MCKYIUICHHS YEJIOBEUYECKUX JCUCTBUN B
paMKax TEXHOJIOTHYECKOTO JETePMUHHM3MAa Halleld 3MOXH C IMOMOIIBI0 THUIIOTE3bl, BJOXHOBICHHOMN
AHzepcoM.
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In Pathologie de la liberté Anders wrote “artificiality is humanity’s nature and its
essence is instability” (Anders, 2015, p. 55). Such definition entails what a human is:
“its freedom before the world, the fact that it is cut out for being undetermined and
general” (Anders, 2015, p. 56). Anders applied this depiction of humankind to a specific
sub-category of human, the nihilist.

If the essence of man actually consists in his un-determinacy, then, in his
propension towards different possibilities he determines himself through his
in-determinability which cannot lead him towards a clear mode of being
(Anders, 2015, p. 92).

The identity of humanity consists in its not having one; and that humanity is
merely an enlarged portrait of a singular human being which is as trustful as it is
exaggerating. Humanity thus lives the paradoxical experience of freedom, exactly
because it finds itself free, it later ends up discovering itself as not-free, as contingent in
a twofold perspective: on the one hand, “it is condemned to itself, it is not auto-
produced” (Anders, 2015, p. 57), on the other hand, it sees itself as a somebody which
nonetheless is itself (somebody that did not choose to become), as a someone “that is
exactly as it is (although it could be different)” (Anders, 2015, p. 58). In other words,
humans cannot see themselves as responsible for their own origin and yet they still need
to identify themselves with it. This discovery of humanity’s two-folded contingency —
which Anders calls the ‘shock of contingency’ — does not diminish when humans deal
with the world because at this point the shock of contingency is encountered in
everything and everywhere.

‘Contingent’ has a twofold meaning: 1) the lack of an ultimate meaning; 2) the
paradoxical situation according to which humanity, exactly because it is capable of
exerting its freedom, discovers that it has impassable limits; even if it manifests itself as
free, humanity is not determined by itself which means that it is ultimately un-free. The
limits of humanity’s freedom emerge when it realises that it is bound to the natural
world since humanity is not a product of its own freedom. The possibility of
experiencing the shock in every moment of life epitomises the “perfect extraneity
existing between humans and world, a person can be anything because she is contingent
to herself as much as she is a stranger to any part of the world” (Anders, 2015, p. 60). In
the case of the nihilist, this shock would produce at least three reactions, of which the
most radical one is suicide. Before suicide come disgust for oneself and shame for
oneself. Humans are surprised and ashamed:

exactly when they undertake the realisation that they are not self-caused, they
feel, for the first time, that they come from something that is not from
themselves: the estranged, irrevocable, transcendent past of their origin. Thus,
the shame is, most of all, shame of one’s origin (Anders, 2015, p. 67).

The shame is not a simply emotional condition but a reflective act of self-
identification that fails because the ‘I’ identifies and, at the same time, does not identify
with itself. The contingency of this constant failure of self-identification exists in two
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dimensions: the contingency of time and the contingency of space. The capacity of
abstracting the present situation that humans possess reveals, again, their contingency,
their lack of freedom, and the fact that their lives are limited from birth and death.
Through the forms of space and time, humans grasp the superiority of the world in so
far as they are not the ones who put the basis for representing the totality of existence,
but the world is. Nihilistic humans try to overcome such inferiority through their ‘will
of power’ (“they must possess everything”) (Anders, 2015, p. 76) or, in other words,
through the omnipresence in both time and space. Nietzsche’s motto: “if there were
gods, how could | stand not to be a god!” (Nietzsche, 2017, p. 65) constitutes the
definitive formulation of this painful human condition.

Anders counters the nihilist, whose anti-historic life is characterised by the
constant repetition of the endless cycle of contingency, with the ideal type of the
historic person who “takes upon herself the burden of her identification” (Anders, 2015,
p. 92) and tries to come to terms with her origin. The historic person finds a minimum
substratum of self-identity through the application of a Cartesian mnemonic method: |
remember; therefore, | am me. In the identification with the ‘past I’, the memory is
inserted in concrete living situations, the ‘I” of the historic person appropriates itself of
such life (‘I am me’ becomes ‘I am this life’). “She overcomes the contingency of her
own existence through the necessity of her history” (Liessmann, 2002, p. 43). The
historic person, by remembering what she has done in the past, dissipates her
contingency by identifying herself with the person she was, and no longer feels
estranged to herself. This respect towards the past replaces shame; the historic person
always finds herself in a context of identification through her past and that of her
ancestors.

Yet, this approach of the historic person is unconvincing because, using a
renowned Hegelian expression, it turns, a posteriori, everything that exists into
something ‘rational’ while the historic person herself remains contingent. It is
undeniable that such person has the courage to say, ‘this is mine!” to everything that
happens to her, but what has become ‘hers’ is not truly hers since it belonged to her
predecessors. The crisis of human freedom is so deep that it has resorted either into
nihilism or into historicism.

Anders refutes both the nihilistic and the historical attitude since they represent a
total non-identification with the contingent. Both need the identification, both rely on
their theoretical reason, and both end up surrounded by antinomies which “can be
resolved only by practical reason” (Anders, 2015, p. 63). The question on human’s
identity is not resolved through a dialectical synthesis but simply by the praxis, through
the concepts of ‘task’ and ‘action’. “Only the person who acts finds herself out of the
horror of contingency since she does not insist on her past, but rather on the task which
transforms the world” (Anders, 2015, p. 93). The example to follow, therefore, is not
Hegelian but Kantian:

the self-identification through the Aufkidrung and the critical attitude is,
according to Kant, action; for him the issue is not to observe what is reason
(which for Kant equates to what man is), but to construct reason through the
operation of a critique (Anders, 2015, p. 95).
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This resort to action makes impossible for the philosophical anthropology to
produce a positive definition of ‘human’.

What opposes the definition of man is not, therefore, something irrational, but
human action, the kind of action through which man constantly defines
himself and regularly determines what exists (Anders, 2015, p. 95).

And yet, can we still consider an action inscribed within a deterministic
background, such as that of our modern technological world, a free action?

I

Anders did not renounce the idea of the human indeterminacy, but, in time, he
dramatically changed its meaning. Human indeterminacy is no longer a sign of freedom
but rather an anthropological presupposition of the new ontological condition of slavery
that humanity suffers in a world dominated by the techne. This human indeterminacy,
its artificiality, instead of being the condition for the creation of new worlds and
societies freely shaped by humanity, becomes the ground from which a new determined
subject emerges: the techne. The techne is binding humanity to a unique world from
which humanity cannot escape, thus risking the possibility of becoming an outdated
form of life. Such world would be able to proceed ‘without us’ and made only of
“objects through which humans become superfluous, eliminable, and liquidable”
(Anders, 1981, p. 199).

It is the fidelity to the concept of human indeterminacy that explains what at a
first glance might look paradoxical, that Anders, the very person who saw techne as a
means for enacting a human destiny, thus vanquishing human indeterminacy, later
became one of the first and fiercest critics of technology. It is because of this
indeterminacy that Anders sees how

the world created a posteriori by the techne has become so capable of

determining’ humankind that it can reverse the conditions of possibility of the
human being, namely, his openness to the world (Dries, 2009, p. 76).

The techne acts “as a gargantuan ‘instrument of determination’” (Dries, 2009, p.
76), negating the essence of humanity, which paradoxically does not exist. By adopting
the perspective of negative anthropology, such outdatedness of humanity means that
humanity’s openness to the world is being robbed by techne. Thus, the reason behind
Anders’ attempts to “defend an invariable ‘essence’ of humanity against the attacks of
the apparatus and the deforming force of modern technologies” (Liessmann, 2002, p.
46) arises from the fact that technology

is definitive and irrevocable [...] And this means that we, the men of today,
will remain constant in our (recently acquired) ‘essence’. I say, ‘recently
acquired’, because this ‘constancy’ is not of course a property of our human
‘nature’, but an artificial situation, in which we have got ourselves, something
that we were only capable of because the capacity to transform our world—no:
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not just our world, but the world—and ourselves paradoxically belongs to our
‘nature’ (Anders, 2007, p. 2).

Here Anders tries to put forward the thesis that technology has made such a step
forward with the automatisation of the productive processes and the unleashed
exploitation of nature to render superfluous humanity and outdated its faculties, to the
point that humanity almost feels inadequate for the world. For Anders the upsurge of
technology to totalising power is the process of overturning the relations between men
and their needs, means and aims. In this new era, the means are the only source of
justification of humans’ needs and objectives.

If, in the Pathologie de la liberté, humanity was ‘open to the world’ and could
continuously shift between sets of values, cultures, and civilisations, then, after the
emergence of technology, humanity has given up its ‘openness’ in favour of the will to
adapt to the machines. However, whereas machines are pre-determined, humans were
not. Machines have become the actual producers of reality and humanity adapted to be
merely techne’s helper, this discrepancy between the two has led humanity to its own
demise for it renounces its freedom in exchange for pre-determination.

In the determination of the aprioristic indeterminacy of humanity through the
techne, the nexus epitomised between the early anthropological character of Anders
work and the critical theory of the modern technological condition of humanity;
between the freedom of the products and the determinacy of humanity, which appears
now moving within a world built by humanity itself with the limitations and the
automatisms typical of an animal. Thus, the pivot of Anders’ reflections will not remain
that of a ‘person-without-a-world’ who, devoid of a specific world, as active subject still
tend to create one that conforms to herself, but rather, that of “the nature (das Wesen)
of techne” (Anders, 1992, p. 105). The techne is arranged as a class of entities which
alienates humanity from itself. These instruments of the techne mediated the
transformation of humanity from subject to object and eventually turned humanity into
a resource to utilise. Consequentially, the human world, intended as humanity’s bios
emerged from its capacity to intentionally create, becomes the world of the machines
through the inversion of the relation ‘master-slave’ between humanity and techne. In the
world-without-people, humanity leaves its subjectivity on the stage in exchange for its
material life. However, the further development of the techne puts this into question.
The world-without-people becomes the possibility of a fully apocalyptic dimension
where humanity is reduced to nothing.

The techne has become the subject of history and alongside techne we are merely
‘co-historical’. Anders de-subjectifies the human being into a bureaucrat and performer
of technical maxims. This new ailment represents the contradictory condition of
humanity that is dominated by technology, while at the same time, is the only species, if
any exists, that can occupy an independent position toward technology.

What is crucial, in this epistemological shift of paradigm, is the transformation
sustained by the concept of shame. Anders gives to this new kind of shame a novel
definition: first, shame is a passive act (to be ashamed of), thus implies a ‘failed’
relation with one’s self that can never be resolved because the person who is ashamed of
herself finds herself identical and non-identical to herself. Shame is hence a disturbance
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of the self-identification. Second, shame contains a twofold intentionality, on the one
hand, it implies the intentional object; on the other hand, it is “simultaneously turned
towards an ‘authority’ before which the one who is ashamed feels shame. It entails a
coram” (Anders, 2003, p. 94), that is, somebody before us. Third, it has a ‘negative
intentionality’ in so far as it wants to escape from itself. Therefore, Anders defines
shame as a passive act in which a person finds herself as what she ‘is not’, and yet as
someone she incontrovertibly is. In its shame humanity experiences the limits of its
freedom, shame demonstrates humanity’s inability to determine itself in an absolutely
free manner as well as its impotence over reality. Shame appears in the contradiction
that exists between ability and inability. Where the ‘I’ encounter itself as ‘it” with which
it cannot identify. The ‘it” of which we are ashamed of is everything that does not derive
from the ‘I’, everything that is pre-individual, the ‘ontic gift’, the body, the sex, the
family, and the species that one cannot decide.

If until this point the definition of shame is similar to that one examined in the
first section, then Anders points out some features of this new type of shame that did not
exist before. “I will provisionally call it Promethean shame for myself. | understand this
to mean the shame when confronted by the ‘humiliating’ high quality of fabricated
things” (Anders, 2003, p. 57). This novel shame satisfies the ontological condition
common to the previous shame for it means being disturbed by the identification, but, at
the same time, it implies something diverse because in this case it is the machine or
technical device that is encountered as the ‘it’.

The background of Anders’s analysis has now changed, both humanity’s freedom
and historicity are denied and absorbed by the world of products. If Anders previously
claimed that the nihilist was ashamed of itself for its origin, for its natum esse, then, in
this new case it

is ashamed about having naturally grown instead of having been made. He is
ashamed because he owes his existence to the blind and uncalculated, the
highly archaic process of procreation and birth (Anders, 2003, p. 58).

The Promethean shame is the emotional reaction that humanity feels for its
inadequacy and inferiority. From the Promethean shame Anders derives the Promethean
gap, that is, the discrepancy between the productive ability (Herstellen) of humanity and
its capacity of imagining (Vorstellen) the consequences of its own producing. The
expression imagining (Vorstellen) loses its own reason which, through its prefix (vor),
characterised the planning anticipation proceeding the material creation of every object.
Here, on the contrary, we face an inverted-platonic situation in which the realised
objects come before their eidos; they appear before they are imagined in their own
magnitude and consequences. Thus, the fundamental dilemma of our epoch is: we are
inferior to ourselves; we are incapable of making an image of what we have done. In
this sense we are ‘inverted utopians’ — while the utopians cannot produce what they
imagine, we cannot imagine what we produce. For this reason, the modern person
wishes to become a self-made person who

he does not want to make himself because he can no longer tolerate anything
that was not made by him, but he too no longer wants to be someone who is
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not made. He feels indignant not because he was made by others (God, gods
or nature), but because he was not made at all and, as such, he is inferior to all
his fabricated things (Anders, 2003, p. 59).

Every shame is a form of perturbation of identification, but in this case the ‘it’,
with which humanity cannot identify, is not the pre-individual but the totality of the
products of the technological world.

It is the machine or technological device that is encountered as the ‘it’. We
are confronted with this ‘it’ while operating machines, a relationship in which
humans have to function ‘with’ and ‘alongside’ technological objects, as ‘a
part’ of the working machine and as such they no longer encounter
themselves as a ‘self’. To demarcate the ‘it’ that manifests in the engagement
with machines from the ‘it’ of our previous discussion, we will call it the ‘it
of the technological device’ (das Apparat-Es) (Anders, 2003, p. 108).

The Promethean shame occurs not from feeling analogous to a machine or to a
piece of mechanism in a human world but rather when individuals feel ‘still too-human’
in a world of machines and products. In other words, it refers to the situation when
humans have integrated themselves with a machine and strive to be one themselves.
Humanity re-encounters its individuality only in the moment in which an obstacle
precludes the completion of a job, in other words, when it cannot fully adapt to the
machine, when it becomes an antagonistic force of the machine.

The worker’s individuality only become visible because it is a negatio. Put
even more clearly, the encounter with the self is not the cause of a
‘disturbance of identity’; it is the other way around. This encounter only
occurs because there is an interference (Anders, 2003, p. 117).

In this case the ‘I’ becomes conscious and encounters itself but only in so far as it
is measured by the intransigent yardstick of the machine. The ‘I’ sees itself not only as
outdated and underdeveloped, but also as forced in an intricate relation to its body;
instead of the Cartesian division of the ‘I’ and the ‘body’ (res cogitans and res extensa)
which once played such a fundamental role, now the division between the ‘I’ and the ‘it
of the technological device’ has lost all its significance.

In fact, the difference has become so irrelevant that the two seem to represent
one unified formation. Instead of the rift between the machine and the old
residue. This residue is made up of body and self in an undifferentiated manner.
(Anders, 2003, p. 118)

It is in the reality of the modern productive world that one can experience the
Promethean shame which reveals the extent to which the reification of humanity has
moved forward. Humans do not consider shameful being a thing, but rather, the non-
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reification is condemned as a shortcoming.’* The paradox is that humans act in
accordance with their will to be reified and thus strive to adapt to the machines. They do
not try to compensate this feeling of inferiority by recovering what once was considered
typically human (imagination, emotions, and responsibility), they aim at suppressing
their human residue through adapting to machines:

moral demands are now also transferred from the human to the machine. What is
‘due’ now also becomes what one ‘ought to be’. The maxim ‘become who you
are’ is acknowledged to be the valid maxim of the machines. Human purpose in
life is now limited to guaranteeing the success of this machine-maxim. (Anders,
2003, p. 71)

The innovative element of the Andersian critique is not in refuting the human
adaptation because this idea damages the ‘metaphysical concept’ of human:

It is not the alteration as such that we deem ‘vile’. Anyone who hears in our
argument a hidden, ‘metaphysically conservative’ voice would misunderstand its
meaning. Nothing is further from my mind than assuming the position of a
‘metaphysical moralist’ who regards the existent as ‘good’. I am not an ethicist
who puts the morality of humans into the framework of what ‘is as it is and must
so be’. Nor am I someone who infers what is allowed and forbidden from the
given order of things. (Anders, 2003, p. 77)

It is not the proclamation of an unmodifiable mode of being of humanity that
Anders assumes as the meaning of ‘being human’, but the suspicion that the techne is
trying to oppose human indeterminacy, its openness to freedom, by binding the former
to the latter’s dictat.

No, the alteration of our body is not fundamentally new and vile because we are
abandoning our ‘morphological destiny’ or transcending the assigned natural
limitation of our capabilities. It is despicable, rather, because we are undergoing
this transformation of the self for the sake of machines and because we employ
these as blueprints and models for our own modification. We hence relinquish
ourselves as humans and with this gesture we either restrict or give up our
freedom. (Anders, 2003, p. 78)

For Anders such human behaviour is arrogant self-degradation and hubristic
humility because “to the injury from above, to hardship, illness, ageing and death,
humanity now masochistically adds a further one: self-reification” (Anders, 2003, p.
79). The object of this process of adaptation to the machine is mainly the body which is
the essential reason of inferiority, in so far as it is faulty, rigid, obtuse, and “too
emphatically defined to keep up with the daily changing world of machines; a world,
which makes a mockery of all self-determination” (Anders, 2003, p. 67). If, the human
is changeable from the point of view of social institution, then, this is not the case for

16 In Kafka, Pro e Contro Anders (1951) writes as “nature becomes ‘still nature’ the next person becomes a mere
‘thing’, what seems ‘inhuman’ is not because of an ‘animalistic’ nature but because it has regressed to the function of
a thing” (p. 25).
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the singular individual: “my own self will stay behind unreplaced and unreplaceable”
(Anders, 2003, p. 85).

To obviate the first deficiency, i.e., the lack of adaptation, humans undertake
strenuous physical and spiritual exercises as well as transform their body through
genetic engineering and surgery. They are “the initiation rites of the robotic age”
(Anders, 2003, p. 73)*. A method to escape from the second shortcoming — which is at
the same time an irrefutable proof of its existence — is the obsession of images, the
‘icon-mania’, with which humanity tries to overcome its individual unity through the
reproducibility of the human image (be it by photo, video, or any other media). Images
realise the link between the serial-world of the products and humanity which, through
the production of icons, corrects its unbearable unicity. The growing usage of
‘visualisation’, in both culture and society, generates in Anders the need for an
iconoclastic dialectic, of a critique as fecund as it is precarious, of the visual experience
in the form of a refusal of a mass culture of images.

Among the many views on visual culture, Anders’ perspective seems apparently
pessimistic since it would recognise todays’ global flow of images as a form of post-
literary illiteracy. In Anders’ view, images function as instruments of systematic
stupefaction — the more they show to humanity the less they tell. Too many images exist
in the world, so many that they even begin to live a strange and peculiar existence
which mocks and rules their original counterpart. The media that generate such images
are treated as a cognitive-emotional a priori. The media produce the consumeristic idiot
who conforms himself to the system, the mass hermit alienated from the world, a
general bourgeoise domestication, and a passive behaviour leading to an infantilisation
of thought. Thus, the world would become ontologically ambiguous and one-
dimensional, a phantom and a matrix. In this manner the media create the perfect
illusion — the ‘iper-realism of simulation’ — where thoughts and actions are already
preformed and scripted. Without such infinite number of images there would be
nothing. Is there a way out?

Il

We can picture Anders’ image of humanity as clamped between technological
determined defeatism and a-logical luddism. The situation is thus enclosed within a
negative and hopeless picture frame where to be free one must be able to act outside the
technological determinism but, for acting in such manner, one should be free. This
dilemma portrayed by Anders’ philosophy seems to lead to a vicious and desperate
circle which offers no way out, in so far as one considers the soft totalitarianism of
technology a fait accompli. According to this perspective even the consciousness of
seeing the inevitability of technological determinism and its consequent un-freedom is
already a disheartened form of privilege. It is difficult to tell whether we can solve such
impasse or not, but we surely can attempt to hypothetically turn this malicious cycle

17 As an example of this self-reification Anders mentions the use of make-up through which people renounce their
organic life for the impression of looking ‘industrially” made. ‘Today is not the undressed body that is considered
naked but rather the one that is not ‘made” (Anders, 2003, p. 64). Yet, contra Anders, the antiquity of such practise
seems to disprove Anders’ argument.
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into a virtuous one by drawing some conclusions from Anders’ discussion. The option
of a burst of action such as a luddite destruction of machines is untenable for, unlike the
luddites, we are not enraged merely because what we used to produce by hand is now
made by machines. We oppose the techne because of the determinism entailed by the
techne itself. If the path of action is maybe impractical, and | say maybe, then, we can
consider a different option based on another fact: that is, our being still here.
Considering that we, as a species, are still alive, and this is our datum, we could try to
oppose the technological determinism by re-framing the object of our responsibility to
an attempt to preserve and re-think the possibility of free action for as long as the
Anthropocene lasts. Let us try to critically re-evaluate our dilemma by utilising a
hypothesis. If we want to be responsible and freed from techne’s determinism, and we
do, then we must postulate that what we are aiming for is somehow possible, at least
inasmuch as it is possible to advocate for its possibility, because its alternative would be
pure defeatism. Since the brute action is, as we said, ineffective, then, we can postulate
that a dialectic opposition could be fruitful; otherwise we would remain optionless and
nullify our own premise concerning the possibility of our hypothesis. Thus, we must
hypothesise that there is still a residual space free from technological determinism
which is inseparable from that of a logical and fruitful usage of logos which, however
small, will have to suffice. Therefore, if we have such space, and according to our
hypothesis we do, then we can admit that in such confined free space it is possible to
juxtapose a theoretical possibility with a practical counterpart.

To conclude, is it still possible to call a human action a free action under techne’s
determinism? What insight do we gain from our description of the three crises and
Anders’ Promethean shame? The answers to these two questions are: 1) Yes, but not in
a conventional manner. 2) A possibility — a possibility of a space in which humanity
holds on to freedom before technology, a space which should not be considered
defective because of its hypothetical nature, on the contrary, should be regarded as a
valuable insight in so far as it tells us that there are still places in which techne and its
determinism cannot, and maybe will never be able to, penetrate. In this sense, we can
agree with Holderlin (1990) and say that “where danger threatens that which saves from
it also grows (p. 257).
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Abstract

It is not uncommon to consider deoxyribonucleic acid, most commonly called DNA, as the expression of
the genesis and mutation of living species. This molecule is composed of a double helix that carries
genetic instructions for all known organisms and several viruses. However, in the Molecular Age, this
metaphoric landmark is moved and stretched as we discover and study new structures that impact the
genome. Important work is done nowadays in order to understand the consequences and causal relations
that intertwine this language and the environment, in many fields such as genetic engineering,
bioinformatics and genomic medicine. By giving new access to the architecture that constitutes living
beings, technological artefacts and activities translate into a biological shift that opened our lives to new
susceptibilities and risks, but also new rationalities and values revolving around DNA. All those
technological discoveries inevitably led to a new framework in the Information Society; the Molecular
Age. This paper focuses on the new agencies that are constituted in our Molecular Age. From the
technology and researches revolving around DNA emerge specific modalities of action in our
biosociality. Since genomic-related technologies and researches have constituted DNA as a meaningful
structure of signs and symbols we are confronted with the traditional view according to which genomics
is the new determinism of the 21st century. On the contrary, however, this paper shows the constitution of
new forms of active empowerment based on DNA-related issues and researches. Thereby biological
agencies and subjectivities arise from the constitution of a genetic biosociality that provides biocitizens
and biocommunities with a discursive, ethical and technical self-understanding, and enables them to
gather around the technological and informational meanings that this new knowledge has opened.
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AHHOTanus

Hepenko nesokcupubonykinennoBas kuciora (JJHK) paccmarpuBaeTcst kak MpOSBICHHE TEHE3UCa H
MyTaIlMM SKUBBIX CYIIECTB. OTa MOJEKyJa COCTOMT M3 JBOMHON CHHUpany, Hecylled TIeHeTHYecKue
MHCTPYKLUHU JUIsl BCEX U3BECTHBIX OPTaHU3MOB U HECKOJIBKUX BUPYCOB. OJHAKO B MOJIEKYJISIPHYIO 3M0XY
3TOT MeTa)OpUIECKUI OPUEHTHP MEePEMENIaeTCsl M PACTATHBACTCS, IIOCKOIBKY MBI OTKPEIBACM U M3ydaeM
HOBBIC CTPYKTYpHI, BIMSIONINE HAa TeHOM. B HacTosmiee BpeMs IPOBOAWTCS BaKHAs paboTa Ui
MOHMMAaHUS TOCIEACTBUA M NPUYMHHO-CIEICTBEHHBIX 3aKOHOMEPHOCTEH, KOTOpBIE CBS3BIBAIOT 3TOT
SI3BIK U OKPYXKAMOIIYI0 CpPely BO MHOTHX OOJACTSAX, TAKMX KaK TeHHas HWHXCHepHs, OMOMHPOpMAaTHKa U
reHoMHass MeaunuHa. [lpenocTaBisst HOBBIM OCTYHn K apXHMTEKType, U3 KOTOPOH COCTOST >KUBbIE
CyII[eCTBa, TEXHOIOTHYECKHE apTe(haKThl U BUIBI JEATEILHOCTH MIPEBPAIIAIOTCS B ONOJIOTHYECKUM CIIBHT,
OTKPBIBAIOIIMI HAIy >KU3Hb HOBBIM YSI3BHUMOCTSIM M PHCKaM, a Tak)K€ HOBBIM PAIlMOHAIBHOCTAM M
LEHHOCTSM, Bpamaroumcs Bokpyr JJHK. Bee aTu TexHoOrnyeckne OTKPHITUSI HEM30€)KHO NPUBEIH K
CO3ZIaHUIO HOBOW CTPYKTYphl MH(OpPMAIMOHHOTO OO0IIiecTBa — MOJEKyJIsIpHOMY Beky. B aToit ctaThe
OCHOBHOE BHHUMAaHHUE YJIENISIeTCsl HOBBIM (DakTopam, KOTOpble c(hOPMHPOBAIMCH B HAIl MOJIEKYJISIPHBIH
BEK: M3 TEXHOJIOTUH U MccieqoBanuii, Bpamaroniuxcs Bokpyr JIHK, BO3HUKAIOT Ompe/e/ieHHbIE CIIOCOObI
JIeicTBUS B Hamel OnoconmatbHOCTH. [I0CKOIBKY TeHOMHBIE TEXHOJIOTHU U MCCIICOBAHUS MTPEICTABIIH
JHK kak 3HauMMy0 CTPYKTYpY 3HAKOB U CHUMBOJIOB, Mbl CTAJIKHUBAEMCSl C TPAAMLMOHHBIM B3TJISAOM,
COTJIaCHO KOTOPOMY TI€HOMMKA SIBJIIETCS HOBBIM JaerepMuHU3MOM 21 Beka. HamportuB, sta cratbs
MOKA3bIBACT CO3JaHME HOBBIX (POPM AKTHBHOTO PACIIMPEHHS MpPaB M BO3MOKHOCTEW, OCHOBAHHBIX Ha
npobnemax, cBszaHHbIX ¢ JIHK, w uccnemoBanmsax. Takum oOpasom, Ouosnormyeckue (GakTopbl u
CyOBEKTHBHOCTH BO3HHUKAIOT U3 KOHCTHUTYIMH T€HETHYECKOH OMOCOIMAIBEHOCTH, KOTOpas oOecrednBaeT
O6mormanam 1 0MOCO00IIECTBaM JUCKYPCHUBHOE, ITHYECKOE U TEXHHYECKOE CAMOIIOHNMAHHE U MO3BOJISIET
UM cOOMPATHCS BOKPYT TEXHOJIOTHIECKHX W MH(POPMALMOHHBIX CMBICTIOB, KOTOPBIE OTKPBUIA 3TO HOBOE
3HaHUE.

KaroueBnie cJioBa: buocornmansHocTh;  buorpaxmganctBo;  buocooOriecTBa;
[ToctreHoMHBIe 3HaHUS; ONTUMH3AIMS KU3HU; DTUYECKUE (AaKTOPbI
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INTRODUCTION

By revealing to us the absolute mechanism of all action, and so freeing us from
the self-imposed and trammelling burden of moral responsibility, the scientific
principle of Heredity has become, as it were, the warrant for the contemplative
life. It has shown us that we are never less free than when we try to act. [...] It is
Nemesis without her mask. It is the last of the Fates, and the most terrible. It is
the only one of the Gods whose real name we know.

Wilde (1891/1905)

In what is currently called Genomic era or Molecular age®®, advances in molecular
biology, genomics and biochemistry have been studied in conjunction with shifts in
governance and agency. The theoretical base of those works is that changes in the
conception of the biological body had and still have repercussions on the political way
in which appears and acts the social body and the individual agent.

The concept of biosociality was coined upon the notion of biopower of the French
philosopher Michel Foucault, by Paul Rabinow, who is well-known for introducing the
work of Foucault in the USA (Dreyfus & Rabinow, 1982; Rabinow, 1984). Biopower is
defined by Foucault as “what brought life and its mechanism into the realm of explicit
calculations and made knowledge-power an agent of transformation of human life.”
(Foucault, 1978, p. 139)

As a result, biosociality refers to the political moment and place where biology
includes itself in the social field, as a source of expertise and new practices. With the
increasing weight of DNA, it sheds light on the central role of biomedical knowledge in
constructing genetic identities and producing (and reproducing) social relationships.
Accordingly, it does not only describe our current social framework; Rabinow coined
“biosociality” in order to go beyond the banalization of the word “sociobiology”,
conceived as a biological metaphor for modern societies. His own concept embodies a
form of new social interactions that “will become instead a circulation network of
identity terms and restriction loci, around which and through which a truly new type of
autoproduction will emerge, which | call biosociality.” (Rabinow, 2010, p. 29)

Our paper acknowledges this paradigm, but focuses on highlighting how this
technological agency led to a biosocial knowledge, where the political power of citizens
in liberal democracies is being shaped by the rise of DNA-related researchers and
practices.

It is not uncommon to consider deoxyribonucleic acid, most commonly called
DNA, as the expression of the genesis and mutation of living species. This molecule is
composed of a double helix that carries genetic instructions for all known organisms
and several viruses. It is only logical that this expression of mutation and growth, this
same coded instruction of development, was properly translated on an alphabetical

18 This Genomic era (sometimes directly called Postgenomic era) refers to the time period from after the completion
of the Human Genome Project (April 2003) to the present day. Molecular Age can also be found: it includes more
broadly the rise of the knowledge and practices revolving around genetics, due to the discovery of DNA, and the
beginning of biomedicine and of gene editing.
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language, based on four nitrogen-containing nucleobases (cytosine [C], guanine [G],
adenine [A] and thymine [T]; plus uracil [U] for the RNA). This translation is the
starting point to a linguistic metaphor that shows DNA as an alphabet that can be
translated through technology.

However, in the Molecular Age, this metaphoric landmark is moved and stretched
as we discover and study new structures that impact the genome. Important work is
done nowadays in order to understand the consequences and causal relations that
intertwine this language and the environment, in many fields such as genetic
engineering, bioinformatics and genomic medicine. By giving a new access to the
architecture that constitutes living beings, technological artefacts and activities translate
a biological shift, opening our societies to new susceptibilities and risks, but also new
rationalities and values revolving around DNA. All those technological discoveries
inevitably led to a new framework in the Information Society; a (genetic) biosocial
knowledge in what is called the Molecular Age.

Consequently, our paper is based on philosophy of technology and medicine, to
confront traditional views according to which genomics is the new determinism of the
21% century. On the contrary, it focuses on new structures that are constituted in our
Molecular Age, when the technology and researches revolving around DNA roots the
emergence of specific modalities of action in our biosociality. As genomic-related
technologies and researches have constituted DNA as a very meaningful carrier of signs
and symbols, we show the constitution of new forms of active empowerment based on
DNA-related issues and researches. Thereby, we claim that biological agencies and
subjectivities rise from the constitution of a genetic biosociality that provides
biocitizens and biocommunities with a discursive and technical self-understanding, and
enables them to gather around the technological and informational meanings that this
new structure has opened. We show that this multiform biosociality comes with the
emergence of dedicated systems where economics, ethics and politics intertwine.

To this end, we first make clearer the characteristics of the Molecular Age by
explaining which political knowledge emerges from genetic advances and what
genomic medicine is. In this medical framework, we detail the consequences of the
inclusion of a third term between the normal and the pathological: namely
susceptibility. We show how susceptibility impacts the paradigm of heredity, hence the
individual’s actions linked to his own lineage, by introducing the notion of “genetic
risk”.

As the individual is part of a political process where the knowledge of genetic
defects leads to an ethical responsibility that affects the very notion of family descent
and the management of risk, we demonstrate how contemporary insights into genetics
foster the emergence of a new political referee; a “biocitizen”, which acts as a decision-
making agent in the technical environment that shapes him.

As a result, this biological citizenship is part of a new form of “vital politics”,
which re-explores Foucault's sanitary-related biopolitics in the light of genetic advances.
This new paradigm sets up a web of previously unheard-of institutions and engages the
biocitizen in new social and political actions. In this regard, technology is a new means
to communicate around a shared language, DNA, that grounds the emergence of new
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biocommunities and platforms and leads to unprecedented forms of active ethical
rationalities.

THE BIOLOGICAL SHIFT: HOW DID TECHNOLOGY CHANGE DNA
IN A MEANINGFUL STRUCTURE?

The Biovalue of our DNA

There is a whole new consumerism based on the information that can be extracted
from our genetic code. We observe the emergence of new private actors that are
constituted by very diverse institutions, such as biotech companies, pharmaceutical
corporations, data banks, sequencing enterprises... Those new economic structures have
opened circuits of capital and investments related to what is called the production of
biovalue (Waldby, 2000).

But the value of health is not only a biological one, it is also an economic one:
health is something affordable (or not), and health services are to be paid for even in the
countries where social security is guaranteed. The direct-to-consumer (DTC) genetic
testing industry is a good example of the biotechnological value that comes from those
institutions. Through DTC genetic testing, “individuals are able to purchase [online]
personal genome tests directly from companies supplying both sequence data and
interpretation of health risks.” (Kelly et al., 2018, p. 32) We can see here that the
consumerism revolving around DNA information drives today’s biosociality precisely
because of the importance of the citizen, seen as an active subject willing to take
individual decisions on his health, to gather in biocommunities and to judge his
condition partly-independently from traditional health institutions.

The Molecular Body of Genomic Medicine

The industry revolving around biovalue is mostly based on the emergence of
genomic medicine, for which are developed many DNA-related tasks, such as
screening, analysing, stocking, developing and marketing genetic data, tests and
targeted therapies. But this genomic medicine is still quite new and ongoing.
Historically, it appeared after a biological shift in the understanding of the body, based
on the fact that the somatic body and the genetic body are conceived on totally different
scales.

20" century medicine inherited from the 19™ century a somatic conception of the
body: it was seen as a living organism that encloses interconnected organs, tissues,
feedbacks, controls, and so on. Michel Foucault highlighted the fact that, in the 18" and
19" centuries, European authorities were preoccupied by illness as it can develop in a
social body, and set up strategies to intervene upon them on local spheres, i.e. towns,
health institutions or families®®. However, the 20" (and 21%) century show the
construction of more complex and hybrid technologies for the management of illnesses

19 Naturally, the management of social health by the government in charge goes back before the 18t century; we
can think of the political answers that were given in the Middle-Age to the plague (surveillance) and the leprosy
(exclusion) (Foucault, 1976).
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and reproductive activities, where “technologies” is to be understood both as practices
(or techniques, as diverse as sterilization or prenatal diagnosis), and as instruments
(such as new vaccines, gene engineering tools or even institutions e.g. data banks).

This biological shift was grounded in the progress of a research field, genomics,
that led to visualize life phenomena at the sub-microscopic scale. The perception of life
itself became molecularized, with the idea that DNA was the language that contains our
digital instructions. As such, technology began to translate this structure, and dilemmas
about what we are, what we can do or hope took a “molecular form”. Life was
considered as a sub-cellular process, controlled by a genome — whose symbolical and
concrete determinism we are only beginning to refute.

Thereby, several scientific facts need to be mentioned briefly to underline the
importance of this renewal in human knowledge and genetic understanding, which
constitutes genomic medicine and biomedicalization (Clarke et al., 2003).

The Constitution of Genomic Medicine:

As one of the main discoveries, it was understood that the genome of each
individual differs, even for twins, and 90 percent of human DNA is “junk”? — which
was unexpected. But one of the more recent, and still-under-study, aspects of this
expertise is our growing understanding of epigenetics. Epigenetics is the science of the
natural mechanisms that can modify gene expression in a reversible, transmissible and
adaptive manner without changing DNA sequence. For instance, the very same turtle
egg can give a male or a female depending only on the environmental temperature; in
this case, sex determination depends on an epigenetic phenomenon, which will
determine the use of genes coding for male or for female, without any internal
modification of DNA.

As a result, the development of genomic medicine led to new questions and
outcomes. The Human Genome Project (1990-2003), an international scientific research
project that intended to index the base pairs that make up human DNA, and to identify
and map all of the genes of the human genome, is the framework in which genomic
medicine found its impetus.

Genomic medicine stands for the reorganization of many illnesses and pathologies
along a genetic axis, where DNA is seen as the new force-form of our last decades,
which composes an infinite diversity in infinite combinations. “The best example of this
“unlimited-finite” is DNA: an infinity of beings can and has arisen from the four bases
out of which DNA is constituted?'.” (Rabinow, 2005, p. 181) It has 3 main aspects: (1)
Predictive medicine: it envisions a probabilistic future health history for each
individual. (2) Preventive medicine: it places the defective genes in the context of their

20 The molecular biologist Sydney Brenner insists that junk is not garbage. Garbage is worthless and thrown away,
when junk is something one store for some unspecified future use. Rabinow concurs; “it seems highly unlikely that
90 percent of our DNA is evolutionarily irrelevant, but what its precise relevance could be remains unknown.”
(Rabinow, 2005, p. 183) Another interesting perspective on our genomic "junk" is to rethink, in this specific matter,
the notion of function and utility. (Brzovic & Sustar, 2020)

21 Theorized by Deleuze, “unlimited-finite” (“fini-illimité”) refers to the third force-form (“formes de forces”); in
which something finished gives way to a never-ending play of forces and forms. (Deleuze, 1986, p. 140)
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impact and learns how to circumvent them. (3) Personalized medicine: it treats each
individual with their unique sets of genetic predispositions.

In this area, genomics-related researches, as the source of an increase of biological
knowledge, are strengthened by new tools and systems. Genome editing tools, for
instance, enable us to encode, recode and decode biological materials, like translating
“wet” DNA (physical samples) into “dry” DNA (information). DNA-related systems,
for their part, are mainly linked to computer-engineering and bio-engineering, like Al-
aided medical procedures, genomic platforms, databases, bioinformatics and biobanks.
Biobanks for the storage of biological samples; genomics platforms for generating
genetic data from biological samples; databases for the storage of genetic data;
bioinformatics platforms for the production of clinical information from genetic data
(and other raw data). As a consequence, “the “transformation” of scientific research
areas, such as genetics, bioinformatics and biostatistics, into clinical specialties has led
to the emergence of a new vision of care.” (Stoekl¢ et al., 2018, p. 311)

Genomic medicine marks a renewal in medicine per se and reorganizes medicine
along a genetic axis, by considering the body as a cluster of cells and DNA, i.e. as a
molecular body.

The Establishment of Our Genetic Susceptibility:

By considering the body on a molecular scale, genomic medicine entails a new
way to relate to care that implies to treat people before the (genetic) condition even
appears on a phenotypical scale, or to try to prevent this appearance22. Therefore,
genomic medicine looks for the susceptibility of being affected, i.e. looks for a genetic
condition that makes a person susceptible to a disease — including in the case of
epigenetics (Happe, 2018).

Susceptibility can be thus considered as the third element between the “normal”
and the “pathological”, and as the moment where predictive medicine intervenes to
calculate the probability of the proto-disease’s development. Although predictive
medicine is nothing new in itself, the means of gathering genetic information through
the study of DNA was logically unseen before the development of genomic medicine.
Until its eruption into real illness, we mostly ignored symptomless proto-diseases.
However, genomic medicine reverses this disregard and makes these hints of future
troubles central to its diagnostic and therapeutic hopes; as such, it expands the notion of
economy of hope (Novas, 2001).

As a consequence, the development of genomic medicine has created a new agent,
the patient of a disease which is not here and may never be. Before the pathological
state and during the normal state, it permits “to define and diagnose a state of potential
disease, or protodisease, and in doing so, to render the person a “pre-patient”.” (Rose,
2007, p. 85) We observe here the emergence of a new form of active citizenship,

22 The identification of a genetic disease may be: (1) Precise, where genetic screening is able to identify the variation
of DNA on one’s genotype. The precise identification of a genetic condition does not necessarily lead to the
development of a disease, since several other triggering factors may not be expressed. (2) Probabilistic, depending on
the identification of genetic markers associated with increased likelihood of being affected, or on the identification
through family histories and heredity.
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concerned with his statistical health, where individuals can gather information on their
DNA instructions to prevent the onset of a disease, and monitor the malleable risk of
contracting it.

Thereby, genomic medicine does not erase the fact that we are also subjective
agents. On the contrary, genomic medicine helped to deepen our biosocial vocabulary
and to create technological subjectivities and agencies, by fostering the emergence of a
new citizenship. This unique citizenship must not be understood as something
theoretical. It is deeply endorsed by practical factors and theories of action that lead to
adapted individual behaviours and unprecedented socio-political forms of commitment.
Moreover, this citizenship rarely focuses only on ideas or convictions, but on a
previously unheard-of range of genetic discoveries; the main one being the genetic
(hence statistical) susceptibility of having a disease, leading to a new agency based on
genetic risks.

THE RISE OF BIOSOCIALITY: WHAT NEW TECHNOLOGICAL
AGENCIES ENTAIL BIOLOGICAL KNOWLEDGE?

The Computability of Our Genetic Risk

One of the main aspects of this new agency is that individuals are susceptible to
be labelled genetically at risk for a particular condition, prior to any symptoms
appearing. This sends us back to a form of determinism. Indeed, it is sometimes
considered that we are facing “the whole-scale geneticization of identity with the
consequent reduction of the human subject to a mere expression of their genetic
complement?.” (Rose, 2007, p. 109) This geneticization argument is strongly rooted in
the idea of determinism and fatality, since to ascribe genetic identity to individuals and
groups would allegedly reify them. To suffer a genetic predisposition for a disease
could be “as if the individual’s nature and destiny was “marked” by this genetic flaw.”
(Rose, 2007, p. 197) It could be a total cut in the potentiality to act as freely as possible
for an individual.

However, this paper strongly supports that the opposite argument should be
examined to understand why this shift in the understanding of our biological knowledge
does not only create new (bio) patients, but an entirely new biocitizenship and,
consequently, new theories of action regarding the management of our life. But how
could a susceptibility to a disease open some technological agencies?

Because it is a statistical risk, only a certain percentage of individuals will suffer
the disease on a phenotypical scale, and the timing of onset and severity of most
disorder are unpredictable. Therefore, the generation of predictions and their analysis
entails a new “biological control”, which strengthen the links between knowing and
choosing; feasibility and responsibility to act.

This new responsibility rests mostly on the social significance of any genetic
disease. Social is to be understood here as related to one’s family core, mainly but not

23 Nikolas Rose does not share this conviction, but he echoes here major technocritic views (Kass, 2004; Lippman,
1991).
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only on account of heredity. For instance, an individual genetically at risk could want to
avoid transmitting unsafe genes to his children. The individual who is responsible for
his health sees at the same time his body through the lens of “genetic inheritance”,
which is to be managed wisely. New genetic responsibilities will organize the life action
plans of the individual (genetically at risk or not) and of his family. It is a new
description of the management of life, where the genetic coloration of life strategies
creates new ethical responsibilities, expressed in an increasing obligation to act in the
present in relation to the potential futures that come into view. By making pre-patients
(patients that have “only” a statistical probability of being ill), genomic medicine allows
subjects to anticipate, and give genetic risk a new computability, after which to act.

For this reason, genetic images and imaginations, as long with their values and
fears, get entangled within the language of self-description and self-judgment that is
usually called the “regime of the self”. Individuals are said to increasingly recognize the
“self” as the bearer of a genetic risk, around which daily routines and future plans must
be organized with prudence. Active responsibility now implicates both corporeal and
genetic responsibility: “one has long been responsible for the health and illness of the
body, but now “somatic individuals” must also know and manage the implications of
one’s own genome.” (Rose, 2007, p. 134) Embodiment itself becomes a place of
association concurred by a common understanding of risks, rooted in a new socio-
political age of “biological control”. “This means that we can no longer assume that the
biological “itself” will impose limits on human ambitions. As a result, humans must
accept much greater responsibility toward the realm of the biological, which has, in a
sense, become a wholly contingent condition.” (Franklin, 2003, p. 100)

Here, a whole new theory of actions is meet through technology, considered as the
medium through which DNA instructions, risks, susceptibilities and agencies are
translated. As the genetic knowledge inscribes itself into the heart of corporeal existence
and reshapes self-description, it creates new ways of conceiving and acting upon bodies
and, consequently, in the field of biopolitics, upon social and political bodies.
Therefore, the molecularization of life and the individualization of risk have given rise
to a new form of agency and sociality around their management; namely biocitizenship
(Happe et al., 2018; Rose, 2007).

As such, we will show that the new possibilities that DNA-related researches have
opened, for biocitizens to manage their genetic risks or to simply understand it, created
a new technological agency around the optimization of life itself, based on a biological
knowledge.

The Optimisation of Active Biocitizens’ Lives:

The optimisation of life is not an idea born after the discovery of DNA, but we
focus on how it was strengthened by the new modalities of agencies that arose in the
last century, and followed both by governmental policies and individual health
measures.

In 1950, Thomas Marshall theorized an historical evolution of citizenship.
According to him, the civil rights of the 18th century called the emergence of a political
citizenship in the 19" century, which led to a social citizenship in the 20" century
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(Marshall, 1950). This evolution brings about the notion of “citizenship project”; the
construction of citizenship by the authorities through the perception of some (but not
all) individuals as citizens, and their specific actions upon them.

For instance; defining those who are entitled to vote, or to adopt children;
imposing a national currency, or a single national language, etc. Nowadays, we fully
understand that biological theories of actions are and always were deeply inscribed in a
political way, as part of any (biological) citizenship projects; e.g. the ideas of race,
species, blood line, DNA pool; or the policies around women, motherhood, and family;
the controversies about homosexuality, adoption, and reproduction; or the socio-
political weight of the notions of heredity, and demography. Numerous citizenship
projects were framed in biological terms and this “biological citizenship” can only get
strengthen by the current framework that sees the development of a new branch of
knowledge revolving around the understanding of genomic instructions and causal
relations. But the intensification, in the last centuries, of biological citizenship-related
policies necessarily entails the rise of a new subject, the biocitizen.

If indeed there are state-supported public health measures that indicate that
biocitizenship remains an issue within the (national) political rationalities, liberal
democracies are nonetheless said to promote an emerging “regime of the self.” In this
regard, the empowerment of the citizen, independently of national citizenship projects,
appears clearly of paramount importance. Biocitizenship describes a condition where
“ecach individual is engaged as a prudent yet enterprising individual, actively shaping his
or her life course through acts of choice, activities that extend to the search for health in
the face of the fear of illness, and the management of the risks — now the genetic
susceptibilities — of disease?®” (Rose, 2007, p. 154). While citizenship has long had a
biological dimension, new kinds of biocitizens — with new subjectivities, new politics
and new ethics— are forming around the biological understanding that genomic
medicine and genetic researches provide.

Naturally, this does not concur with the decline of citizenship projects themselves,
nor this signifies the complete erasure of sovereign power in favour of pervasive forms
of pastoral power. The attempts to “empower” the recipients of medical care are also
representative of a global shift: a biocitizenship itself is fostered by national and
international policies, as exemplify the notions of “responsible consumption” (Giesler &
Veresiu, 2014) and of “active citizenship®.”

24 Rose specifies that “biological citizenship is a more general version of what Deborah Heath, Rayna Rapp, and
Karen-Sue Taussig have termed “genetic citizenship”: a way of understanding human differences, especially those
related to health, in terms of genetic influences” (Heath et al., 2004; Rose, 2007, p. 136). We acknowledge this
distinction, but we strongly believe that biocitizenship is all the more so relevant today because of the transposition
of the soma into the gene. This biological shift is the starting point of a previously unheard-of range of socio-political
practices and measures. The main example of a major democratic investment towards a disease which is not directly
linked to DNA could be the biocitizen fight against the HIV/AIDS (Girard et al., 2019).

25 “Active citizenship” is a notion where organizations, enterprises, governments or educational institutions advocate
that each and every citizen have roles and responsibilities towards its society and the environment. It is generally
used to stimulate the people’s involvement in their communities even when they possess little decision-making
power.
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An active and responsible biological citizen is required to be in life-long training,
to perform, to improve himself (especially through consumption), to monitor and
manage his health (e.g. with the modulation of his behaviour through sport, diet,
lifestyle, and drug regime). This behaviour constitutes what is sometimes called a
“good” (Lee, 2020) biocitizenship. Through genetic counselling, for instance,
individuals are placed under the guidance of counselling authorities and encouraged to
reflect upon their inherited constitution, with the explicit aim of affecting their daily
behaviour. Pat O’Malley labelled “genetic prudence” (O’Malley, 1996) this new field of
practices and discourses that introduces distinctions between right (and wrong) ethical
choices regarding biological susceptibility. Those socio-political processes inscribe
themselves in a specific space of competition worldwide. That is the reason why it can
be considered that biopolitics today is less oriented towards health and illness,
procreation and capital stock, than it is towards the (bio) optimization of life itself,
where politics arise strongly and governments cannot be evacuated.

This bio-optimization of life is not just an idea to reduce genetic susceptibility.
The main form of DNA-related biocitizenship follows concrete damages that the
biological body, understood as molecularized, suffered or could have suffered.

An interesting example of strong biocitizenship endorsed by a government was
studied by Adriana Petryna on her work of post-Chernobyl Ukraine. The independent
Ukraine based its right to govern on the explicit will of its citizens, who claimed that
they were entitled to health services and social support after the nuclear explosion in the
name of their damaged biological bodies. Petryna (2002) explains that “the very idea of
citizenship is now charged with the superadded burden of survival... a large and largely
impoverished segment of the population has learned to negotiate the terms of its
economic and social inclusion using the very constituent matter of life” (p. 5).
Biological citizenship can thus embody a demand for particular protections, and an
access to special resources or to a form of social welfare based on medical, scientific,
and legal criteria that both acknowledge biological injury and compensate for it. This
also shows that responsible biocitizenship, or true agency in genetic decision-making,
are better exercised from a place or group of cultural inclusion, where the stakes are
locally understood (Reuter, 2016).

As a counterpoint, some voices are raised to promote a “bad” biocitizenship, to
counter what they call a “coloniality of good biocitizenship” (Kolopenuk, 2020); as
such, they underline how the optimization of life results both from a specific culture or
government and from a group of subjects.

Furthermore, those aforementioned examples typically clarify a unique
characteristic of biocitizenship: each case claims on political authorities and corporate
entities are being made by those who have suffered biological damage, in terms of their
“vital” rights as citizens®®. The rise of biocitizenship is enlightened by the fact that

26 This mention does not imply that only biocitizens genetically at risk feel concerned by the genetic optimization of
life itself, but underline a general trend. Neither does it try to erase important reflections on biopedagogies and rescue
missions, that demonstrate that an health imperative to save “bio-others” (Rail & Jette, 2015) can be promoted by
private and public institutions and organizations in neoliberal societies.
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mostly prejudiced people are likely to undertake any fight against genetic conditions;
even if susceptibility to genetic risk, given their number, is universal and diverse.

The Biocitizenship in Our Information Society:

As a consequence, our information society is one of the spearheads of
biocitizenship. It expands the place where responsible biocitizenship is a “local” issue
by expanding the places where to exchange and gather. This major element echoes our
current postmodern paradigm, where the “right to know” is seen as intrinsically linked
to the enlightened exercise of active citizenship. Although this right is usually fostered
by mass-media, biocitizenship also involves the collation of specialized scientific and
medical sources; usual forms of activism such as campaigning for better treatment, or
for the education of the population regarding a genetic condition.

It also shows the emergence of a “digital biocitizenship” (Petrakaki et al., 2021)
that uses the Internet for sharing experience and making kin. With the help of
contemporary information and communications technologies, biosocial dynamics are
spread through online gathering platforms or social media, helped by new digital
tracking devices and apps, and analyzed through quantification and agent-based models
(Costa, 2021; Dyer, 2016; Sharon, 2017). Under the current circumstances of the
COVID-19 pandemic, we see a demonstration of this digital biocitizenship that was
promoted both by governments or citizens, for instance with the use of contact tracing
apps and geolocation apps, and the creation of long covid support groups or post-covid
syndrome groups (Convertino & Pileggi, 2021; Tadi¢ & Melnik, 2020).

Those forms of democratic participation incidentally blur the boundaries between
public and private interests by promoting a horizontal formation and distribution of
knowledge. As a consequence, biocitizens are not “alone, required to cope with their
fate only with their own family, accompanied by the advice of experts, the solitary
reading of informative material. [...] It is not the fate of the citizen genetically at risk to
be an isolated atom” (Rose, 2007, p. 144).

Nowadays, communication technologies and the aforementioned access to
information make new forms of sociality possible, which led Frédéric Keck to make this
interesting comparison: “No doubt the genetic maps of the individual body (linkage,
physical, and sequence) [...] have replaced the totemic maps of the collective territory
[...]. But the map is still the form of knowledge that enables us to find our bearings
together in an unknown area: it provides landmarks, grips, shared markers.” (Rabinow,
2010, p. 41) It is in this mention of shared markers that lies the basis of how any
technological structure addresses theories of action; through the communication
between agencies and the creation of new active structures. As biocitizenship is a proper
modality of action, mostly restricted in size to prejudiced people and their families,
there is a special need for active gathering through biocommunities.
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A SYSTEMIC BIOSOCIALITY: HOW DID THE EMERGENCE OF NEW
ACTORS REACH OUT TO NEW ETHICAL RATIONALITIES?

The Emergence of Biocommunities as Structured, Operative and Discursive
Agents

As a shared map, sociality is by definition intrinsically linked to the formation of
groups or communities. As we said, Rabinow proposed the concept of “biosociality” to
characterize these forms of collectivization organized around the commonality of a
shared somatic or genetic status. Biosociality embodies not only a new paradigm,
testifying of the implication of DNA both as a symbol and as matter in the lives of
individuals. It gathers also group members united by a common (and somewhat new)
“relationship” with their DNA. Where we had national “biological citizenship projects”,
we now see the emergence of “biological citizenship communities” (i.e.
biocommunities), whose concern about biology (and mainly genetics) is more grounded
in one’s socio-political life. Those biosocial communities of active biocitizens have key
roles in the structuration and the translation of genomic knowledge in the 21% century.

Biocommunities are forming through physical meetings, but also on the Web. As
such, information technology itself is the language that translates another entangled
structure, DNA, for different agents to understand it. Generally speaking, the Internet
has been a vital tool for the development of biosociality; be it for the online availability
of DNA-related information and products, or for forging those translocal
biocommunities gathering individuals willing to engage in the process of biomedical
self-shaping. These new de-territorialized “body-geographies” challenge local cultures
of health and traditional aetiologies of disease. “A key feature of the Internet is that it
does not only give access to material disseminated by professionals, it also links an
individual to self-narratives written by other patients or carers.” (Rose, 2007, p. 142)

The aims and reasons to gather in biocommunities are diverse: pre-patients who
share a genetic condition or a high probability to trigger it; support groups for the
families... Yet, they all function with the common feeling that an active biomedical
citizenship is to be raised and voiced around “technoscientific illness identities” (Sulik,
2011; Wehling, 2011). For instance, during the parent-led conferences organised in the
UK between 2007 and 2010 around the 22911 deletion syndrome?. This can seem too
precise a genetic condition to be believable, but this example shows the kind of groups
that are constituted on the basis of technologies that efficiently shed light on a few
numbers of genes.

At the beginning of the nineties, Rabinow noted that “there already is, for
example, neurofibromatosis groups who meet to share their experiences, lobby for their
disease, educate their children, redo their home environment, and so on” (Rabinow,
2005, p. 188). He also suggested, as the aforementioned example rightly confirms, that

27 This specific example was described, observed and reported as part of a multi-sited ethnography in the article What
Binds Biosociality?, which allows it to be easily accessible (Dimond et al., 2015).
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“it [was] not hard to imagine groups formed around the chromosome 17, locus 16,256,
site 654,376 allele variant with a guanine substitution.” (Rabinow, 2005, p. 188)

Biocommunities gather information and expert knowledge by themselves (doing
DNA sequencing, studying the reports of medical trials, sharing and voicing other
citizens’ experiences of the same condition, and so forth), rather than referring only to
traditional medical instances, i.e. doctors, hospitals. The role of patient communities in
civic societies have been well documented in raising awareness of little-known medical
conditions, explaining to the public medical terms and categorizations inherent to the
genetic vocabulary and knowledge; and campaigning for access to research funding and
healthcare resources (Allsop et al., 2004; Swan, 2012). As another example, we also see
the emergence of theories of (genetic) victimization, which try to revitalize
biocitizenship and empower biocommunities by studying how genetic influences might
be related to the odds of being victimized (Beaver & Joyner, 2021).

DNA is seen as a code giving very diverse instructions and advices about the
structuration of one’s life. As such, individuals are empowered through the formation of
translocal communities, engendering a sense of kinship, where protection and support
are offered, differences normalised and values reproduced.

The Ethical Rationalities of the Biological Power:

Within those new forms of genetic citizenship, individuals and groups have made
their biological existence a matter of ethical concern and a basis for political action.
Between all those actors, some new ethical rationalities?® must be discussed.

Rose called the biocommunities “cthical pioneers” (Rose, 2007, p. 146), as they
open a way through the still unknown land of genetic citizenship, and enters exactly in
the sub-governmentality?® that was theorized as “technologies of the self”’. Technologies
of the self, of which the ethics of biocitizens and biocommunities pertain, refer to
practices and strategies by which individuals demonstrate their own ethical self-
understanding. And indeed, the actions of biocommunities do not aim at a general
ethical moratorium but at the daily management of a condition (or a pre-condition), and
at the freedom of decision-making processes. Mitchell Dean (1999), who considers that
neoliberal governmentality rests upon the production of a particular kind of subject who
understands himself in terms of making (wise) choices, and thus in terms of individual
responsibility, noticed that we are now compelled to “make choices” about our health.
As such, the categories of susceptibility, risk and genetic disease have become vehicles
for the self-production and exercise of agencies endowed with the faculties of choice
and will.

Hence, the ethics of those “pioneers” forms a counterbalance to the ethics of
official health-related systems, such as national bioethics committees®°. This situation

28 By “ethical rationalities” or “ethopolitics”, we do not mean to discuss the evolutionary perspective on morality,
such as the development of altruism and empathy. (Riley, 2021)

29 “Governmentality” is a concept invented by Foucault in his lectures at the Collége de France to describe the
organized practices (mentalities, rationalities, and techniques) through which subjects are governed.

30 Bruce Braun notes that bioethics is “a professional field which always seems to arrive too late, after biomedicine,
biotechnology and finance capital have ushered in the future, and thus can act only to incorporate new
biotechnological realities within law” (Braun, 2007, p. 13). However, we do not disregard the importance of official
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may be compared to the ethical management of the Internet; where isolated citizens
(users, tweeters, hackers, hacktivists...), groups of citizens (Anonymous,
WikiLeaks...), and multinational companies (Google, Facebook, Amazon, Apple...)
indisputably replace national governmentalities.

According to Nikolas Rose, this situation implicates a shift from a biopolitics of
populations to an ethopolitics characterized by the individual management of the
biological self. “I have suggested that we are living in an ethopolitical age, where issues
as diverse as crime control and political apathy are problematized in terms of ethics. No
longer posed in the languages of justice, welfare, or equity, ethopolitics here is about the
value of different forms of life, styles of life, ways of living, and how these should be
judged and governed.” (Rose, 2007, p. 97) As a direct consequence, the molecularized
body has become the site of different political rationalities, gathered around the concept
of “(bio) security”.

On this question, the perspective of Bruce Braun raises interesting questions.
Braun considers that the current situation overtakes the concept of ethopolitics, because
the management of life is intimately related to the exercise and extension of sovereign
power (Braun, 2007). We can infer from it the rise of an independent exercise of choice-
making process — independent even from ethics. Bruce Braun projects this situation on a
very global scale, which includes the environment. He reminds us that Bernard Vallat,
Director General of the World Organization for Animal Health (OIE), considers that we
are now immersed in the “great biological cauldron” of the 21% century, where biology
is virtuality (the opposite of determinism), and where the future is less about “care of
the self” than it is about imminent catastrophe to manage.

This is the reason why several major ethical works turn towards the sociology of
risks (Castel, 1981/2011; Chateauraynaud & Torny, 1999; Collier & Lakoff, 2004,
2008b, 2008a), as “the apparatuses that inform on the perception of environmental
threats and set off collective forms of rallying.” (Rabinow, 2010, p. 44)

The length of this article prevents us from making an expeditious analysis of the
balance between ethopolitics and sovereignty — if we are to understand sovereignty as
the full right and power of a governing body over itself. However, if we are to
understand sovereignty as the exercise of power by a state (as it is the case in
international law), we already explained that governmental biocitizen projects are an
important part of the biopolitical management of lives. But we also demonstrated that
biosecurity itself was implemented not only by official authorities but first and foremost
by biocitizens and biocommunities. As such, we can conclude here on a shift on health
“cultural authority” (Epstein & Timmermans, 2021), from the social authority of
physicians to the proliferation of new forms of agency, information and ethopolitics
regarding health-related issues.

bioethics committees, which are becoming a necessary supplement to the imperatives of political decision making
concerning the biological and social life (Wahlberg et al., 2013). They intend to fill the gap between economic
imperatives and ambitions, clinical demands and citizens’ claims to treatment and rights to health “under conditions
of moral uncertainty and lack of consensus.” (Rose, 2007, p. 97)
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Therefore, we strongly believe that the balance between ethopolitics and state
governmentality also depends on the position of private corporations and companies
that strengthen the consumerism around this new biovalue that DNA embodies.

As the fertile ground for new ethical rationalities, DNA-related information and
technologies meet theories of action and agency because genomics is a totally new field
for ethical self-problematization. Genes themselves have been constituted as a language,
which does not mean as an alphabet, but as an “cthical substance [...] working in
relation to the self (genetic identity, reproduction, health) and in relation to others
(siblings, kin, marriage, children).” (Rose, 2007, p. 125) Nevertheless, not just anyone
can participate in building this ethical and informational web, since the growing
availability of medical information on the Internet and the activism of biocommunities
does not compensate for sometimes expensive scientific testing, like diagnosis or gene
sequencing.

CONCLUSION

The growing knowledge we gathered on our genome those last decades impacted
us in what it means to belong to our societies and act in them. The “discovery” of our
DNA and of its complexity has made us genetic individuals, pertaining to new forms of
democratic agencies and ethics, and created in response the rising field of biosociality.
Genomic-related technologies meet theories of action because genetics is a totally new
field of communication, action, consumption and values, where DNA is a proper
language. Not only an alphabetical language with four nucleobases as letters, but also
the support of very meaningful signs and symbols, for societies to build biosocial
knowledge and power, for agents to communicate and act on, for governments to make
jurisdiction on, and for more structured communities to emerge on. Here, we see the
roots of the etymological meaning of “symbol”, as the Greek symbolon first designated
a “sign of recognition”.

Since we showed that this biological shift has socio-political consequences for the
ways in which individuals are governed, and the ways in which they govern themselves,
we believe that criticisms posed in terms of genetic determinism may fail to recognize a
significant change that occurs in the conception of life itself. In tracing out,
experimenting with, and contesting the new relations between ethics, power, and
economics, “active biological citizens are redefining what it means to be human today.”
(Rose, 2007, p. 154) This human agency rests on the overcoming of deterministic
biological structures, led by an emerging form of power that modern knowledge and
researches about postgenomics entail. The active biocitizenship is not only based on the
possibility to anticipate known genetic diseases and to gather in biocommunities, but on
the framework of biological ownership and self-understanding — even of our genetic
risks. The aforementioned changes that are now at stake in our politics are indeed
reflecting ontological modifications in the understanding of mankind. Moreover, this
evolution is encrusted in the development of hitherto unheard-of technoscientific tools.
As an interesting starting-point for metaphysical debates, we can suggest with Nikolas
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Rose that, in this process, “the human becomes not less biological, but all the more
biological.” (Rose, 2007, p. 20)
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Abstract

This article is devoted to the study of the reception and image of virtual communication technologies in
modern drama for teenagers. It is obvious that digital technologies in plays aimed at young audiences are
becoming a marker of modernity and a characteristic detail of a technogenic civilization that generates
conflict situations. The portrayal of young heroes and heroines — the same age as the prospective viewer —
is impossible without recreating the realities of modern virtual communication. It will be shown in this
article that the appeal of modern playwrights to these problems entails a transformation of the dramatic
language, caused by the need to take into account the social and psychological characteristics of the
addressee. This research studies plays that were included in the short lists of 12+ of the “Little Remark”
award for the period of its existence (2018-2021). Statistical and comparative methods were used, as well
as the method of immanent analysis of the work. In total, 31 plays were considered, of these, 19 were
relevant. The languages of virtual communication are presented in these plays as: 1) a way to identify
one's era and, as a result, oneself in heroic characters; 2) a metaphor for building a hero's identity;
3) symbol of a reality that differs from the empirically given world; 4) a method of modeling a dramatic
picture using the signs of modernity and a new type of communication with the viewer. Technologies can
be perceived as a source of conflict situations, but also as a means of resolving these conflicts. Despite the
contradictory attitude of the authors of the plays to the depicted phenomenon, it can be stated that the
appeal to new technologies of dialogue that do not correspond to the traditional dialogical forms of drama
can become the basis for a further development of the dramatic language as a whole.

Keywords: Modern drama for teenagers; Digital technologies; “Little remark”;
Transformation of dramatic language
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TexHo0J10rMH BUPTYAJLHOTO O0IIIEHUSI B COBPEMEHHOM
ApaMaTypPruu s MOJAPOCTKOB

Jlapuca I'ennanseBna Trotenoa ', Enena HukonaeBna Cepreepa ()
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MockoBckoe mocce, 34, Camapa, 443086, Poccus,
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AHHOTanus

IIpenynaraemas cTaThsl MOCBAIIEHA UCCIIEIOBAHUIO PELENIMU U N300pakeHHUsI TEXHOIOTUI BUPTYaJIbHOTO
OOIIeHUsT B COBPEeMEHHOH JpaMe I NOAPOCTKOB. OYEBHIHO, YTO TUKHUTAI-TEXHOJOTHH B
OpUEHTHUPOBAHHBIX HAa MOJOIYI0 ayJUTOPHUIO IbecaX CTAaHOBATCS MAapKepOM COBPEMEHHOCTH U
XapaKTepHOW [UISi TEXHOT€HHOH IMBWIIM3AIMU JETallblo, NOPOXKAAIOIIeH KOHQIMKTHBIE CHTYalHH.
N300paxkeHHe MOJOABIX TI€POEB — POBECHUKOB IIPEINOIAraeMOro 3pUTENs — HEBO3MOXHO 0e3
BOCCO3/JaHUSI PEAINii COBPEMEHHOTO BUPTYyaJIbHOTO 0O0mieHus. OJHAKO aBTOPBI CTaTbU CTAaBAT Iepen
co0oii 1enb JoKa3aTh, YTO OOpalleHNe COBPEMEHHBIX APaMaTyproB K yKa3aHHOH mpoOiemMaTHke BiedeT
3a coboi M TpaHCc(hHOPMALMIO JPaMAaTHYECKOTO $I3bIKA, BBHI3BAHHYIO HEOOXOAMMOCTBIO YUHTHIBATh
COILIMAIBHO-TICHXOJIOTHYECKNE OCOOEHHOCTH azapecara. MarepuaaoM HCCIEeOBAaHHUS CTald IbECHI,
BOIIIE/IINE B MIOPT-IIUCTHI 12+ mpemun “MarneHbkas pemapka’ 3a mepuos ee cymectsoBanus (2018-2021
rozapl). Mcnonb3oBanych CTaTHCTHYECKHH M CPaBHUTENBHBI METOABI, a TaKXKe METOJ UMMAaHEHTHOTO
aHanu3a npousBeneHus. Bcero paccmorpena 31 mbeca, B 9TOM BbIOOpKE B TOM WM HMHOW Mepe
penpe3eHTaTUBHBIMHU OKa3aiauch 19. SI3BIKM BHPTYalIbHOTO OOIICHUS MPECTABICHBI B 3THX Ibecax Kak:
1) croco6 Omo3HaTh CBOO BMOXY M — B pesynbrare — cebs B reposx; 2) meradopa sl TOCTPOCHHSI
UICHTUIHOCTH Teposi; 3) CHMBOJ pPEATbHOCTH, AIbTEPHATHBHONW OSMIHPHYECKOH; 4) cmocod
MOJICIUPOBAHMS APaMaTHYECKOl KapTHHBI C HCIIONB30BAaHHEM 3HAKOB COBPEMEHHOCTH W HOBBIM THII
KOMMYHHUKAIIMM CO 3pHTeNieM. TEeXHOJIIOTMH MOTYT BOCIPHHUMATHCS KaK HMCTOYHHUK KOH(IMKTHBIX
CUTyallMii, HO M KaK CPEJICTBO pa3pemeHus 3THX KoHpaukroB. HecMoTps Ha mnpoTuBOpedmBoOe
OTHOIIIEHHE aBTOPOB ITheC K H300pa)kaeMOMY SIBJIEHHIO, MOKHO KOHCTaTHpOBaTh, 4TO OOpalleHHe K
HOBBIM TEXHOJIOTHSIM JIMaJiora, KOTOpbIE HE COOTBETCTBYIOT TPAJWIMOHHBIM JHAOTHYECKUM (opMam
JpaMbl, MOTYT CTaTh OCHOBAHHEM Pa3BUTHS JPaMaTHYECKOTO S3bIKA B IIEJIOM.

KarwueBbie ciaoBa: CoBpemeHHasl apama sl TOAPOCTKOB; JIMIKUTAI-TEXHOJIOTHH;
“Mauenbkast pemapka’; Tpancopmarus 1paMaTHUECKOro sS3bIKa.

Jast umtupoBanms: Trorenosa JI. I'., Cepreesa E. H., Cynaykosa K. A. TexHoI0THN BUPTYATBHOTO

o0menns B COBpEMEHHOM npamatypruu s moapoctkoB // Technology and Language. 2021. Ne 4(2). C.
94-108. https://doi.org/10.48417/technolang.2021.04.06
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BBEJIEHUE

CoBpeMeHHBIN pOCCHHCKMI TeaTp BO3HHK BO MHOTOM Omarojapsi Hjee,
MOSIBUBIIEHCS y pycCKuX JuTepaTopoB B Havane XIX Beka. Ctpemsuiics K CO31aHUIO
HOBBIX Jipamatideckux ¢opm, A. C. IIyImKuH 3aMeTHII, 4TO MEXKIY 3PUTEILHBIM 3aJI0M
U cueHod Her nuanora. Ilpumenmmue B TeaTp He BUAAT Iepes COOOH repoes,
CYLIECTBYIOIIIUX B TOM K€ THUIIOJIOTMYECKOM BpPEMEHU M IPOCTPAHCTBE, B KOTOPOM
HaxoxATcsl camMu. OHM HE MOTYT HpPEICTAaBUTh ce0sl BXOJAIIMMHU B MHUp TeaTpalbHOU
UCTOPUH, BCTAIOLIMMHU PAJOM C JECUCTBYIOUIMMH JUUAMH. Mexay 3aloM U CLEHOM
CYLIECTBYET IpaHMIIA, MPEOI0JIeTh KOTOPYI0, OCTaBasiCh CaMHUM COOOMW, 3pHUTEIb HE
MOJKET.

Ho 6naronaps npoussenenusim A. C. I[lymkuna, H. B. I'orons, U. C. Typrenesa u
apyrux gpamaryproB XIX crojmetuss B TeaTpe NOSIBIIIMCH 00pasbl, KOTOpbIE
npuriacuiau 3purens k auanory. Coena crana 3epkalioM, B KOTOPOM OTpa3Hiach
coBpemeHHOcTh. Hemapom ["orons ncnonbs3oBan B cBoeM “PeBuzope” snurpad: “Hewa
Ha 3€pKaJIo MEHTh, KOJIM POXKa KpuBa’ .

CoBpeMeHHBII TeaTp BO MHOT'OM Ipojaoinkaet 3ty Tenaenimoo (Trorenosa, 2018;
A chronology of New Russian Drama, 2019; Vasiliev, 2019; J{omanckuii, 2020;
lynukos, 2020). He ocraercss B CTOpOHE OT HEe M Tearp, OPHUCHTHPOBAHHBIA Ha
MOJIOJIOTO 3pHUTENsI, OJHAKO 3/1eCh MOXKHO OTMETUTh OCOOble uepThl. CBs3aHBI OHH C
TE€M, 4YTO Ha HUCTOPHMYECKOM MaTepuaje TOBOPUTh O HACTOALIEM, Kak IpaBuio,
BO3MOXHO JIMIIb C YHUTATeJIeM/3pUTENEM, MMEIOLIMM OIpe/IeIeHHbI 3CTeTUYEeCKUA
OMBIT, C TEM €, KTO TOJbKO NPUOOIIAeTCs K MHUpPY Tearpa, Jydlle HCIOIb30BaTh
KapTUHBI COBpPeMEHHOCTH. lloaTomMy npama [Uisi HOXPOCTKOB OTpaXkaeT —Hally
peabHOCTh, J1aeT BO3MOXKHOCTb YBMJIETh CYILIECTBYIOIIME B HEW INPOTHUBOPEHUMS,
MIOPOKJICHHBIE, B TOM 4YHCIIE, BXOXKJIEHUEM HOBBIX TEXHOJIOTMH B IOBCEIHEBHOE
CYILLIECTBOBaHHE.

3amMeTHM, YTO H300pakeHUEe B3aUMOJCHCTBHS  YelloBeKa C  HOBBIMH
TEXHOJOTUSIMU, BUPTYyaJIbHOM pPEaJbHOCTHIO MOXXHO PAacCMOTPETh B JIBYX AacCIEKTaXx.
C o1HOW CTOpPOHBI, HAJUIO XYJIO’KECTBEHHAs! pe(IieKCusi NaHHBIX SBIECHUH, W 37eCh
JIpaMaTyprusi CTOMT HapsAy C Hay4dHOM pediekcuel ICHXO0JIOTOB, COILMOJIOTOB.
[IpumeuaTenlbHO B 3TOM IIJJAHE COBIAJACHHE TEMATUKU HAYyYHBIX HCCIIEJOBaHUM
(Erickson et al., 2016; JlenoBas u ap., 2017, Bapamkuna u Macaenkosa, 2018;
ConnaroBa u Iloropenos, 2018; benunckas u [Ipunynkas, 2019; dynac, 2020; Tal &
Prebor, 2020; Py6rioBa u mp., 2021) ¢ TeMaTHKOH TTbec, KOTOPbIE OYIyT pacCCMOTPEHBI B
naHHOW cratbe. C Jpyrol CTOpPOHBI, HA HOBOM JTal€ pPa3BUTUSA JpaMbl aBTOPHI
oOpamaroTcs K 3TOMl TeMaTuke [UIsi TOro, 4ToObl YCTaHOBUTH 3S()(PEKTUBHYIO
XYJI0’KECTBEHHYI0 KOMMYHHKAIUIO C “HOBBIM 3pUTENIEM” — U Ha 3TOM Mbl OCTAHOBUMCS
oJIpoOHO.

INOCTAHOBKA ITPOBJIEMbI

Ilytn pa3BuTHS COBPEMEHHOro TeaTpa-3epKajia, CO3JAIOIIEr0 YCIOBHUS JUIS
JMajiora CLEHbl ¥ 3pUTENIbHOTO 3aJ1a, CBSI3aHbl C HECKOJIBKMMHU (PaKTOpaMHM: C pa3BUTHEM
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JMYHOCTHOI'O CO3HAaHUS U BOSHMKHOBEHHEM HOBBIX KOMMYHHMKAIMOHHBIX TE€XHOJIOTHUH,
MO3BOJISIFOIIMX aJIEKBATHO BBIPA3UTH 3TO CO3HAHUE U OPraHU30BATh XYJO0KECTBEHHYIO
KOMMYHHUKAIUIO, OCHOBHBIM pE€3yJIbTaTOM KOTOPOM siBisieTcst noHumanue S u [Ipyroro.

CoBpeMEHHbII KOMMYHUKAIMOHHBIA IPOLIECC CTPOUTCS IO HCTOPHUYECKUM
MozensiM. OHM  BO3HMKJIM IIOCIEAOBAaTEIbHO M  COOTBETCTBYIOT COBPEMEHHOMN
JTUCKYPCHOH (opManui — UCTOPUYECKH CIIOKUBILEHCS CUCTEME KOMMYHUKAIIMOHHBIX
IIPaBWJI U IPEJCTABICHUN O TOM, “KTO” “KOMy” “0 yem” M “‘Kak’ MoKeT cka3artb (Troma,
2018). CoBpemenHass JaucKypcHas (opmanus XapakTepusyercs MOHCKOM (opm
CaMOBBIp@XEHUSI KaKk KpeaTopa, TaK M ajpecara, IOCKOJIbKY YYacTHHUKOB
KOMMYHHUKAIIMOHHBIX IMPOLECCOB OTIMYAET aBTOHOMHOE JMYHOCTHOE co3HaHue. OHO
yTBEp)KJaeT ceOs Ha TMepBOM JdTame pa3BUTUS (POpPMAlUU, YTO TPUBOIUT K
BO3HMKHOBEHHUIO HOBBIX THWIIOB BBICKA3bIBAaHUN Kak MoHojormyeckux. Ilozxe S
OTKpBbIBAET JUIsl cedsl mo3uuuio Jlpyroro Kak Takyl e JUYHOCTHYIO, aBTOHOMHYIO
no3uiuio. M nosiBnsercs nmpobiaema opranuzanuu auanora mexxay S u Apyrum.

Jlns opranuzanuy quaiora KpeaTtop JAODKEH YUMTHIBaTh OCOOCHHOCTH CO3HAHMS
anpecara (Tyutelova et al., 2018). Kak oTMedaroT NCHXOJOTH, “HOAPOCTOK TBOPUT
COBPEMEHHYIO PEAbHOCTh OTHOIIECHUH B MH()OPMAITMOHHOM MPOCTPAHCTBE, IPU STOM
BBICTYyIasi OJHOBPEMEHHO U CYOBEKTOM, M OOBEKTOM CO37aBacMON BUPTyaJIbHOMN
peasibHOCTH. B mpolecce OCBOEHUS COLMAIBHOM Cpefbl, peaau3alud COOCTBEHHBIX
UIEH ¥ IPOEKTOB B3aUMOJICHCTBUS C COLUAIBHBIMU CTPYKTYPAMH MOKET IPOUCXOIUTH
dbopMUpOBaHHE  LEHTPAJIBLHOTO  HOBOOOpa30BaHMS  MOJPOCTKOBOTO  BO3pacTa —
IIPAKTUYECKOTO  CO3HaHMWSA. BHUMAaTenpHBI aHaNW3 TOBEJIEHUS COBPEMEHHBIX
MOJIPOCTKOB  TOKa3bIBAE€T, YTO TIJIABHOE IICUXOJIOTMYECKOE COJIEp>)KaHHUE 3TOro
BO3pPacTHOTO IIEpHOJA — HE CaMOYTBEP)KICHHE, a IPOSBICHUE CAMOCTOSTEIBHOCTH
(ABnees, 2012). B To e Bpems, ¢ ¢punocopckoil TOUKU 3pEHUst AETCTBO M IOHOCTb
BCErJa MMEIOT cnenuduyeckuii cratyc, KOTopslii Tpebyer ocoboro otHomeHus. Tak,
¢unocod A. A.T'psxanoB akUEHTUPyeT BHHUMAHME HMEHHO Ha HENOBTOPUMOCTHU
“ompITa gercTBa’”. “JleTCTBO — Bcerjga HacTosIee. B 3ToM cMEbIcIe JETCTBO OJHOIO
MOKOJIEHUS! TaK € YHUKAJIBbHO M HE BOCIPOU3BOJUMO KaK W HUHAMBHAyaJIbHOE
CyllecTBOBaHME OAHOro pebeHka. IIponuioe BIMsET ONBITOM TPAAWLUU U HWHEPLUH,
Oynyiee BO3AEHCTBYET KaK MPOEKT, HO OCYILIECTBIIIETCS JETCTBO BCEr/la MMEHHO Kak
Hactosiee” (['pskanos, 2003).

To ecTh, B CHITy CBOMX COLMO-TICUXO0JIOTMYECKUX 0COOCHHOCTeH, ajpecaT JpamMbl
JUI TIOJJPOCTKOB HE TOTOB CIIENO CIIEOBAaTh 3a KpeaTropoMm, TpeOyeT yBakeHUs
COOCTBEHHOM TMO3UIMHU, COOJIIOIEHUS NPUBBIYHBIX IS HET0 KOMMYHUKAllMOHHBIX
npaBwil. B coBpeMeHHOM  KOMMYHHMKallMOHHOM  CHUTyallud 3T  IpaBuIia,
NPOJUKTOBAHHBIE  PA3BUTHEM  JUKUTAI-TEXHOJIOTUHA — 4YaTOB, MECCEHKEPOB,
CEpBUCOB BHUJICOCBSI3M M COLMANIBHBIX CETEH, BIMSIOT Ha CIIOCOOBI MPEACTABIATh ce0sl U
B3auMmoieiictBoBaTh ¢ apyrumu (Campbell, 2019; Qin & Lei, 2019). Ho mams mpamsr
IPUBBIYHBIMU OKAa3bIBAIOTCS TEXHOJIOTMM, MNpHILEAmNe B juTeparypy eme B XIX
CTOJIETUH. DTO TEXHOJIOTHS MOCIIEOBATEIBHON CMEHBI “TIOBECTBOBATEIBHBIX KapTHH.
dopmar KapTUH 3aJjaH T'e€OMETPUEH CLEHBI-KOPOOKH, HMEIOIIEH Tak Ha3bIBAEMYIO
YETBEPTYIO CTEHY, Yepe3 KOTOPYIO 3pUTENb JOJDKEH paccMaTpUBaTh MPOUCXOALIIEE, a
repoil JOJDKEH CYLIeCTBOBaTh HAa JTOW CIIEHE Tak, OyATO MOATIAIBIBAIOLIMX 33 HUM
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3purenieid Her. C JApyrod CTOPOHBI, 3pUTENb, MBICICHHO IEpeMEIIaonuil ceds B
IIPOCTPAHCTBA, TJIe €ro He JKIYyT, CTAHOBUTCS HE TOJIBKO CBUIETENIEM, HO U YYACTHUKOM,
COIOCTABJISIIOIIMM ce0si ¢ repoeM U OOHAPYXKMBAIOIMIMM CBOIO aBTOHOMHYIO
MPUYACTHOCTh K JpaMaTU4YecKOl HCTOPUM M TOTOBHOCTh K Auanory c¢ [pyrum: kak
repoeM KapTHHBI, TaK M €€ aBTOpoM-co3aareneM. CoOCTBEHHO, MOITOMY M KapTHHA
CTAHOBUTCA ‘‘MOBECTBOBATEJIBHOM’, pacCKa3blBaIOIIE HCTOpUIO TrepoeB. [InHamuka
UCTOpPUM  3a7aeTcsi CMEHOW KapTHH, Oojee TOro, KapTUHBI MOTYT OBITH
pazHOMAacIITaOHBIMU U Pa3HOBPEMEHHBIMH, a TIOTOMY JIpAMaTUYECKUM CTaHOBUTCS HE
IPOCTO CITydail, MPOU30UIEAIINN B CyIb0e OTAECTBHOrO CyOBeKTa, a cama XKH3Hb. Tak
NosABJIsIETCA “‘HOBas Ipama’.

B tpagumusx ee si3plka TUHKUTAI-TEXHOJIOTHH, BEPOSITHO, MOTYT CTaTh JIUIIh
npuUMeToil ObITa WM CHMBOJIMYECKON J[eTanblo, yKa3blBalOlled Ha TOT WM HHOU
YPOBEHb  CYIIECTBOBAaHUS TIeposi WM TMEPEBOAAIICH Ha OCOOBI  YpOBEHb,
aNnbTepHATUBHBIA peanbHOMY. [Ipuyem, MOXHO MPEANoNIOKHUTh, 3TO OyIEeT pa3BUTHE
s3pIKa HOBOHM JIpaMbl, B KOTOPOW ATOT YpPOBEHb OBUI WM YPOBHEM BHYTPEHHETO
CYILIECTBOBAHMS YelOBeKa (CM. PEAMCTUYECKHE TMbEChl), WIM MHUPOM MpPEObIBAHUS
CYIIHOCTEH, OIpEACNSIONMX KU3Hb 4YEJIOBEKa, HO HE BBIPAXKEHHBIX B €ro
SMIIUPHUUECKON KapTUHE MUPA (CM. MOJIEPHUCTCKHUE TTHECHI).

B ciyuae HOBBIX TEXHOJIOTMM CO3JA€TCS HOBas PEaJIbHOCTb, aJbTEpHATHBHAS
CYLIECTBYIOIIEH, M HUX OTHOLIEHHS NOPOXKIAIOT KPU3UCHBIE CHUTYallUHM B JKU3HU
COBPEMEHHOT0 YeJI0BEeKa.

Takxe Ba)XKHO, YTO HOBBIE TEXHOJOTHUU — 3TO HE TOJBKO TEXHOJIOTHH, TBOPSILIHE
ATBTEPHATHUBHYIO SMIIUPUUYECKON PEAIbHOCTh, HO ¥ TEXHOJOTUM JIUAJIOTa, KOTOPhIE HE
COOTBETCTBYIOT TPAAMIIMOHHBIM JTHAIOTUYECKUM ¢dopMaM JApaMbl U MOTYT CTaTh
OCHOBAHHUEM PA3BUTHSI IPAMATUUYECKOTO S3BbIKA B 1IETIOM. DTHUM BOIIPOCAM U MOCBSIIIEHO
JTAHHOE M CCIIE/IOBAHNE.

HEJN UCCJIIEAJOBAHUA

HCJ'II)I-O HUCCICOOBAaHUA ABJIICTCA  JOKa3aTCJIbCTBO TOIO, YTO JHUIKHUTAI-
TCXHOJIOTHH, B YaCTHOCTH, TCXHOJOI'MHU 06H_ICHI/I$I B BHPTYaJIbHOM IIPOCTPAHCTBC,
SIBJITIOTCSI OBITOBBIMHU JACTAIIAMHA JpaMbl JJIA MOJAPOCTKOB MW CTAHOBATCA HE TOJIBKO
HpHMeTOﬁ COBpCMCHHOﬁ TUBHUJIN3alluH, HOpO)KI[aIOIJ_[Cﬁ I(OH(I)J'II/IKTHBIC CUTyalliuu, HO U
BJIMAIOT Ha A3BIK JApaMBbl, pa3BUBasd €€ q)OpMI)I.

METOIOJIOI' IS

B pamkax wuccnenoBaHus HPENNpPHHAT aHAIU3 MbEC, BOMIEAIIMX B IIOPT-JUCT
npemun “Manenbkas pemapka’. MccnenoBarens M.A. UepHsk B cBoeli cratbe “HoBas
JpaMa JUIsi HOBBIX THHEHIKEPOB: K BOMPOCY O THUIIOJIOIMUECKUX YepTaX COBPEMEHHOMN
JIpaMaTypruy’ OTMEYAET, YTO 3TOT KOHKYpC, HapsALy C TakuUMH, Kak ‘“MarneHbkas
npeMbepa”’, Bcepoccuiickuii KOHKYpC ApamMaTyprad JUisl JE€TCKOM, MOAPOCTKOBOW M
MoJioiexHo ayautopun “ASYL”, cbirpal BakKHYIO poJib B KPUCTAJUIM3allMM HOBOM
npamatypruu (Yepnsk, 2020). beuta paccmorpena 31 mbeca ¢ Hadayia CynieCTBOBAHUS
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npemun (2018 rom) m mo 2020 roxm. Jlns aHaiM3a YACTOTHOCTH OOpAICHHS
K paccMaTpuBaeMoil MpoOyieMaTUKe HCIONb30BaH cratuctudyeckuii meroxa. Ilpu
MOMOIIA CPAaBHUTEJIHHOTO aHAIN3a pacCMaTpPUBAJIOCh, KAK COBPEMEHHBIN S3bIK Tearpa
TpaHcOpPMHUpPYETCSI B  IONBITKE H300pa3UTh HOBBIE TEXHOJOTMHM  OOILIEHUS
B BUPTYaJbHON cpene U oTpedaekcupoBaTh, Kakue OTPAHUYCHHUS HAKIAJBIBAIOT 3TU
TEXHOJOTMM Ha 4delloBeueckoe B3aumozeiicTBue. Jlyig aHanmmM3a KaxIoil Ibechl
B OT/ICJIBHOCTHU UCIOJIB30BAJICS TAKKE METOJI UMMAHEHTHOTO aHaJIu3a.

PE3YJIBTATBI UCCJIEJOBAHUA

Paccmorpena 31 mnbeca, BKIIOUEHHass B WIOPT-JIMCTBI B Karteropuum 12+
Hckmouenne coctaBmiu nbeckl 2017/18 rona, re He yCTaHOBIEHBI BO3PACTHBIE PAMKH,
910 O0O0YyCIaBIMBACT MEHBIIEE KOJIMYECTBO PEMPE3CHTATUBHOIO IS HCCIEAOBAHUS
Mmarepuaiga B 3TH rojpl. Tak WM HHAYe TeMa TEXHOJOIMH Kak s3bIKa OOLICHMS
3aTpoHyTa Oosee 4eM B mosoBuHE mbec (19 u3 31), 4TO TOBOPHUT O Upe3BHIUAIHON ee
nomyisipaoctu. Tak, B 2017/18 rr. Tema TEXHOJIOTHI BUPTYaJIbHOTO OOIICHUS
3arpoHyTa B 4 mbecax, B 2019 r. — B 6 mpecax, B 2020 — yxe B 9. OgHako oOpareHue K
9TOM TeMe pealn30BaHO Ha Pa3HbIX YPOBHSIX.

B psine nbec oOpaleHne K TEXHOJIOTMSIM BUPTYAJIbHOIO OOILEHUS — 3TO CHOCO0
MApPKHPOBATh CBOIO 3MOXY U — B Pe3yJIbTaTe — “3aCTaBUTH’ 3PUTENS ONO3HATH cedsl B
reposix.

JlocTaTOuyHO YacTO ONMMCAaHKWE HOBBIX TEXHOJOTMH KOMMYHHKAIMM, BOZHUKILIUX B
COBPEMEHHYIO LU(POBYIO 3MOXY, OKA3bIBAETCS MCIOJIb3yEMbIM TOJBKO JJISI CO3JaHUs
yCIIOBUHM Juanora co 3pureneM. PeOeHKy TpyAHO accoluupoBaTh cels C repoem,
KPYTSAIIUM JMCK TPOBOAHOTO Tese(oHa U MPEANOYUTAIOIIUM (POPMBI TUYHOTO IPSIMOTO
OOLIEHHUs] CO CBEPCTHUKAMHM, a KapTUHbl HefaBHUX 2000-X ropoB KaKyTcsl CLiEeHaMU
nanexoro mponuioro. Jlaxke B mbecax cka3ouHbiX (“Kak crmactu mamy, HOXMILEHHOTO
ykacHbIM JipakoHoM” JI. YTkunoit u U. BacbkoBckoii, “HacTosiiee HeompeneneHHoe
Bpems” 1. boponuHoii) GUrypupyroT rajpkeTbl, HHTEpHET U Ip. — MPEXkIe BCEro Kak
3HaKku BpeMeHH. Tak, neBouka A u3 nwecsl [1. bopoauHoii, nomnas B cCka304HBIN JieC U
0oOHapy’KuB, YTO TaM HET CBA3HU, oropyaercs: “Ceaszv ne nosum. baunckuii! Kax s ceoii
yenenodic 6 unem ewlnodcy?” (bopoguna, 2019), a neBOYKHM, YbHX OTIIOB TOXUTHI
JIPAKOH, IIPEXkKIE BCETO OTKPBIBAIOT I'yIJ1 B IOMCKAaX COBETOB.

Hcnonp30BaHnEe HOBBIX TaJKETOB B OOBIIEHHOM KU3HU JENAeT COBPEMEHHYIO
nbecy IUIOMIAKOM 0OCyXk/IeHusl HacylHbIX npobsiem. Hampumep, B mbece Ponnona
bunenkoro “Cnactn Mynxray3eHna” mepBasi pemapka coodmraer: “Vmpo. Hucmumym
UHOCMPAHHBIX A3bIK0E8. Ayoumopus. Cmyoenmul 6U0sim, KAK HA SKPaHe OMKPblEaAencs
okno SKYPE. Csa3zv ouenvb nioxas. 368yK ewje Huue2o, Ha 6U0e0 HONOCbL NOMEX,
KapmuHKa cvesdicaem, NOKpbleaemcs psadvlo, a mo u nponaoaem Ha 6épems 6oece”
(beneukuii, 2020). Ho ckaiin, mosBUBIIMICS B MEPBOM KapTHHE ATOW MbEChl, TEMOU
KOTOPOH CTaHOBUTCA IIyTh YEJIOBEKAa, OIpEJeNsseMblii CIeNaHHBIM BBIOOpOM, B
JTaNbHEWIIEM HE UCIHOJb3yeTCsl JaXe KaK CpEeACTBO CBSI3M MEXAY MHHUMBIM U
NO/UIMHHBIM. benenkuii He NPOTHBONOCTABISET JIBE pEATbHOCTH (CO3JaHHYIO C
MOMOIII0 HOBBIX TEXHOJOTMH M MOJJIMHHYIO, TPAJUIMOHHYIO), a IOKAa3bIBA€T, YTO

99
soctech.spbstu.ru



Special Topic:

Technology as Language — Understanding Action in a Technical Condition
CrenBsITyck

“Texnuka Kak A3bIK: NOHUMAHUE U OelCEUe 6 MEXHUUECKOM MUpPO60O33peruu ”

MOHATH Ce0s1 HY’)KHO M B PEaJbHOM JKU3HU, U IS pealbHOM )u3HH. [losToMy B 3aMOK
OapoHa MroHxay3eHa IMEpPCOHAX MbEChl JIETUT Ha OOBIYHOM camoJjeTe, KOTOPHId B
HUKAaKOW MHOW MHp repos He nepeHocut: “‘/lenv. Camonem. Mums Heanoé u aosoxam
Bexxenbaysp cuoum 6 kpecnax opye eozne opyea” (benenkwuii, 2020). MHOE, 110 MHEHHUIO
Jpamarypra, Hy>KHO UCKaTh B TOM, YTO JJAaHO MPUPOJIOMH.

B meece Cepadumer Opnosoii (2018) “Acta” raaBHas TE€pPOUHS T'OBOPUT
OJTHOKJIACCHHIIE O JAeMOHE: “IIpocmo no3sonu mue HOubio, 5 ell mpyoxy nepedam. Y neé
menegona 6pode Hem, max umo ce:a3b yepe3 mensa’ . OAHAKO BCKOPE BBIACHSAETCS, UTO
TeneOH €CTh Jaxe Yy JTOro CBepXbecTecTBeHHOro cymectBa: “ACTA npsauem
menegon, komopwiii HezamemHo docmasana panvue’” (OpnoBa, 2018). A cTpagaromias
OT HeMOThl TepouHs mbeckl Maptel Paiiniec (2018) “S— kymak. S A-H-H-A”
CpaBHHMBaeT cebsi ¢ ycTapeBIIUM mepkepom: “/la, y ecex menegomnvl, a y MmeHs
netioocep. Hukmo u me 3naem, umo smo. Mama cuumaem, s ycmpoena moabKo HA
npuem uHgopmayuu’.

B mocnegneM ciydae ymoOMHHAHHWE COBPEMEHHBIX TEXHOJOTMH OOIICHUs
CTaHOBUTCA MeTadopoii, KoTOopasi MO3BOJIAET CKOHCTPYHPOBATH WIEHTHYHOCTH
repoOVHH.

OO0parienre K TEXHOJIOTUSAM BUPTYaJIbHOTO OOILIEHHUSI B pACCMAaTPUBAEMBIX ITbecax
MOXKET TIOHMMAThCS M Kak CHMBOJ PeaJbHOCTH, KOTOpas OTJIUYAeTCHd OT
IMIIUPUYECKON M TeM CcaMbIM OKa3blBa€T BIMSHHE Ha CYIIECTBOBAHUE TEPOEB,
MOPOX/IaeT KOH(DIUKTHBIE CHTyallud, HO OJHOBPEMEHHO HCIIONB3yeTCs IS
pa3pelieHus: KU3HEHHBIX KOH(MIUKTOB. (U 5TO rOBOPUT O JABOWCTBEHHOUW POJIM HOBBIX
TEXHOJIOTUH OOIIEHHS] HE CTOJBKO B PA3BUTHH XYIOXXECTBEHHOTO S3bIKA, CKOJIBKO B
YKU3HU TIOJIPOCTKA, IPEICTABICHHOMN Ha CIIEHE. ).

B nbece “Bceem koro kacaerca” [{uansl Cunepoc nmpecTaBieH aabTepHATUBHBIN
S3BIK U CMOCO0 OOIeHusi: HeOJIaronoiayyHble MOJAPOCTKU, TMOMABIINE B KOJUIEKTHB
AIIMTHOM IIKOJIBI, 00YYal0T OJTHOKJIACCHUKOB OOIIATHCS TAKTHIILHO, TIPU TIOMOIIH SI3bIKA
JKECTOB U IpUKOCHOBeHUH. TOT akT, yTo 3TO 0003HAYEHHE BHIHECEHO B aUIILy, MOXKET
TPAKTOBATHCS KaK MPHU3HAHKE, YTO TIOJOOHBIC TAKTIIIBHBIC KOBI SIBIISTFOTCS IO TAHHHON
HOMUHAIMEeH NepcoHaxa, Hapsagy ¢ uUMeHeM “Muwa— 6pam Kocmu, own owce
[nonoscums nadous na copno, mponyme nanvyamu yxoJ; Kocms — opam Muwu, on dce
[nonoscums 1adons Ha dHcueom, mporymo 3a no0o6opoook];Cemén — on dnce [xnonnymo
no no06opooxy cuuzy]” u 1.4. (Cunepoc, 2018).

[ToctenenHas nmepeMeHa B OTHOIICHHH T€POEB K TAKTUILHOMY SI3BIKY MPUBOJUT K
MOTEIUICHHIO OTHOILIEHWN B Kiacce. “TakTuiabHOE” 31€Ch HE MPOTUBOMOCTABISAETCS
S3BIKY TEXHOJIOTHH OTKPBITO, OJHAKO CHMBOJIM3HPYET MPUHATHE W MOHUMAaHHE, B TO
BpeMsl KaK OOIIEeHHE MPH IMOMOIIM cMapT(OHOB M COIICETe B aBTOPCKUX peMapKax
MOCIIE0BATEIHHO TPAKTYETCS KaK MyTh K pa300IEHUI0 U UITHOPUPOBAHUIO “dYy>KAKOB’ .
OOcraHOBKa B KJlacCe B Hayalle IMbEChl JIEMOHCTPUPYET OTpabOTaHHBIE CTPATErHd
UTHOPUPOBAHUS: “IV3enb cadumcs 3a nepeyio napmy npsamo y YYumeibcko2o Cmond,
ymuikaemes 8 emapmaeon. Muwa u Kocmsa cmosm. Bxooum [lawa, ¢ hum Banenmun u
Kapum. Ilawa nokasvieaem um umo-mo 6 cmapmoue, He 2104 HA KIACC, 8ce mpoe
npoxoosam Ha ceou mecma, caoamces 3a coceonue napmot”’ (Cunepoc, 2018). IlomooubIe
pEeMapKH, 4acTOTHbIE B Hayalle MbEChl, PE3KO KOHTPACTHUPYIOT ¢ peMapkaMu (pHHaia:
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“Vxo0am 6 kxabunem. Ha 3a0nem niane demu camosabeeHHo Xaonaiom opye opyea no
pasHulM yacmam mena u opym. B xopuoop exooam Cemén u Puma, cmompam Ha
803AWUXCA Manbluel ¢ HenododenvHuim unmepecom’” (Cunepoc, 2018) .

Onna w3 wmcciuenoBaTenel MpoOJeMbl HOBOM Jpambl JJII THUHEHDKEPOB Tak
OIICHUBAET paccMmaTpuBaemyto nbecy: “Ilana Cunepoc B nbece “BceceM koro xacaercs”,
MOJHMMAsi BOIIPOC O Tpamjie MOJAPOCTKAa B MIKOJIE, BBIXOAUT K MeTa(popHUecKUM
0000meHussM 1 HOBOMY ypoBHIo mipaBabl” (UepHsik, 2020). be3 comHenwus, peduiekcus
HaJ BUPTYaJIbHBIM M TaKTUJIBHBIM MOJYCaMU OOIICHHS UTPAET CYIIECTBEHHYIO POJb B
stoM mipouiecce. C Npyroil CTOpPOHBI, B psiiec MbEC Mbl BUAMM, YTO HAMNPSKEHHbBIC
KOH(JIMKTHBIE CUTYallUW, CO3/aBIIMECS KaK CIEICTBHE IMOAMEHBI >KMBOTO OOIIECHUS
BUPTYaJbHBIM, pa3peliatoTcsi B HHTepHeT-npocTtpaHcTBe (“Poto Tomnec” H. biok,
“IleBouku” K. I'y3eMa), 4TO yCIOKHSAET MOCTABIEHHYIO MPOOIeMy.

[IpoBoaMMBIE COLIMOJOTAMU M TICUXOJIOTAMH HCCJICIOBAHMS ITOKa3bIBAIOT, UTO
y COBPEMEHHOI0 MOapocTKa MeHsercs Tunm Bocnpusitus (Hukomaea et al., 2020;
[lonmy6eBa, 2020; YepaukoBa u ap., 2018). OH He cnocobeH HA paboTy ¢ OOJBIIUM
TEKCTOM, KOTOPBIM CTAHOBUTCS U CIIEHHYECKas ‘TIOBECTBOBATENIbHAsA  KapTHUHA.
Kaptunku nomkHBI MenbKaTh, Kak B MHcTarpam, a BMECTO KapTHHOK BO3MOXEH M
MPOCTO TEKCT, MOXOXHH Ha KOMMEHTHI MJIM CMCKH, Kak B mbece Onera MuxaiinoBa
“#BceuroTeOs3aeBacT .

W npama 1is MOAPOCTKOB, KOTOpas MpPEACTaBI€HAa MbecaMH B MIOPT-JIHCTaX
“ManeHpKON peMapKu’ TOCIEIHUX JIET, TOKA3bIBAET, YUTO HOBBIC TEXHOJIOTHUU OOIICHUS
MEPECTPAUBAIOT U IPAMATUYECKHE CHOKETBL. ITO CIOKEThI, THTEPECHBIE HE TOJIBKO U HE
CTOJIKO CBOMUMH TIEPUNETUSMHU, CKOJBKO TOW ‘“‘MHOTr03aJa4HOCTHIO”, KOTOpas
COOTBETCTBYET COBPEMEHHOMY TMpoIleccy OOIIEHUs TMOAPOCTKA C MHPOM, XOTA U
ABISIETCS (PAKTOPOM JI0 CHX TOP J0 KOHIIA HE OCO3HAHHBIM B paMKaX BOMPOCA O HOBBIX
CTpaTerusX KOTHUTHUBHOTO pecypca B YCIOBHUSIX CTPEMHUTENbHBIX TEXHOJIOTHYECKUX
n3menenuit (ConmgatoBa u ap., 2020). A moTomy 3Ty “MHOr03aJa4HOCTh”’, TPEOYIOIILYIO
U TEPeKIIOUeHUs] BHUMAHUS, M €ro KOHIIEHTpAIMH, MPHUXOAUTCS JO3HPOBATh,
YIPaBJIATH €H.

Kpearop mnpennaraer cBoeMy ajpecary HE TOJIBKO TpaJWIMOHHBIE KapTHHBI
JKU3HHU CBOMX MEPCOHAXKEHN, HO U CLIEHBI, KOTOPHIE HE TIPEANOIAraoT JaKe MPUCYTCTBUS
repoeB B TEATPATILHOM MPOCTPAHCTBE. 3PUTENb JOJKEH JIMIIb CIBIIIATH Tonoca. OqHuM
n3 TepBbiXx Takyw cueHy — “Tlpomanme ¢ XmectakoBbIM” — co3nain [oroimbp B
“PeBusope”.

N coGcTtBeHHO OOBIYHBIC CIIEHUYECKHE KApPTUHBI B HOBOM JpamMe IS MOJPOCTKOB
TaK)K€ CWJIBHO COKpalmleHbl. OHM COXpaHSIOT CBOK IOBECTBOBATEIbHOCTb, HO OHA,
CKOpEE COOTBETCTBYET “CTOPUC”, HEKEIHU TPAJIULNOHHOMY pacCKa3bIiBaHUIO XX BEKa.

UtoObl HE YTOMISATH 3pUTENsS UIMHHBIM ‘TIOBECTBOBAHHEM™, aBTOP MOXKET
JIEHCTBHE, TIPOUCXOMSIIEEe B paMKaX HECKOJbKHX CIEHWYECKUX KapTHUH pa3/IeluTh Ha
YacTH, W TIOKa3aB YacTh JEHCTBUS MEPBOM KApTHHBI MEPEHTH K BTOPOW KapTHHE, a
IIOTOM U K TPETbEH, 3aTeM BEpHYThCSA K NEPBOM M Tak aaiee. B urore, Hanpumep, B
neece “U mbl cmeemca” Exarepunsl JlopH 3puTens BHAWT TO CLEHY J0Ipoca
IIKOJTbHUKA, KOTOPBIN JOKEH OOBSICHUTH MIPUYMHBI arpeCCUU CBOETO OJTHOKJIACCHUKA,
TO CIEHY POAUTEIHCKOTO COOpaHwWsl, TJ€ WIIYT BHHOBHOTO IIKOJILHOM Tpareiuu, TO
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KOPOTKHE CIICHKH OOIIEHHS OJIHOKJIACCHUKOB, CIIPOBOIIMPOBABIINX CBOUM IMOBEIACHHEM
OTYAsSHHBIM IOCTYNOK Tepos Mbechl. MHTEpecHO, YyTO caM IMOCTYNOK HE MOKa3aH.
[Toxoxum obpazom B mbece [lomuuer Koporbru m Mamm Bceé-Taku “ToBopenue”
MEPEMEeXKAIOTCS KapTUHBI IIKOJIbHOW KM3HHU, BBIICPKKH M3 POAMUTEIHCKOTO YaTa,
3anucu B JKOK M0JI01011 yUUTEIIbHULIBI.

B mbece “Doto Tortec” Hatanbu biiok m3o0pakeHuwe cuTyanuidi OOBIICHHOTO
OOIICHUS MOAPOCTKOB, UX BCTPEY U JIUAJIOTOB YEPEIyeTCs C JIEMOHCTpAIMEl MMOCTOB B
COIICETSAX U PEIUIMK B MECCeHKepax: “Iloopocmku denarom nepenocmsl 8 COYUaIbHOU
cemu ¢pazvl “Kupwi 601vwe nem. Boi, ceonouu, ee dogeau”. Cmasam cmamycol “Mue
mak ocanv”, “H 6 woke”, “A cam ne xouy menepo dcums ”, “3auem ona smo coenana’,
“Ona npocmo uouomka”, “Hy nenv3s sce max uz-3a maxou epynoot”’, ““ Umo meneps
oenamsv?”, “H He 6epro mpocmo 8 smo, oHa He moena d5mo coerams’, “‘Koeoa
noxoponvl?”. Ha 3Kkpane ux MOHUMOPO8  BO3HUKAIOM COOOWjeHUs, KAPMUHKU C
yeemamu, 2pyCMHbIMU CMAUIAMU, ABAMAPKU 3AMEHAIOMCA YepHbIMU Keaopamamu’™
(bnok, 2018). IlapayuienbHO C KapTUHAMU BHUPTYaJIbHOTO OOIICHUS MOMXKET
u300paxarbcsi JAMANOr JBYX TMOAPOCTKOB, JEp)KallMX B pyKax TeneoHbl, H
MPOCTPAHCTBO HMX OOIICHHUS C IPYTHMH TePOSMH, HAXOISIIMMHCS “TIO Ty CTOPOHY
sKkpaHa. Tak BO3HMKAIOT JBa IJIJaHA KOMMYHHKAIIMH, KOTOPbIE HAKJIAbIBAIOTCS APYT HA
Jpyra, IpuueM oJuH 00yCIaBIUBaET IPYTrou.

CoOpanHbie BMecTe (parMeHThl TMO3BOJISIIOT 3PUTENI0 OTKPBITH Uil cels
MHO’KECTBO HE COBIQIAMOIIAX MEXIYy COOOH TOUEK 3pPCHHS U COOTHECTH UX MEXIy
co0oil. OH HEe MOXKET JOJIT0 COCPEeNOTAYUBATHCS HA OJHOM MO3MUIIMH, aBTOP OBICTPO
npeiaraeT eMy Jpyryro, IpUYeM 9acTo JHaMETPAIbHO IPOTHBOIMONIOXKHY0. W 3puTens
OKa3bIBAETCs Mepel He0OX0IUMOCThIO X COOTHOCUTH U BBIOUPATh Ty, KOTOpask KayKeTCs
Omke U yOenUTeIbHEH.

BBIBO/IbI M JUCKYCCHUS

MO3KHO 3aKIIIOYUTh, YTO CTPEMIJICHHE JIpaMbl IS MOAPOCTKOB TOBOPUTH HA SA3BIKE
3pUTENSl TPOSIBISICTCS HE TOJBKO M HE CTOJIBKO B HCIIOJIB30BAHHUA OCOOCHHOCTEH
pEeUeBON CTUIUCTHKU COBPEMEHHBIX MOJIOABIX IIOJEH, HO WU B MOAEJTHPOBAHUH
APaMATHYECKO# KAPTHHBI ¢ HCMOJIb30BAHHEM 3HAKOB COBPEMEHHOCTH — OCHOBHBIX
MPUMET COBPEMEHHOTO TEXHOJIOTUYHOT'O MUPA, MUPA TUIKATAT-TEXHOJIOTHH.

ABTOpPBI MOTYT 3aHUMAaTh MPOTHBOIIOJIOKHBIC TMO3HMIIMA B OIEHKAX POJIA HOBBIX
TEXHOJIOTHI B KU3HH COBPEMEHHOTO YeNIOBEKa U MPEIyNpexaaTh O CHUTyaIusIX, Koraa
TEXHOJIOTMM HAYMHAIOT MEHSATH 4YelIOBeKa, MOTYMHsS ero cebe. B cBoe Bpems ere
["opbkuii yTBEpIKJall, UTO CO3/IaHHOE YETOBEKOM MOPAOOTHIIO €ro: “OHu HUUMONCHBL O
CPABHEHUIO C  OKPYICAIOWUMU UX IHCELE3HBIMU KOAOCCAMU, 2PYOamMu Mosapos,
epemMAWUMU 8A20HAMU U 6ceM, 4mo OoHu cozdanu. Coz0anHoe umu HOpadboOmuio u
o6esnuquno ux” (F'opekuii, 1969, c. 7-8).

Ho, HecMmoTpss Ha mpemynpenuTenbHBIA MOIYC COBPEMEHHOW JIpambl JUIs
MOJIPOCTKOB, OHA BBIHYXJICHA MEHSAThL CBOWM SI3BIK OOIIEHUs C aapecatoM. Hoseie
TEXHOJOTHUU CTAHOBATCS TEXHOJOTHSMHU CO3/IaHUs JpaMaTU4YecKoro croxkera. Ero
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CTPYKTYpa COOTBETCTBYEeT TeM (OopMaM CaMOUJCHTU(UKAIUK JUYHOCTH, KOTOPHIC
Ha3BaHbl COBPEMEHHBIMHU IICUXO0JIOTaMHU.

N Onaromaps HCIOJIIB30BAaHMIO HOBBIX KOMMYHMKATHBHBIX  TEXHOJIOTMM
MPOUCXOIUT pPa3BUTHUE HOBOAPAMOBCKOUN (hopmbl. [[eficTBHE COBpEeMEHHON MbEChl IS
IIOJIPOCTKOB OCYILECTBISIETCS B HECKOJIBKUX PEATBHOCTAX, YaCTO ABTOHOMHBIX IpYr
JIpYTy, HO 3aCTaBJISIIOIIMX JUYHOCTh CYIIECTBOBATh B TOYKE MX MEPECEUEHUM, JIeNaTh
CBOI1 BBIOOp BOIIPEKU MHEPLIUU KU3HU.
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Abstract

This article examines the concept of “technical means” in the framework of criminal proceedings, both in
science and at the legislative level, as well as the types of technical means used in criminal proceedings
(search tools, fixation devices, research methods, auxiliary methods, etc.), as well as the general and
special conditions and rules of application of these means. The works of prominent specialists in the field
of criminal procedure and forensic science on this topic were studied. The study examines the norms of
criminal procedure legislation related to the use of technical means, including the Russian Federation's
Code of Criminal Procedure and other federal laws. The methodological basis of the article is the general
scientific and especially the complex of reasoning-related methods, including such methods as synthesis,
analysis, deduction, induction, analogy, formal-legal method, method of interpretation of legal norms and
other methods of research activity. As a result of their work, the authors conclude that there is no
commonly accepted definition of technical means” in Russian criminal procedure studies. Each author's
definition has its own differences and peculiarities in defining what constitutes a technical means. At the
same time, they proceed from the differences related to the purpose of such means and the conditions of
their application. At the legislative level, there is no definition of technical means at all. The standing
orders that regulate the rules and conditions for the use of these tools are ”scattered” throughout the
criminal procedure legislation and are not fully coordinated with each other, which is a problem. The
types of technical means are also not defined by law, but the issue has been sufficiently developed in
academic circles and researched in forensic science. Based on the foregoing, the author considers it
appropriate to introduce a unified norm governing the institution of technical means” into the criminal
procedural legislation, which will contain a list of subjects entitled to use these technical means, rules and
conditions for their use and other provisions.
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IloHsiTHe, BUABI M MPABUJIA MPUMEHEHHUSI TEXHHYECKHX
CPEJICTB B YIOJIOBHOM TpoIiecce

Bstuecnas Bacunsesuu MBanos (04) ' u Bnagucnas Anekcanaposud L{oi
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AHHOTANUA

B nanHOI1 cTaThe HccneryeTcs NOHIATHE “TeXHUYECKHE CpeicTBa” B paMKax YrOJIOBHOTO TIpoliecca Kak Ha
Hay4YHOM, TaK M Ha 3aKOHOJATCJIbHOM YPOBHC, BUABI TCXHHUYCCKUX CPEACTB, HUCIIOJB3YCMBIX IIpU
MPOU3BOJICTBE TI0 YTrOJOBHOMY Jeiy (IIOMCKOBBIE CPEACTBA, CPEICTBa (PHKCAIMHU, HUCCIIENOBaTEIbCKHUE,
BCIIOMOT'aTCIIbHBIC U [[p.), a TaKXC O6IIII/Ie 1 YaCTHBIC YCJIOBUA W IpaBuJia MPUMEHCHHA 3TUX CPCICTB.
beum N3YYCHBI TPYJAbl BUAHBIX CHICHHUAIUCTOB B O6HaCTI/I YTOJIOBHOI'O Iponecca U KpUMHUHAJIUCTUKHU T10
JaHHOH Teme. Oco0oe BHHMMaHWE YAENSETCS  aHAIW3y HOPM  YrOJOBHO-TIPOLECCYAILHOTO
3aKOHOJIAaTENIbCTBA, CBA3AHHBIX C MPUMEHEHHEM TEXHHYECKHX CpeAcTB, B ToM uucie YIIK PO u mHbIX
(benepaybHBIX 3aKOHOB, YTO COCTaBJIIET OCHOBY HCCIIEOBaHHMA. MeTOJOoNOTrHYecKoil OCHOBOH CTaThU
ABJISIETCS OOIEHAYYHbIE M KOMIUICKC YaCTHO-HAYYHBIX METOJIOB ITO3HAHUS, B TOM YHCIIE TaKUE METO/IbI,
KaKk CHHTE3, aHalIW3, ACAYKUHsS, WHIYKOWS, aHalorus, (GopMaTbHO-IOPHUIMYECKHH METOJ, MEeTOox
TOJKOBaHMS IIPAaBOBBIX HOPM M JAPYIME METOIbl HAyYHO-HMCCIIEOBATENbCKOM JesTeNpHOCTH. B
pe3ynbTaTte NpOBEAEHHON PabOThI aBTOPHI MPUXOIAT K BBIBOAY, YTO B POCCHHCKOW HayKe yroJOBHOTO
mporiecca OTCYTCTBYeT OOLIETPUHATOE OIpeAesieHHe ‘“TexHHueckue cpenctBa’. Kaxmoe aBTopckoe
oIpe/ieJIeHHe MMEET CBOM OTJIMYMS M OCOOCHHOCTH B ONPEAEICHHH TOTO, YTO SIBJISAETCS TEXHUYECKHM
CpCACTBOM. HpI/I 9TOM OHH HUCXOOAT U3 pa3np1l11/1171, CBA3AaHHBIX C ICJIBIO MPUMCHEHUSA TaKUX CPEACTB U
YCIOBUiA MX TpuMeHeHus. Ha 3akoHOJaTebHOM YpoBHE Je(UHHIUS MHCTHTYTa TEXHHYECKHX CPEJIICTB
OTCYTCTBYET BOBCE. Pa3indHble NOJOXKEHUS, PETyJUPYIOIIUE MpPaBUia U YCIOBUS NPUMEHEHUS ITHUX
cpencTs, “pa3bpocaHbl” MO BCEMY YTOJOBHO-MIPOIECCYaTbHOMY 3aKOHOJATENBCTBY M HE B TIOJTHOU Mepe
COTJIACOBAaHBI MEXIY COOOH, UTO ABIsIETCS MPoOIeMoil. Pa3HOBUAHOCTH TEXHHUECKHUX CPEICTB TAKXKe HE
OTIpeZIeIeHbl 3aKOHOM, OJIHAKO B HAYYHBIX KPyTrax 3TOT BOIPOC AOCTATOYHO pa3paboTaH M MCCIIENOBAH B
KPUMHUHAINCTHYECKOW Hayke. Ha OCHOBaHMM H3JI0)KEHHOTO aBTOp CUUTAET I1€1eCO00pa3HBIM BBECTH
€IMHYI0 HOPMY, PETYJIHMPYIOIIYI0O HMHCTUTYT ‘“‘TEXHHYECKHX CpPEACTB” B YroOJOBHO-NIPOIECCYaIbHOE
3aKOHOJIATENECTBO, KOTOpoe OyJer coxepkarh B ce0Oe IepedeHb CyObEeKTOB, MMEIONIMX IIPaBO Ha
NPUMEHEHNE JaHHBIX TEXHUYECKUX CPEJICTB, IPABUIIA M YCIOBHS MX MCIIOJIb30BAHUS U MHBIE TTOJIOKEHHS.

KiroueBble cj1oBa: YTOJIOBHEIN nponecc, KpI/IMI/IHaJ'II/ICTI/IKa; Texunueckue CpCACTBA,
HpI/IMCHeHI/IC TCXHUYCCKUX CPCACTB.

s mutupoBanus: sanor B.B., Iloit B. A. IlonsTtre, BUAB W TpaBMiIa TPUMEHEHHUS TEXHUYECKUX
cpencte B yronmoBHoM mpouecce // Technology and Language. 2021. Ne 4(2). C. 109-124.
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BBEJIEHUE

Ha cerognsmiamii IeHb TEXHOJIOTHYECKUE Pa3pabOTKU U Pa3IUYHBbIC YCTPOMCTBA
MOBCEMECTHO MPHUMEHSIOTCS B 00IlecTBE Kak Ha OBITOBOM ypOBHE, TaK M B XOJe
HAYYHOH WM TpOQecCHOHATBHON aeaTeNbHOCTH. JlaHHBINH (eHoMeH He 000mén u
YTOJIOBHOE CYJONPOM3BOACTBO HAIIEro TIocyAapcTBa. EjKeTHEBHO MCHOIb3YIOTCS
pa3IMyYHble TEXHUYECKHE YCTPOMCTBA HAa BCEX 3TallaX YroJOBHOIO CYAONPOM3BOJCTBA!
cleoBaTeNeM WIH CHEIUAIUCTOM ISl (PUKCAIIMU XO/a U COJCP>KaHUs CIEICTBEHHOTO
JeMCTBUS WM B LEJSIX OOHAPYKEHHS, 3aKPEIUICHUS U U3BATHUS CIEI0B MPECTYTUICHHS,
9KCIIEPTOM, B MENSAX YIYYIIEHUS KadecTBa MPOBOAMMON JKCHEPTU3BI, CYAOM, IS
oOecrnieyeHrs MOJHOTHI MPOTOKOJIA CyJeOHOI0 3acelaHus U B Apyrux curyanusx. Ha
CETOAHSIIHUNA JIeHb TeMa NPUMEHEHUS TEXHHUYECKHX CPEICTB B  YCIOBUSIX
U(POBU3AIIH CYIONPON3BOJICTBA SBISIETCS aKTUBHO O0CYXKIaeMol B HAyYHOH Cpee,
nyOJIMKyeTcs MHOKECTBO paboT, MOCBALICHHBIX BOIIPOCAM HCIOIb30BAHUS Pa3IUYHBIX
TEXHUYECKUX YCTPOWCTB, MpaBWJIaM HX MPUMCHCHHS, HU(POBHU3AUK JEATEIHBHOCTH
MIPaBOOXPAHUTENBHBIX OpPraHOB W CyJa, BHEApPEHHE HMH(POPMAIMOHHBIX CHCTEM B
YTOJIOBHOM CYJIONPOU3BOACTBE (AsiekcanapoB u np., 2019, c. 199-207; AunapeeBa u
ap., 2019, c. 201-212; 3yes, 2018; Jlateimos, 2021, c. 41-53; bopoxosa, 2021, c. 7-12;
OsumnnukoBa, 2018, c. 27-33; Dneprovskaya & Abramitov, 2020; Mokhorov &
Mokhorova., 2021. p. 1-7).

IHOCTAHOBKA ITPOBJIEMbI

Hopmbl  yrosoBHOro  mpomeccyaibHOro  3aKOHOJATENbCTBA  Poccuiickoit
Qenepaliil  MPEAyCMATPUBAIOT  PAa3HOOOpPA3HbIE  BO3MOXKHOCTH  MPUMEHEHHS
TEXHUYECKUX CPEACTB B PAMKAax yrojaoBHOro cynomnpouspoacrtsa. YIIK P® copepxur B
cebe Ooree AecsITKa HOPM, PETYIUPYIONIUX BOMPOC O TMpaBUIaX HCIOIb30BAHUS
TEXHUYECKUX CPEACTB B  PA3IMYHBIX  CHUTYyalMsX, BO3HUKAIOIIMX B  XOJE
MpeIBapUTENLHOTO paccleoBaHus WIM B XoAe cyaebHoro mporecca. OmgHako
3aKOHOJ/aTeNIeM He OBUIO OMpeAeNieHO, YTO CJeAyeT MOHUMATh MOJ ‘‘TEXHUYECKUM
cpenctBom”’. OTCYTCTBHE KaKUX-TUOO KPUTEPUEB TEXHHUUECKOTO CPEACTBA B YTOJIOBHO-
nmpoueccyaabHoM 3akoHe P® sBisercs NOBOAOM Il BO3HHKHOBEHHUS BOIPOCOB
cienyrollero xapakrepa: “YTto MOXKHO ONpeNEeNsaTh, KaK TEXHUUECKOE CPEACTBO, KAKOe
YCTPOMCTBO, MEXaHW3M, ammapar u noyeMy?”’, “/lomycTUMO M TpPUMEHEHUE
TEXHUYECKOTO CpeJACTBa B TOM uiau HHOW curyauuu?”’, “KTo sBISeTCS JHUIOM,
MMEIOIMM TPABO HA MPUMEHEHHE TEXHUYECKOTO CPENICTBA, €CTh JU K ATOMY JHILY
Kakue-1mbo TpeboBaHuA?” U T.11.

OTnenbHO CTOMT BOIMPOC O TOM, BXOJAT JU YNOMSHYTBIE B YIOJIOBHO-
MPOIIECCYaTbHOM 3aKOHE TaKHe MOHATHUS KaK ‘“‘dIEKTPOHHBIE HOCUTENU WH(pOpMaIuu”’,
“ayIMOBHU3yabHbIC, SJIEKTPOHHBIE M WHBIE TEXHUYECKUE CpPEICTBA KOHTPOJIS
“matepuansl (OTO- W KHUHOCHEMKH, ayauo- WM BUACO3AMHCA W WHBIE HOCHUTEIH
uHpopmanuu”  “CpelcTBa  ayAMOCBSI3W’,  “CUCTEMBI  BHJICOKOH(EpeHII-CBs3u”,
“crenanbHble TEXHUYECKUE CPEJCTBA” M CMEXKHBIE C 3TUMH IOHATHS K KaTE€rOpUH
“TEXHUYECKOE CpelncTBO”. B Hayke YroJloBHO-TIPOILIECCYaIbHOTO TIpaBa yKe ObLIN
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HOMBITKA JaTh ONpEACJICHUE MOHATHIO ‘‘TEXHHYECKOE CPEJCTBO” YTOOBI PEIIUThH
JaHHBIN Bonpoc. PaccMoTpuM 310 noxpobHee.

METOIOJIOI'USA

MeTo1070THYeCKOH OCHOBOM CTaThbW SIBIISAETCS OOINCHAyYHbIE M KOMILIEKC
YaCTHO-HAY4YHBIX METOJIOB IMO3HAHUS, B TOM YHUCJIE TAKHE METOMbI, KAK CUHTE3, aHAIU3,
JIEAYKIHS, UHIIYKIUS, aHAIOTHSI, (POPMATbHO-IOPUANYECKUN METO/I, METO/1 TOJIKOBaHUS
MIPaBOBBIX HOPM H JIPYTHE METO/Ibl HAYYHO-UCCIIEI0BATEIHCKON IEATETLHOCTH.

PE3YJIBTATHBI UCCJIEJOBAHUSA

H. A. CenuBanos (1982) TexHHMYECKUMH CPEJCTBAMH CUATAET TAKUE TEXHUICCKHUEC
YCTPOMCTBA, KOTOPHIE OPMEHTHPOBAHBI HAa MPHUEMBI pPAcCClICIOBaHUs, OOHApPYKEHUS,
bukcanuu, U3bATHS, YIAKOBKU, U3yUYEHHUs BEIIECTBEHHBIX JOKA3aTENbCTB, OJTOTOBKU
CPaBHUTENBHBIX 00PA3IOB JJIsl SKCIEPTU3bl U MHBIC JEHCTBUS 1O MX NMPUMEHEHUIO C
nenpto  GopmupoBanus ngokazarenbcTB (c. 104). E.II. Hmenko, omnpenenst
TEXHUYECKHE CPEJICTBA KaK “TEXHHUYECKUE YCTPOICTBA U MaTepPHAaJIbl, HAYYHBIC TIPUEMBI
U METOJIbl, KOTOpPbIE HCIIOJIB3YIOTCS IS PelIeHMs 3a7ad, CBS3aHHBIX C PACKPBITHEM,
pacciemoBaHreM U mpeaynpexaeauem npectyrienuit” (Mmoenko u Tomopkos, 2006. c.
53). W. W. JTutBun (2017) o TEXHUYECKUMH CPEICTBAMH MOHUMAET JIFOOBIC CPEICTBA
oOHapyXeHHs, (QUKCAllMM M HUCCIENOBaHMs HMH(OpPMAalMM, HUCHOJIb3yEMbIE B XOJE
HpeIBapuTeILHOTO paccienoBanus (c. 98 — 104).

Brrmeyka3aHHble  aBTOpHI  ONPEIENSIOT OCHOBHYIO I€JIb  WCIOJIB30BAaHUS
TEXHUYECKHUX CPEACTB KaK CPeACTBO MPOMU3BOJCTBA MPEIBAPUTEIBHOTO PACCIIeAOBAHMS,
YTO HE COBCEM SIBIISICTCSI TOYHBIM, MOCKOJIBKY TEXHHUYECKHE CpEICTBA MOTYT OBITH
IPHUMEHEHBI U B X0/1€ CyJ1e0HOro MPOU3BO/ICTBA, YTO OYAE€T pAaCCMOTPEHO Jaee.

HNutepec mnpexncrasisier onpeneneHue, aAanHoe A. E. ®emronuneiM.  Ilog
TEXHUYECKUMHU CpEACTBAMH, MPUMEHSEMBIMH B YTOJIOBHOM CYAONPOHM3BOJICTBE, IO
MHEHHIO aBTOpa, CJEeIyeT MOHUMATh COBOKYITHOCTh TEXHUYECKUX CPENCTB (MpHOOpOB,
YCTPONCTB, MPUCTIOCOOIEHHH, TPOTPAMMHBIX HPOIYKTOB), IPUMEHAEMBIX Y4aCTHUKAMHU
YTOJIOBHOTO TIPOIIecca B MEJSIX 00eCTIeYeHUsT TPOU3BOJICTBA MPOIIECCYANTBHBIX JICHCTBHMA
B COOTBETCTBHHM C MX IPAaBOMOYHMSMH, ONPEICICHHBIMH YTOJIOBHO-TPOLIECCYATbHBIM
3akoHOMaTeasCcTBOM Poccuiickoit @eneparun (Oemrornn, 2008. c. 10). [To Hamemy
MHEHHIO, JTaHHOE OMpeieNieHre 0oJiee MOJIHO PacCKpPhIBAET LENIHU TEXHUYECKUX CPE/ICTB B
YTOJIOBHOM CYAOIPOM3BOJICTBE.

OrpoMHoe BiMsHHE Ha (OPMUPOBAHME MHCTHUTYTa TEXHHUECKUX CPEJICTB B
YTOJIOBHOM TIpoOIlecce MMeNa KPUMUHAIMCTHYECKas: HayKa, B Pe3yJIbTaTe 4ero, Te TN
UHBIE IPU3HAKU TEXHUYECKUX CPEJICTB OBUIM TECHO CBSI3aHHBI CO CTaAMEl 10Cye0HOrO
npousBozctBa. P. C. Benkun  (2001) moHMMan —“TeXHUKO-KPUMHUHATHCTHYECKOE
CPeACTBO” KaK YCTPOMHCTBO, MPHUCIOCOOJIEHHUE WM MaTepuai, HCHOJIb3YyeMBId JUIs
COOMpaHWsI W WCCICNOBAHWS JIOKA3aTENbCTB WM JJISi  CO3JaHUS  YCIIOBHH,
3aTPYyAHSIOIUX COBeplieHue mnpectymieHuid (c. 232). U. A. AHMIIEHKO pazjenser
MOHATHS  “‘HAYYHO-TEXHUYECKHWE CPEACTBA” U  “‘TEXHUKO-KPUMHUHATHUCTUYECKHUE
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cpeAcTBa”, cyMTas, YTO TOCIETHHE HOCAT OoJee y3KUH, CHEIHMATU3UPOBAHHBIHI
xapakrep. ‘“TexHMKO-KpUMHMHAIUCTHUECKHUE CpPEACTBA MOTYT IpPHUMEHSTHCS B
YTOJIOBHOM, TPaKJaHCKOM, aJIMUHUCTPATUBHOM IIPOLIECCE, B ONEPaTUBHO-PO3BICKHOMN
nesrenbHocTH. Cdepa ke NpUMEHEHHUs HayYHO-TeXHUYECKUX CPEJCTB Ooliee MIUpoKasi,
OHAa BBIXOAMT JAJIEKO 3a IPEJEIIbl BBIABICHUS U NPEAYIPEXKICHUS IPAaBOHAPYIICHUN U
60pb0bI ¢ HUMHK (AHuienko, 2002, c. 10). ['oBops 0 TEXHUKO-KPUMHHAIUCTUYECKHUX
cpeactBax, H. A. Harypa, maér cBo€ ompeneneHue >TOMY MOHATUIO. ‘“TeXHUKO-
KPUMMHAIMCTUYECKUE  CPEICTBAa— O3TO  pasjuuyHble  NpUOOpHl,  ammaparypa,
IPUCIIOCOOJIEHUSI, YCTPOICTBA, MHCIOJNb3yEMbIE TPU ONPEACNEHHBIX IPaBOBBIX
OCHOBAHMAX B LEIAX HPEAYNpPEXKACHUS WIM PACClIeAOBAaHUs NMPECTYIUICHHUS — MUILIET
H. A. Harypa (2013), BbiAemsist, 4TO Uil IPUMEHECHHUS IaHHBIX CPEICTB JIOJDKHBI OBITH
yCTaHOBJICHBI TpaBoBbie ocHoBauus (c. 63). H. M. banamoB wucnosib3oBan s
ONMCAHUSA TEXHUYECKHX CPEJICTB TEPMHUH “KpUMHUHAIMCTHYecKass TexHuka . Tak moj
KpUMHHaJIUCTUYECKOW  TexHukol ~ H. M. banamoB  nmoHuMan  “COBOKYNHOCTb
TEXHUUYECKUX CPEJCTB Pa3IMYHOIO Ha3HAyeHUs (0OIEHAyyHOro, OOIETEXHUYECKOTO,
CHELHATbHOTO KPUMMHAIUCTUYECKOr0), KOTOpble PEKOMEHAYeTCs MPUMEHATh B
IPAKTUYECKON JIEATEIbHOCTH 110 PACKPBITUIO U PACCIIECJOBAHMUIO MPECTYIIICHUM ™
(banamos u ap., 2002, c. 5).

Ha ocHOBaHuM BBIIECKa3aHHOIO, CaM KPUTEPHM, ONPENCISAIOIIMNM, YTO MOYKET
ABJIATBCA TEXHUYECKUM CPEICTBOM, JOCTAaTOYHO LIMPOK. ABTOPHI BKJIIOYAIOT B HETO
BCEBO3MOXKHBIE OOBEKTHl MAaTEpHUAIBHOTO MHpa, a TaKKe pa3JIMyHble NPUEMBI U
METOJbl, KOTOpPHIE TAaK WIM HMHA4Y€ MOTYT MHCIOJIb30BaTbCSA MJI pEIICHUs 3anad
YTOJIOBHOTO Tporecca. JlaHHbINH nepedeHb He sBisgercs orpaHuueHHbIM. K mpumepy,
HEKOTOpbIE€ COBPEMEHHBIE aBTOPbl AKTUBHO OOCYXJAIOT BOMNPOC, CBSA3aHHBIA C
MCIIOJIb30BaHUEM CO0aK B X0JI€ MIpe/IBApUTENIbHOTO paccienoBanus. Tak, A. B. Dkrapar
(2018) B cBoeii paboTe, OMKCHIBas MPUHIMI PAOOTHI OJOPOIIOTHYECKON IKCIEPTHU3BI,
MUIIET, YTOo ‘“cobaka B JAHHOM CIlydae BBICTyNaeT HE B KayecTBE JKCIepTa, a B
KAaueCTBE MHCTPYMEHTA, KOTOPBIM IIOMOTAeT OINPENEIUTb M COOTHECTH CIIEIBI
cnenuduyHoro xapakrepa’ (c. 147-149), uto mojnepkuBaeTcs IPYrUMHU aBTOpaMU
(danumnoB u np., 2021, c. 82-90). [eiicTBuTeNnbHO, B JaHHOM ciiyuyae cobaka Oyzaer
BBIMOJHATh (YHKIIMM TEXHUYECKOIO CpeACTBa — T.H. “‘OMoneTeKkTopa”’, MOCPEenICTBOM
KOTOpPOro JOoCTUraercs Lenb ojgoposiornueckoil sxcreptussl. E. II. Mmenko u O.T.
Koctrouenko numryt, uto “cneumanusupoBanHoe [1O (mporpammHoe obecrieueHue)
MO3BOJISIET IPOBECTH YIPOIIEHHOE U OBICTPOE U3BJICUEHNE NHPOPMALIUU U3 OOIIUPHOTO
psaa MCK (Mo6uiibHbIE cpecTBa KOMMYHHKau...” u 1p. (Mmenko u KocTrouenko,
2021, c. 181-190). Tak e, YroJOBHO-IIpOLECCyabHBIH 3aKOH HE 3alpelaer
HCIIOJIb30BAaHUE PA3IMYHBIX TpapUuecKuX MporpamMm IMpH CO3AaHUM CXEM MECTHOCTH,
3/1aHUH, OOBEKTOB U MPEIMETOB.

Craren VIIK PO perynupyroT yacTHBIE Cily4yad, NPHU KOTOPBIX y YYaCTHUKOB
YTOJIOBHOTO CYJIOIIPOM3BOJICTBA BO3HHUKAIOT MpaBa MM 00S3aHHOCTH MO MPUMEHEHUIO
TEXHUUYECKUX CPECTB, YCIOBUS, IIEJIU U NMpaBUia UX MPUMEHEHUS.

Tak, mpu NOMOIIM TEXHUUYECKUX CPEACTB, MOTEPIEBIINI, €ro MpeICTaBUTEINb,
OOBHMHSIEMBIN M 3allMTHUK BIpaBE€ CHUMAaTh KOIMUHU C MaTEpHUajOB YTOJOBHOrO Jeja,
IpaXAAHCKUI UCTELl U OTBETUMK BIIPABE CHUMATh KOIIMM C TEX MaTEpUAJIOB YTOJIOBHOIO
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Jies1a, KOTOpBbIE KacaroTCsl I'pa)IaHCKOI'O HCKa, a 3aKOHHBIM BIajelel] JOKYMEHTOB
BIIPABE CHATHh KOMHUH C M3BATHIX y HETO JTOKYMEHTOB (ctaThu 42, 47, 53, 54, 81.1, 217
VIIK P®). 3akoH He mpemycMaTpuBaeT TpeOOBaHUsA K criocoOy u GopMe KOMUpOBaHUS
MaTEpUaIOB YIOJIOBHOTO J€ja, B CBSA3M C OTUM, HAa IPAKTUKE, IIPU CHATUU KOIMH
MaTepHaJioB YrOJIOBHOIO JeNia, MOXKET OBbITh MpUMEHEH (poToanmmapar, Ui MOTydeHHS
(OTOCHHMKa  JaHHBIX  MaTepUalioB, WIM  KONMPOBAJbHBIA  ammapar, Ui
HEMOCPEACTBEHHOW TeyaTh KONMHMHM HEOOXOJUMOro TOKyMeHTa. Bo3moxHO u
UCIIOJIb30BaHUE CKaHepa. BbIOOp TEXHMYECKOro cpescTBa SIBJISETCS MPaBOM CyOBeKTa,
KOTOPOMY IIPUHAJUIEKUT BO3MOKHOCTb CHATHUS KOIHM.

TpaguMOHHO HOPMAaTUBHOE PETYJUPOBAHNUE IIPUMEHEHUS TEXHUYECKUX CPENICTB
0oJiee MOJHBIM SIBJISIETCA Ul CTAAUU MIPEIBAPUTENIbLHOTO paccienoBanus. Crarbsa 164
VIIK P® peryaupyer mNOpsSAOK INPUMEHEHHS TEXHUYECKUX CpPEICTB B XOJ€
CIIEZICTBEHHBIX  JielicTBHiA. B  00s3arenbHOM TOpSAAKE  CIeNoBaTelb  JIOJKEH
OpeaylnpeauTh y4acTBYIOIIUX B CJIEICTBEHHOM JAEHCTBHM JHUI] O (haKTe NPUMEHEHUs
TEXHUUYECKUX CPEACTB U UX XapaKTEPUCTUKAX.

3aKkoHOZATENb HE IEPEUUCISCT JIMI, WMEIOIIMX IIpaBO Ha IPUMEHEHHE
TEXHUYECKUX CpEJICTB B XOJ€ CJeACTBEHHoro neiictBus. Ecim cymectByer
HE00X0IMMOCTb, TO CJIe0BaTelNb, B nopsaake ctarbu 168 YIIK PO, Bnpase npusieys K
Y4acTUIO B CIJIEJCTBEHHOM JEMCTBMM CHEIUAINCTa, KOTOPbIM OylIeT NpUMEHSTh
TEXHUUYECKOE CPEJICTBO BMECTO CIlIeZlOBAaTeNsl MM Hapsay ¢ HuM. Cam cienoBaTelb,
0e3ycloBHO, BIIpaBe NPHUMEHATHh TEXHHUYECKHE CpescTBa. Yarne BCEro OH NMpPUMEHSET
cpeacTtBa (¢ukcanuu (MEPCOHAIBHBIA KOMIIBIOTED Ui COCTaBJIEHHsS IPOTOKOJA
CJIEICTBEHHOTO JENCTBUS, (poToanmapar, Buieokamepa, IMKTO(oH H T.11.)

Kpome Toro, cymiectByroT ciydau, KOTJa NPHUMEHEHUE TEXHUYECKUX CPENCTB
OTHOCHUTCSI TOJIBKO K HCKJIIOYUTEIbHOM KOMIETEHIIMM clienuanucra. Tak, mpu
OCBU/JIETEIHCTBOBAHUH, CONPSKEHHOM C OOHa)KEHHEM JIUIIa APYroro MoJia Cie0BaTelb
HE MPHUCYTCTBYET, U PoTorpadupoBaHue, BUICO3AMNUCH MPOU3BOAUTCS BpadoM (cT. 179
VIIK P®). Ilpu wu3bATUM DJIEKTPOHHBIX HOCHTENeH HWHGPOpPMAlUU TEXHUYECKHUE
CpelacTBa MNpUMEHsoTCA cnenuanuctoM. [lo XonaTailicTBy 3aKOHHOTO BIaJenblia
U3bIMAaEMBbIX 3JEKTPOHHBIX HOCUTENeH MH(popMaluu Win objanaTens cojepkaiiencs
Ha HUX MHQOpMAIUM CHEIMATUCTOM, OCYLIECTBIISIETCS KONMMPOBaHHE MHPOpPMAIMKU Ha
JpyTUe 3JIEKTPOHHbIC HocuTenu uHpopmanuu (ct. 164.1 YIIK P®). C.B. 3yes (2017)
CUMTAET 3TO IOJIO)KEHHUE CIIOPHBIM, IIOCKOJIbKY JIaHHO€ JEeMCTBHE MOXET OBITh
BBITNIOJIHEHO CAMMM CJIEIOBATENIEM M NPHUBJICUEHUE CIIELHUANINCTA SBISIETCS W3IUIIHUM
(c. 31-35).

Cratbs 166 YIIK P® ycranaBiuBaeT o0mue npaBuia, Kacaromecs MpuMeHEHHs
TEXHUUYECKHUX CPEJICTB B XOJI€ CIIEACTBEHHOIO JAeWcTBUA. Tak, MPOTOKOI MOXET ObITh
HanucaH OT pPYKH WJIM M3TOTOBJIEH C IIOMOIIBIO TEXHMUYECKHUX cpeacTB. Eciam y
clenoBaTenisi €CTh BO3MOXXHOCTh MCIIOJIB30BaTh TEXHUUYECKHUE CpeICTBa (HampHUMep,
IPOBE/ICHUE CIIEJICTBEHHOIO JEUCTBUS B KaOMHETE CIeloBaTessl MM HCIOJIb30BaHHE
NepeIBKHON KpUMHHamucTHueckor mnadoparopun (IIKJI)), To, kak mpaBuio,
IOPOTOKOJI 3allONIHSAETCS B OJIEKTPOHHOW (opMe MpH TOMOIIM MEPCOHATBHOTO
KOMIIBIOTEpa CIIeJIOBATeNs, pacleyaThlBaeTcs Ha MpPHUHTEpPE, a IMOoCie YYaCTHUKH
CIIEICTBEHHOTO JEWCTBMSI 3HAKOMATCA C HUM M, NPU OTCYTCTBUH BO3PaXECHHI,
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YIOCTOBEPSIOT MPABMIBHOCTh (PUKCAIMH. B MpOTOKONE MOHKHBI OBITh YKa3aHbI TaKKe
TEXHUYECKHUE CPEJCTBA, MPUMEHEHHbIC NPU IPOU3BOJCTBE CIEACTBEHHOIO JeHcTBuS,
YCIOBHS U TOPAIOK MX HCIIOJIb30BAaHMS, OOBEKThI, K KOTOPBIM 3TH CpEICTBa OBUIH
IPHUMEHEHBI, U NOJTyYeHHbIe pe3ysbTaThl. Hapsay ¢ 3TuM, 10KHO ObITh OTMEUYEHO, UTO
JWIa, YYaCTBYIOIIUE B CIIEACTBEHHOM JEHCTBHH, ObUIM 3apaHee NpPeayNpexaeHBI O
IPUMEHEHUH IpU IPOU3BOJCTBE CIEACTBEHHOIO JEHCTBUS TEXHUYECKHX CpPEICTB.
Brreykazannslie monoxxeHust 1yonupyrorcs B 4. 3 cr. 180, 4. 6. cT. 186, m. 2 4. 4 cT.
190 VIIK P®.

Cormacio 4. 6. cr. 186 VYIIK P® B ciyuae uctpeOOBaHUS Clel0BaTelIeM
HOJYYEHHOM B XOJie NPOM3BOJACTBA KOHTPOJIS M 3alUCH TeIePOHHBIX M HUHBIX
neperoBopoB  (OHOTPaMMBI, OHA TMEpefaeTcs eMy B OIECYaTaHHOM BHJAE C
COIIPOBOJIUTENIBHBIM IHChbMOM, B KOTOPOM JIOJDKHBI OBITH yKa3aHbl JaThl M BpeMs
Hayaja M OKOHYAHMs 3alMCH YKa3aHHBIX IEPEroBOPOB M KpaTKUE XapaKTEPUCTUKU
WCIIOJIb30BAHHBIX MPU 3TOM TexHHuYeckux cpeacTtB. Cornacho 2 4. 4 cr. 190 VIIK PO
€CIIM B XOJIe JIONpOca MPOBOIMINCEH (hoTorpadupoBanue, ayuo- U (WIH) BUICO3AIUCH,
KHHOCBEMKA, TO IPOTOKOJ JODKEH TaKXKe COJepXkaTh CBEICHHS O TEXHHUYECKUX
cpencTBax, o0 ycioBusx —QororpadupoBaHus, ayauo- ©  (HMIIU)BUACO3AINCH,
KUHOCBEMKH U O (paKTe MPUOCTAHOBICHUS ayJuo- U (WIM) BUJEO3ANUCH, KHHOCHEMKH,
IPUYMHE U JUIMTEIbHOCTH OCTAHOBKH UX 3anucu. MokHO 000CHOBAHHO Ipe/IioJiararh,
YTO 3aKOHOJATENb MO “TEXHUYECKMMH CPEACTBAMU  MOAPA3yMEBAET, B ClIydae 4. 6. CT.
186 VIIK P®, obopynoBanwue, Mpy MOMOIIHA KOTOPOTO MPOBOIUTCSI KOHTPOJIb M 3aIHCh
TesNe()OHHBIX M MHBIX IEperoBopoB, a B ciaydae m. 2 4. 4 c1. 190 VIIK P® mnox
“TeXHUYECKUMHU  CpEACTBaMHM~  MOJpa3yMeBaeTcsi CpeacTBa  (UKcaluu  Xoja
CJIEZICTBEHHOTO JeiicTBus ((oroammapar, BUaeokamepa, TUKTOPOH M HHBIE CpeJICTBa
¢dukcanun).

B coBpeMEHHOM pPOCCHUICKOM YIrOJOBHO-TIPOLECCYAIbHOM 3aKOHOJATENILCTBE
UMeEeTCs] MHTEpEecHasl CBSI3b TEXHUYECKHUX CPEICTB C MHCTUTYTOM MOHSTHIX. Tak, B
clly4ae, €CiIM CJIeIOBaTellb IMOCYUTAET y4acTUE IMOHATBHIX B CIEACTBEHHOM JCHCTBUM
HEHY’KHBIM, 32 UCKJIIOUEHUEM CITydaeB, IperycMoTpeHHbIX 4. 1 ¢T. 170 VIIK P®, unu B
clly4ae, €Clli CIEICTBEHHOE JEHCTBHE MPOBOAMUTCA B TPYIHOIOCTYIHOM MECTHOCTH,
OpU OTCYTCTBUM HaJJIeKAIllUX CPEJICTB COOOIIEHUs, a TaKXKe €eClIM YydyacTHE B
CIIEICTBEHHOM [E€HCTBUM CBSI3aHO C ONACHOCTBIO JJs JKU3HU M 370pPOBbs, TO
00s3aTeNbHBIM SIBISIETCS IPUMEHEHHE TEXHUYECKUX CPEJCTB. B yKkazaHHBIX cUTyalusx
TEXHUYECKHE cpelcTBa OyayT HeOoOXOAMMBbI s (PUKCAlMM XOoJa U COJEpXKaHMS
CJIEICTBEHHOIO  JIEUCTBUS. Texnuueckue cpencrtsa Oyayt  “mybmupoBatrh”
JESATEIBHOCTD TIOHSTHIX, @ UYMEHHO yJIOCTOBEPEHHUE X0/ U PE3YJIbTATOB CIIEICTBEHHOTO
nerictBuss.  OTHOCHTENBHO OJTHUX TOJNOXKEHMM BeayTes cmopel. K mpumepy,
B. B. SIposenko (2018) npu BbiOope cnocoba (ukcamu xoa cIeICTBEHHOTO IeHCTBUS
OTHAET MpPEANOYTEeHUE MOHSATHIM, IMOCKOJIBKY MCIIOJIb30BAaHHE TEXHUYECKUX CPEICTB
JIOITyCKaeT BO3MOXKHOCTh MCKa)KEHHUS pe3yJbTaToOB BHUIEO- (poTocheMkH (c. 56-65). B
apyroit cBoeit pabore B.B. fpoerko (2016) mwmimer, 9ro 3aMeHa IMOHSATBHIX
TEXHUYECKUMHU CPEACTBAMHU JOJKHA HOCUTh MOTHBHPOBAHHBIH XapaKTep, MOCKOJIbKY
uHOe  OyzneT  CBUJETENbCTBOBATH O  HAapylleHUu  TpeOOBaHWI  YyrOJIOBHO-
nporieccyaabHoro 3akoHa (c. 746-763). C apyroii croponbi, C. A. Mopozos (2021)
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OTMEUAET IIOJIO)KUTEIBHOE BIIMSHUE O3TUX IIOJOKEHUH Ha XOJ MNPEABAPUTEIBHOTO
paccieioBaHus, MOCKOJIbKY OHU MO3BOJISIFOT CJIEOBATEI0 HE TPATUTh CUJIBI HA JTOJITUI
MOUCK TPaXKJaH, JKENAIOIIUX MPUHATH POJIb MOHITOr0, U ONEPATUBHO MPUCTYIUTH K
ClleZICTBEHHOMY aeiicTBuio (c. 18-22).

Ha cramuu cynebHoro pasbupaTenbcTBa TEPMUH “TEXHHYECKOE CPEICTBO™
ynomuHaeTcsa B crathsax 259 m 303 VIIK P®. CornacHo cratee 259 VIIK PD gns
o0ecrieyeHus MOJHOTHI MPOTOKOJA CyI€0HOT0 3acelaHus IIPU €ro0 BeICHUH MOTYT OBbITh
ucrnosnb3oBanbl TexHuueckue cpexacrBa. Crarbs 303 VIIK P® npegycmarpuBaet
BO3MO>XHOCTbh M3TOTOBJICHUS IIPUTOBOPA MPHU MMOMOLIM TEXHUUYECKUX CPEICTB OJHUM U3
cyneii. Te »xe cample (YHKIMHM TEXHUYECKHE CpPEICTBA BBIMOJHSIIOT Ha CTaauu
NpeBapUTEIILHOTO paccleioBaHus, a WMEHHO (UKcanus XoJa W COJCpKAaHHUS
CJIEICTBEHHOTO JIEHCTBUS, a TAK)KE U3TOTOBJICHHUE IPOTOKOJIA CIIEACTBEHHOTO ICHCTBHUS.

HemanoBaxkHoe MecTO B CHCTEME TEXHUYECKHX CPEACTB 3aHUMAET CHUCTEMa
BUJICO-KOH(EpEHII CBsA3H, KOTopas periameHtupyercs kak Hopmamu YIIK P® (cr.cT.
35, 240, 241, 278.1, 293, 389,12 VIIK P®) tak u Ilpukazom CymeOHOro aemnapTaMeHTa
npu Bepxosaom Cyze P®. Jlannas cuctema mo3BoJsieT JIMaM MOCPEACTBOM YCTPOUCTB
ayMOBH3YAJIbHOW Tepeaayn MPUHATh y4acTue B Cy/IeOHOM 3aceJaHHH B CITydae, eClid
HEMOCPEJICTBEHHOE y4YacTUE JUIS HUX HE SBJISIETCS BO3MOXKHBIM WM 3aTPYAHEHO IO
pany npuuuH. l[IpakTMka TpUMEHEHUs MAaHHOW CHCTEMBI SBIISIETCS OTHOCUTEIBHO
HOBOW, HO B TO JK€ BpPEMs JIOCTaTOYHO PpACIHpPOCTpaHEHHOH. TeM He MeHee, OHa
BbI3bIBaCT pasnuuHbie cropbl. Tak, M. A. IOpkesuu (2021), B cBoeii pabore, CTaBUT
[OJl COMHEHHE BO3MOXKHOCTh IIOJHOLIEHHOTO Yy4YacTHsi B CyAeOHOM 3acelJaHuu
MOCPENICTBOM JaHHOU cucTtemsl (c. 12-21). A. A. Imutpuesa u [I. C. IBaHOB BBIIEASIOT
npobjeMy pealu3alud MpaB OCYKIACHHOTO M 3alIUTHUKAa B CyAeOHOM 3acelaHuH
MOCPEICTBOM CHUCTEM BHUCOKOH(epeHi-cBs3u (Jmurpruesa u MBanos, 2019, c. 14-18).
pyrue ke aBTOpbl U BOBCE PacCMAaTPUBAIOT BOIPOC O BO3MOXHOCTU NPUMEHEHUU
JTaHHOW cucteMbl B JocynedbHom mpousBoactBe (Illareesa, 2020, c. 67-76). Pan
BOIIPOCOB OTHOCUTENIBHO 3(h(hEKTUBHOCTH JAHHOM MPOLEAYPbI, BCKOPE MOCIIE BBEIACHUS
JTAHHOW HOPMBI, PaCCMaTPHUBAI U OJMH M3 aBTOPOB HacTosiei crateu (MBanos, 2011,
c. 25-27).

Cratbsa 6 denepanbHoro 3akoHa P® ”O06 onepaTUBHO-PO3BICKHON JEATEIBHOCTH
IIPEyCMAaTPUBAET BO3MOXKHOCTH HCIIOJB30BaHUS B XOJ€ ONEPATUBHO-PO3BICKHBIX
MeponpusITHii MH(GOPMAIMOHHBIX CHCTEM, BHAEO- U ayduo3alKcCh, KHHO- U
dboToCheMKy, a TakXkKe Jpyrue TeXHHMYeCKhe U HHble cpeacTBa. Kpurtepusmu
JOTTYCTUMOCTH TaKUX TEXHMUYECKUX WM MHBIX CPEJCTB SBIISETCS OTCYTCTBUE yIiepOa
JKU3HU U 310pPOBBIO JIIOJEH U Bpela OKPY’KAIOLIEH cpeie IpU UX ucnoibp3oBaHuu. [Ipu
MPOBEJCHUH TPEABAPUTEIHHOIO pacciaeOoBaHUsl HEMAJOBaXXHOE 3HAYEHHE HMEIOT U
pe3yiabTaThl NPUMEHEHUSI TEXHUUYECKHX CpPEJICTB B XOJ€ OINEpPaTUBHO-PO3BICKHBIX
meponpusituii. C. B. 3yeB (2017) cuuraer, 4TO NPHUMEHEHHE TAKOW 3JIEKTPOHHOM
uH(pOpMallMKM JOMYyCTUMO B TMpoIecce AOKAa3bIBaHMS, OJHAKO K HEH JOJDKHBI
NPEIbABIATHCS TaKUe jke TpeOOBaHUS YroJIOBHO-TIPOIECCYATbHOIO 3aKOHOAATEIbCTBA,
KaKk U K JAPYTUM pe3yJbTaTaM OIEepPaTHBHO-PO3BICKHON NIeATEIhHOCTH, TpeOoBaHUE
JOTYCTUMOCTH JIOJKHO OTHOCUTBCS HE K camMod MHpopManuu, a K €€ HOCHUTEINIO,
croco0am MoJry4eHus u 3akperuieHus (c. 24-29).
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@®enepanbhblil 3akoH PO 7O nonuuuu” Takke peryjaupyer AeATelNbHOCTh I10
MCIOJIb30BAaHUIO0 TEXHUUECKUX CPEJCTB, @ UMEHHO II€JIM UCIIOJIb30BAaHUS TaKUX CPEJCTB.
Tak, B crarbe 11 @3 “O noauuuu” CKa3aHO, YTO MOJUIMUSA UCIOJIb3YEeT TEXHUUYECKUE
CpelICcTBa, BKJIIOYas  CpeacTBa  ayauo-, (oTo ©  BUICOPHUKCAIUMHM, IPU
JIOKYMEHTUPOBAHUU OOCTOSITENILCTB COBEPIICHUS MPECTYIUICHUN, aIMHUHHCTPATHBHBIX
MIpaBOHAPYLICHUH, OOCTOSTENHCTB MPOUCIIECTBUM, B TOM 4YHUCJIE B OOIIECTBEHHBIX
MeCTax, a Takke JUisi GUKCUPOBAHMSI ACUCTBUN COTPYAHUKOB TIOJTHUIINH, BBITOIHSIOIINX
BO3JIOKEHHbIE Ha HUX oOs3aHHOCTU. CtaTths 13 (denepanbHOro 3aKoHa AOMYCKAeT
MPUMCHCHUE TEXHWYECKHX CPEICTB B Cllydae, €CJIH: CYIIECTBYEeT HEOOXOIUMOCTH
MPOTUBOACUCTBUS OECHIIOTHBIM BO3AYIIHBIM CyJaM B TMPEAYCMOTPEHHBIX 3aKOHOM
ClIy4asix;  CyIIECTBYeT  HEoOXOoAMMOCTh  oOecriedyuBarb  0€30MacHOCTh U
AHTUTEPPOPUCTUUYECKYIO 3alUIICHHOCTh. llonuums BOpaBe HCMONB30BAaTh B CBOEH
NESATCIIbHOCTH HMH()OPMAIIMOHHBIC CUCTEMBI, BHUICO- W ayJUOTCXHHUKY, KHHO U
doroanmaparypy, a Takke Jpyrue TEXHMUYECKHE M CIHEeIUalbHbIE CpPEICTBA, HE
NPUYMHSIONME BpeIa JKU3HU M 3JI0POBBIO TPAXKIAH, a TAKXKE OKPYKAIOIIeH cpene.
JlaHHbIe HOPMBI HEJIb3 0OONTH BHUMaHHEM, ITOCKOIBKY Hepeako pe3yiabTarel OPJl unun
aJIMHUHHCTPATUBHBIX MPOIEIYP, MPOBOJAUMBIX B paMKax 3akoHa “O moaunuu’”, B T.4. U
pe3yNbTaThl MPUMEHEHHUS TEXHUUYECKUX CPEACTB, UCIOJB3YIOTCA B JOKA3bIBAaHUH I10
YTOJIOBHBIM JICJIaM.

Hcxonas u3 BIIIECKa3aHHOTO, TEXHUYECKUE CPEACTBA MOXKHO KIIACCU(UIIMPOBATH
10 HECKOJIbKUM OCHOBAHHSIM.

[To momycTUMOCTH TEXHUYECKUE CPEACTBA JENSITCS:

- 00IIIe 10Ny CTHUMBIE;

- TOTTYCTUMBIE B OTIPEACNEHHBIX CUTYAIUsX.

ITo cyOBekTaM yrooBHOTO MpOoIecca TEXHHUECKHE CPEICTBA JICTISATCS:

- TEXHUUYECKUE CPEJICTBA, UCIIOIb3yEMBIE CYI0M;

- UCIIOJb3yeMbIC CIICOBATEIIEM W MHBIMHU COTPYJIHHUKAMH MPABOOXPAHUTEIHHBIX
OpraHoB;

- TEXHUYECKHUE CPEJICTBA, MCIIOIh3yEeMbIe YaCTHBIMH JTUIAMH (ITOTEPIEBIIHA, €ro
MPEeJICTaBUTENb, 0OBUHSIEMBIH 3aIIUTHUK U TPaXTaHCKHUH UCTEN);

- TEXHUYECKHE CpEJICTBA, HCIOJNBb3YyeMbIC JIMIAMU  COJICHCTBYIOIIUMU
MIPOU3BOJICTBY MO JIeNy (IKCHEPT, CIeIUATIHCT).

['oBOpst 0 CyOBeKTaX, MPUMEHSIOIINX TEXHUYCCKUE CPEJCTBA, CTOUT OTMETHTh,
YTO JJIs JOJMKHOCTHBIX JIMII, B 3aBUCUMOCTH OT CUTYAIIHH, 3TO MOXKET ObITh KaK MPaBOM
cyOBeKTa, TaKk U 00S3aHHOCTHIO (HAIIPHUMEpP, BUACOCHEMKA CIICJICTBEHHOTO JICWCTBUS B
OTCYTCTBHE TIOHSTHIX, ayAHONPOTOKOIMPOBAHUE CyAeOHOro 3acedanwus). YacTHbie
T, TPUMEHSIONIME TEXHUYECKUE CPEACTBA, B IEISIX 3alUTBI CBOMX HHTEPECOB
(0OBUHSIEMBII U €T0 3alIUTHUK, MOTEPIEBIIUN U €r0 MPEACTaBUTENh), HE MOTYT UMETh
takoi oOs3anHocTH. A. WM. TaeBoit (2020) 00OCHOBBIBACT TaKoe IOJOXKEHHUE B
OTHOIICHHUH TOI03PEBAEMOT0 U OOBHUHSIEMOTO UX MPABOM Ha 3aIIUTY, TO3BOJISIOIIUX UM
caMUM BBIOUpaTh criocob d(pPeKTHBHON 3alTUTHI CBOUX MpaB B HHTEpecoB (c. 47-50). B
OTHOIICHUU WHBIX YaCTHBIX JIUI] 3TO MPABO MPOJUKTOBAHO OOIIMMHU HOpPMaMH O 3aIIUTe
1 00eCTICUeHUH TIPaB YIaCTHUKOB YTOJIOBHOTO CYIOIPOU3BOJICTBA
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3aKoH MpeIyCcMaTPpUBACT OTKPBITHIN MepeueHb CIIydaeB, MPU KOTOPBIX BO3MOXHO
NPUMEHEHHE TEXHUYECKUX CPEICTB: HEOOXOIUMOCTh (PHKCAIMU XOAa W COJCpPKAHUS
CJIEZICTBEHHOTO JIeicTBUs (CyneOHOro 3aceqaHus) B LEISIX YAOCTOBEPEHHUS XOAa U
pe3yJbTaTOB CIICACTBEHHOTO JIeHCTBUsA (CylneOHOro 3acelaHus); H3TOTOBJICHUE
MPOTOKOJIA CJICACTBEHHOTO JeWCTBHsS (CyneOHOTO 3acemaHusi);  HEOOXOJIUMOCTH
OoOHapy>KEHUSI, 3aKpPEIUICHHSI W W3BATHS MPEIMETOB M JOKYMEHTOB;- IPOBEICHUEC
CJIEJICTBEHHOTO JCUCTBUS (KOHTPOJS M 3allMCH TENC(POHHBIX M WHBIX MEPETOBOPOB);
NPOBE/ICHUE OIEPATUBHO-PO3BICKHBIX MEPONPUSATHI, CHATHE KOMUH C Marepuania
YTrOJIOBHOTO JIeJa; WHBIE CIlydyaW, IPEeIyCMOTPEHHBIE YTrOJOBHO-TIPOIECCYaTbHBIM
3aKOHOJIATEIHCTBOM.

st Toro, 4roObl NMPUMEHEHHE TEXHUYCCKUX CPEJCTB MOXHO OBUIO CUYUTATH
JIOITyCTUMBIM, HEOOXOJMMO COOJIIOICHUE Psijia YCIOBHIA, B YACTHOCTH:

- B Cllydae MPUMCHECHHS TEXHUYECKHX CPEJICTB B XOJIE CIICICTBEHHOTO JIEHCTBUS
CJICZIOBATEIb JTOJDKEH MPEAYNPEANUTD JIUII, YIACTBYIOIIUX B CICICTBEHHOM JCHCTBUH, O
MPUMECHEHUN TEXHUYICCKUX CPEJICTB;

- 00s13aTeIbHOE OTOOPAYKEHHUE CBEJCHHU B MPOTOKOJIE CIICJACTBEHHOTO JICHCTBUS O
UCIIOJIb3YEMBIX TEXHUYECKHX CPEJICTBAX, WX KPATKUX XapaKTCPUCTUK, 00 YCIOBHSX
dororpadupoBanus, ayauo- 1 (KJIK)BUICO3aMNCH, KHHOChEMKH;

- TMPUMCHCHHE TEXHUYECKUX CPEIICTB JIOMYCKACTCS COTPYJAHHKAMH TIOJMIIMUA B
clly4ae, €Cli: CYIIECTBYeT HeOoOXOOUMOCTh MPOTUBOACUCTBUS  OECIMIOTHBIM
BO3JIYIIHBIM CyJaM; CYIIECTBYeT HEOOXOAUMOCTh OOeCreunuTh O0e30MacHOCTh |
AHTUTEPPOPUCTUUECKYIO 3alTUIIIEHHOCTh OOIIECTBA;

- TIpU TPOM3BOJICTBE OINEPATUBHO-PO3BICKHOW JEATEIHLHOCTH HWH()OPMAIMOHHBIC
CUCTEMBI, BHJICO- U ayJHO3aMHCH, KHHO- U (OTOCHEMKA, a TAKKe APyTrue TEXHUYECKUE
U WHBIC CpEJICTBA HE JOJDKHBI HAHOCUTH YIIepO KW3HU M 3J0POBBIO JIIOJEH H
MPUYUHSATE BpPel OKPYXKarolien cpee.

BbIBO/IbI

B pesynbraTe u3ydeHus Hay4HOU JUTEPATypbl MOKHO CAEIATh BBIBOJ O TOM, YTO
KaXJIbIil aBTOpP IO-CBOEMY OIPENENSIET MOHATHE ‘‘TeXHHYeckue cpencrtso’. Kaxnoe
ABTOPCKOE OMNpPEACIICHUE HMMEET IMOJO0KEHUE O TOM, YTO SBISAETCS TEXHUYECKUM
CPEACTBOM, OJHAKO BO3HMKAIOT Pa3jiMuus, CBSI3aHHBIE C LEIbI0 NPUMEHEHUS TaKUX
CPEICTB, YCIOBUH MX MPUMEHEHHUS WJIM K€ TaKue MPU3HAKA BOBCE OTCYTCTBYIOT, YTO
JIETIaeT TaKue OINPENEIICHUST HE COBCEM IOJHbIMUA. Ha OCHOBaHMM HCCIENOBaHUS
COBPEMEHHOTO 3aKOHOJATENIbCTBA MOXHO CHEJIaTh BBIBOJ O TOM, YTO HHCTUTYT
TEXHUYECKUX CPEACTB B COBPEMEHHOM POCCUKCKOM YTOJIOBHOM IIPOLIECCE HE SIBISAETCS
enMHbIM. HopMaTuBHBIE TIOJNOKEHMS, CBS3aHHBIE C KPYrOM JIMI, KOTOpBIE
YIIPAaBOMOYEHBI HA MCIOJIb30BAHUE TEXHUUYECKUX CPEACTB, YCIOBUSA UX NPUMEHEHHUS, a
TaKKe IeJH, KOTOPhIE OHU JOJKHBI BBITIOJHATH, “‘pa3OpocaHsl’” MO BCEMY YTOJOBHO-
MPOIECCYaTbHOMY  3aKOHOJATENbCTBY. JTO  OOyClaBIUBaeT  HEOOXOIUMOCTH
THIATETHPHOTO BHIOOpPa KaK KOHKPETHBIX TEXHMUYECKHX CPEACTB, TaK U OMNpPEACIICHHUE
CyOBEKTOB ¥ YCJIOBUN UX MPUMEHEHHSI B KOHKPETHOM IPOIIECCyalbHOM JISHCTBUU.
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Abstract

Engineering education usually includes the acquisition of a foreign language for a transnational
professional discourse. Engineering education also involves the acquisition of competencies to compose
functional technical systems from component parts. This paper provides a conceptual and empirical
exploration of a synergistic effect between these two learning processes. It proposes that engineering
education draw upon and incorporates this synergy. A pilot training course confirms that this leads to a
faster development of the overall engineering knowledge system. This training course implements the
conceptual finding according to which the process can be integrated on the model of language learning: to
learn mechanics. i.e. kinematics, is like learning English as a foreign language. The grammar of sentence
formation and the grammar for the effective technical placement of things teach engineers about symbolic
and conceptual order, what the language of mechanics is and how it differs from the language of
electronics, and how, for example, this difference needs to be accommaodated in the field of mechatronics.
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AHHOTANUA

WmwxenepHoe  oOpa3oBaHMe  BKIoYaeT OOy4YeHHE  HMHOCTPAHHOMY  S3BIKY  JUII  OCBOGHHMS
TpaHCHAIMOHAIBLHOTO npodeccroHanpsHOro auckypca. OOydeHHWE WHKEHEPOB TakKXKe Ipelroyaraet
HpI/IO6peTCHI/Ie HaBBbIKOB CHHTC3a TCXHHUUYCCKHUX CHCTCM U3 COCTABIAIOIMIUX HX 3JICMCHTOB. B cratbe
npejsiaraeTcs KOHUENTYalbHbIH 1 OMIMPHYECKUN aHAIN3 CHHEPTrUUecKoro 3¢ GeKra, BOZHUKAIOIIETO Mpr
B3aUMOCBSI3aHHOIM peau3alii 3THX IBYX MpolieccoB oOy4eHus. HHxeHepHoe o00pa3zoBaHHE MOXKET
IUIOJJOTBOPHO HCHOJIB30BaTh STOT CHHEPTU3M. Peanmzaiys SKCIEPUMEHTAIBHOTO Y4eOHOro Kypca,
MOATBEPXKIAET, YTO B3aMMOCBA3aHHOE OOy4deHHE crocoOcTByeT Ooiee ObicTpoMy (opmupoBaHHIO Y
o0ydJaromuxcsi CHCTEMBl OOIIETEXHWYECKHX 3HaHWi. B ocHOBe Kypca JeXHT KOHIEMNIHs, COTJIacHO
KOTOPOH H3yYeHHE MEXaHWKH, B YAaCTHOCTH KWHEMAaTHKH, WMEET CXOJHBIE 4YepThl C HW3yUECHHUEM
AHIVIMICKOTO $I3bIKa Kak WHOCTpaHHOro. CpaBHEHHWE TpaMMAaTHKH IIOCTPOSHHS NPEUIOKCHUH ¢
«rpaMMaTHK®» 3(GQEKTUBHOTO COEIMHEHUS YacTeil TEeXHHYECKHX CHCTEM CIIOCOOCTBYET HaydeHHIO
OyZymMX MHXEHEPOB CHMBOJIMYECKOMY M KOHIENTYaJbHOMY TIOPSAKY, CIEHH(UUECKOMY S3BIKY
MEXaHHUKH, a TaK)Ke TOKa3bIBACT KaK OH OTIIMYAETCS OT SA3bIKa AJIEKTPOHMKH, M KaK 3Ta pa3sHHULA JOJDKHA
OBITH yUTEHA, HAIPUMEP, B 00IACTH MEXaTPOHHUKH.

KuroueBbie ciaoBa. Ounocodusi nHKEHEpHOTO 0Opa3zoBaHus; MHOCTpaHHBIE S3BIKH,
S13pIk kMHEeMaTuky; MHTerpanus
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BACKGROUND:
ONE PROFESSIONAL LANGUAGE AMONG OTHERS

Foreign language as an academic subject is present in the curricula of many
technical universities around the world. Unlike the General English course which is
studied at school, higher education courses are mostly related to business English,
language for special purposes, professional or academic communication. In the case of
General English, students have a particularly strong interest in linguistic facts and a
motivation to learn through them the language of culture, the way of thinking and the
way of life of native English speakers. At the university, the motivation of students in
the course of their professional development shifts to more practical motives. A foreign
language becomes a tool for obtaining professional knowledge and a tool for self-
expression in a specialty. We are no longer talking exclusively about the culture of
native speakers; language comes to the fore as a means of mediation and socialization in
the international professional community.

Very often poor English becomes a big problem. According to Rudolf Jaenisch
(2010) from the Massachusetts Institute of Technology, “some papers from Asia are so
badly written that they are difficult to assess.” Therefore, “poor language quality which
cannot be understood by readers” is one of the main editorial reasons for the rejection of
research papers (Phani Kumar & Rao, 2018). Moreover, as noted by Adrian Wallwork
(2011), “native referees tend to be more interested in how the paper flows and how easy
it is to read. Non-native referees seem to focus more on grammatical and vocabulary
mistakes, so very accurate English is important”. A number of frequent and typical
grammatical, logical and conceptual errors that non-native English writers make
indicate the need for improving general English skills (Wallwork, 2011). A large
number of recommendations on various aspects of composition and of writing English-
language texts have been published (Kallestinova, 2011; Bhakar & Tarika, 2014).

In order to write correctly, one needs to read a lot and comprehend, extracting
relevant information. One can improve English considerably by reading lots of papers
and books in the field of interest. That will help revealing the typical phrases to express
various language functions (e.g. outlining the aims, reviewing the literature,
highlighting one‘s findings) (Wallwork, 2011). In fact, foreign-language reading of
professional literature (domain-specific texts) performs a much more important function
than just identifying service language concepts. It is inextricably connected with writing
and speaking and represents a complex activity that is carried out by the mental
operations of selection, categorization, analysis, generalization, synthesis. As a result of
these operations, the reader comes to comprehend what has been written, recreating
semantic connections (Serova, & Sabitova, 2020).

Informative reading contributes greatly to forming a professional discourse and a
professional lexicon as a means of capturing the elementary units of discourse. The
problem of lexico-grammatical features of domain-specific discourses requires
consideration of the relationship between vocabulary and semantics (C. Orna-
Montesinos), vocabulary and syntax (N. Zhinkin, T. Serova). In addition to syntax and
semantics, academic discourse as applied to the English language as the lingua franca is
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studied in other aspects; the examples are the rhetorical structure of research articles,
and hedging and cohesion in academic discourse across cultures (Laki¢ et al., 2015). A
whole area of teaching is developing — discourse-based teaching.

There is no doubt that English-language written and oral engineering texts, and
more broadly English-language engineering discourse, have specific features at the
levels of paradigmatics (genus — species, whole — part), at the syntagmatic level
(subjective, objective, temporal, spatial relationships, relations of quality and others), as
well as at the levels of rhetoric and cohesion. The success of professional
communication, both written and oral, is also significantly influenced by knowledge and
the ability to actively use the system of professional concepts, terms, acronyms accepted
in the international community — everything that can be included in the thesaurus of the
scientific field.

In a broader sense, the languages of the individual sciences are sometimes
discussed. The beginning of this tradition was probably laid by Galileo, who believed
that mathematics was the language in which the book of nature was written. In the case
of the engineering sciences, the description of the properties, states, movements of
objects is possible using the combination of words, diagrams, numbers, graphs, and
equations. In particular, the concept of the language of kinematics is known (Bodo et
al., 2000), which includes the concepts necessary to describe the motion of objects.
Consideration of the phenomenon of the language of kinematics (it is also called the
language of mechanics) as a special case of a specialized language allows us to clarify
two issues that are important from a pedagogical point of view.

The first one concerns the relation between the language of kinematics (as a
synthetic means of accumulation, knowledge transfer, and communication) and a
natural language, in particular English as the lingua franca of engineering education.

The second question is whether teaching the language of kinematics can be
integrated with teaching a foreign language within one pedagogical system.

THE LANGUAGE OF KINEMATICS IN ENGINEERING EDUCATION

Formal engineering education has existed for more than 200 years; its foundation
is associated with the opening by Napoleon in 1794 of the Grande Ecole Polytechnique
(Barbieri & Fitzgibbon, 2009). Pretty soon, the training of future mechanical engineers
moved from an apprenticeship on the shop floor to a combination of the acquisition of
practical skills with the acquisition of solid knowledge in mathematics and physics
(classrooms on scientific theory or mathematical analysis), as well as theoretical
knowledge in area of the device and functioning of mechanisms and machines. The
process of rapid accumulation of a huge amount of knowledge in this area required
comprehension and generalization.

Efforts to classify mechanisms were undertaken throughout the 19th century and
were based on tables and abstract symbolic notations (Moon, 2003), just as was done in
biology and chemistry. Based on the analysis of the composition and purpose of
machines, the designations of their typical parts appeared (F. Reuleaux, R. Willis,
others).
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Franz Reuleaux introduced in the last decades of the 19th century
the concept of kinematic pairs into the kinematics of a rigid body. He did so by
considering the mechanism as a part of a machine and thus a movable system of bodies
that are connected in a special way, with each body imposing restrictions on the
movements of others. Reuleaux classified kinematic pairs and proposed symbolic
designations. For example, the symbol ‘C’ was used to denote a cylindrical kinematic
pair, ‘P’ was used for a prismatic kinematic pair, and ‘S’ was used for a screw pair. The
features of parts of the mechanism (parallel to the axes, fixed link, teeth in gear wheels),
and even the working medium (4 — liquid, y — gas) were specially designated. Reuleaux
created a whole collection of mechanisms in which all types of kinematic pairs were
materialized.

This made it possible to designate simple mechanisms with a combination of
letters and numbers, in particular, the crank-slider mechanism, in which the ‘d’ link was
fixedly designated as (C,P")‘. This designation indicates that the links of the

mechanism are connected by three cylindrical pairs, the axes of which are parallel, in
addition, the mechanism includes one translational pair; link 'd' (one of the four links
‘abced) is fixed.

The importance of the problem of designating and classifying mechanisms, and
the degree of success with which it was possible to solve it, gave reason to say that
Reuleaux created a kind of “symbolic language ... to classify a machine, a syntax for
kinematic devices which he proposed as a tool to address the problem of synthesis, a
language for machine invention” (Moon, 2003). Indeed, using symbolic notation and
the concept of kinematic chains, Reuleaux was able to identify six ways of synthesis of
mechanisms: inversions, expansion of elements, redefining from plane to conic chains,
reduction of kinematic chain elements, augmentation of kinematic chains, generation of
compound chains. And it really resembles syntax in linguistics, like the synthesis of
various sentences from a set of words. Moreover, the language of kinematics actually
anticipated topology, a branch of mathematics that only appeared in the 20th century.
Currently, the kinematic topology of mechanisms is widely used in the science of
mechanisms (Amirinezhad & Donelan, 2019; Mueller, 2015) including such methods of
organizing connections of elements as graphs.

In the second half of the 19th century and in the 20th century, work on the
analysis and synthesis of mechanisms based on symbolic designations was continued by
Pafnuty Chebyshev, Leonid Assur, Franz Grashof, lvan Artobolevsky, Jacques Denavit,
Richard Hartenberg and other scientists. It is not finished even today, the issues of
analysis and synthesis of structures of mechanisms from a set of elements is of
significant theoretical and applied interest and continues to attract scientists (Pozhbelko,
2019).

Recognizing the importance of the problem of designating and classifying
mechanisms, Reuleaux had created a “scientific symbolic language of kinematics
(wissenschaftliche Zeichensprache der Kinematik)” (Reuleaux, 1875). He was careful to
ensure that his kinematic language could be usefully integrated with the ordinary
languages of culture. Just as one can use chemical notation to write chemical reactions,
so he develops a syntax and semantics for “writing mechanisms (Schreibung einfacher
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Mechanismen).” And just like the language of logic, his symbolic notation could enable
engineers to become aware of equivalences, allowing them to see that two seemingly
different mechanisms are really the same (Nordmann, 2002). Since the language allows
engineers to conceive hitherto unrealized compositions from the alphabet of machine
elements, his is also “a language for machine invention” (Moon, 2003).

The powerful idea of a language of kinematics as an alphabet and syntax of
moving devices, the multivariance of the resulting structures and the dependence of the
meaning of the parts on their place and role in the mechanism, influenced philosophy.
Since one physical state of a machine deductively implies the next, Ernst Kapp (1877)
drew on Reuleaux when he interpreted machines as material projections of the human
brain (Kapp, 1877/1978). Lewis Mumford (1970) used Reuleaux’s definition of a
machine for his theory of non-material socially organized “mega-machines.” When
Ernst Cassirer (1985) argued for technology as culture, he followed Reuleaux who
showed that natural motion becomes civilized and organized by the mechanical
movement of a machine. Most importantly for the present discussion, however, is
Reuleaux’s influence on Ludwig Wittgenstein’s Tractatus Logico-Philosophicus,
Wittgenstein’s engineering education in Berlin was shaped by Reuleaux. As Kelly
Hamilton (2001) has pointed out, Wittgenstein’s conception of a proposition is modeled
on Reuleaux’s notion of machine elements that can be combined only in specific ways
to form a mechanism. Wittgenstein says that the ontological structure of the world is
reflected in the logical structure of language — and vice versa (Wittgenstein, 1922;
Talalaeva, 2018). The key idea of the philosopher is to understand the structure of
sentences as the "logical scaffolding™ of the world (Wittgenstein, 1922, 3.42; Borisov et
al., 2010), that is, in order to establish the real state of affairs in the world, it is enough
to consider the structure of sentences, which together make up language. To know the
object X means to know which sentences with the name "X" are meaningful, and which
are meaningless (Wittgenstein, 1922, 2.01231, 3.311; Borisov et al., 2010).

In Wittgenstein's logic, two types of knowledge about an object are distinguished.
Semantic — knowledge of the meaning of a name, which does not imply empirical
knowledge, this is knowledge about the possibility of facts, the structure of which is a
given object. Factual — knowledge about the actual facts that include a given object.

Contextuality is also a characteristic feature of the language of kinematics. For
example, if | know the meaning of the object (phrase) rotational kinematic pair R, then |
also know that the fact "a link included in a rotational kinematic pair is capable of
turning™ is possible, and a fact “a link included in a rotational kinematic pair, can
translate " — is impossible. However, the object (name) ‘R’ acquires full meaning only
in the context of the sentence (in this case, the mechanism). If the mechanism is flat, it
can include an unlimited number of objects R, about the internal properties of which we
have complete a priori information. At the same time, in the case of a three-dimensional
spatial mechanism, the presence of even one rotational pair R (restricting translational
motion along its axis) gives a new quality to the others, since the limitation of
translational motion is no longer relevant, it is unnecessary. Therefore, all other
kinematic pairs impose excessive constraints (redundant constraints) on motion links,
that is, they lose their former internal properties. The way out of this situation is that
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rotational pairs R (except for one) should be replaced by cylindrical C,
which in the semantic sense is equivalent to making a sentence based on other objects.

As for teaching and learning kinematics as a professionally oriented foreign
language, it is necessary to find out to what extent the presence of a specific notation
system, the logical construction of scientific theses and thematic educational material
affect the teaching of the language as a means of professional communication. In other
words, is the language of kinematics something unique, or are there general patterns in
the formation of languages of professional communication?

Generally speaking, engineering education presupposes fluency in the language of
the specialty, some generalized technological language necessary to obtain, accumulate
and generate information of a professional nature, expressed both by means of verbal
and non-linguistic signs (formulas, pictures, graphs, diagrams, pictograms and other
symbols). An important component of such a language, which develops on the basis of
the native natural language, is the transnational component, which captures in a
symbolic form the experience accumulated by the (global/international) scientific
community in the process of studying nature and objects of the technosphere. In
addition, in the technological language of professional communication, a synthesis of
the native natural language and the language of logic takes place, in which the basic
rules for including objects into structures that have semantic and factual meaning are
formulated.

In our opinion, the language of kinematics should be considered as a system of
communication and fixation of information, which has specific formal and material
properties, develops in conditions of social interaction, is characterized by a close
connection of speech activity with thinking, has a special system of signs. This language
is formed by means of native and foreign languages simultaneously. Thus, it becomes
possible to think about the phenomena of mechanics and other branches of engineering
science as a foreign language in which to formulate meaningful technological
propositions.

It seems that the most important functions of the language of specialty are naming
and predication. In the context of this research, naming refers to the methods of
generalized description of the component composition, material performance, principles
of operation, limits of applicability, characteristics of various types— for devices,
machines, mechanisms, structures and other objects of the technosphere. A generalized
description is understood as a method of generating information in a form most suitable
for its use both in the individual thought process and in the exchange of information
between the subjects of engineering labor in the process of face-to-face or space and
time-separated communication. Predication includes generalized methods of operation,
performing actions with objects of the technosphere.

Obviously, the number of languages of professional communication, due to their
generalized nature, cannot be infinitely large. The set of these languages corresponds to
the enlarged list of specialties, excluding specializations. So, obviously, there is a
professional language of a mechanical engineer, electrical engineer, electronic engineer,
programmer, etc. At the intersection of specialties, technological languages interact, as,
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for example, the language of mechatronics integrates the languages of mechanics and
electronics.

TOWARDS THE INTEGRATION OF ENGINEERING AND
LINGUISTIC TEACHING

In the process of studying at the university, students become familiar with various
aspects of objects of professional interest, while due to the differentiation of scientific
knowledge, each academic discipline offers its own ways of learning. Objective factors
accompanying the formation and content of training courses in combination with
inevitable subjective factors lead to a variety of ways to describe objects of the
technosphere. The latter fact, combined with the complexity of such objects, as well as
the well-known difficulties that junior students experience in the process of adapting to
an academic situation that is fundamentally different from the way of acquiring
knowledge in school, leads to difficulties in the formation of an engineering picture of
the world that would allow for the productive integration of new information with
existing knowledge, and create an information base for engineering creativity (Krylov et
al., 2016).

The integration of teaching foreign languages and teaching the language of a
specialty has a pronounced synergistic effect (Khalyapina, Almazova et al., 2017;
Khalyapina, Popova et al., 2017). Today, there are a large number of definitions of
integrated learning. According to some researchers, there are at least forty of them.
David Marsh gives the following definition of content and language integrate learning
(CLIL), which was later adopted and supplemented by other authors: “content-language
integrated learning refers to any educational context focused on two subjects, in which
an additional language, i.e. not the main language, in which the entire course of study is
conducted, is used as a means of teaching a non-linguistic subject” (Marsh et al., 2001).
That is, introducing the acronym "CLIL" into scientific circulation, Marsh implies
situations when a foreign language is used in teaching certain disciplines or thematic
sections within their framework, pursuing the simultaneous study of the content of the
discipline and the foreign language (Marsh et al., 2010). Subsequently, Do Coyle also
gives an amended definition of CLIL: “CLIL is an educational approach in which
disciplines or their separate sections are taught in a foreign language, thus pursuing a
dual purpose: the study of the content of the discipline and the simultaneous study of a
foreign language” (Coyle et al., 2010).

The European Commission is considering this approach more broadly, with a
view to the use of language as a teaching tool. However, from the point of view of the
results of the research carried out by the European agency "Eurydice,"” it is possible to
talk about CLIL when “the dual purpose requires the development of a special, more
comprehensive approach, within which a professional discipline is not just taught in a
foreign language, but through and through a foreign language" (Eurydice, 2006).

The formation of concepts, categories related to professional activity is effective
and personally significant only if there are multiple sources of information about these
concepts and categories, as well as multiple ways of updating this information in the
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process of educational, quasi-professional and professional activities.

Comparative analysis of information presented in native and foreign languages
objectively contributes to a multiple increase in the efficiency of the noted processes.
Here, this kind of informational reinforcement comes from learning on the one hand that
any language provides rules for the composition of sentences from words, and learning
on the other hand that kinematic provides rules for the composition of devices from
component parts. Secondly, multilingual education creates conditions for a strong
mastery of students in foreign languages: the professional orientation of training
significantly enhances communicative interest and motivation for learning, this training
is expected to be much more effective than training in professional discourse within the
framework of traditional models of teaching a business foreign language in universities.

Integration is an amalgamation of previously disparate parts which leads to the
creation of a new entity that is greater than the sum of its constituent parts. In the
context of this research, we can talk about three types (threads) of pedagogical
integration: between two academic subjects and within each of them.

Interdisciplinary integration of a foreign language as an academic subject in a
technical university and an engineering discipline is possible on the basis of a common
subject content, didactic principles and methodological approaches that underlie the
respective educational processes. This process creates the conditions for overcoming the
subject-centered teaching system and for strengthening its humanistic orientation.

Interdisciplinary integration is represented:

- in relation to the object considered by engineers, which contains thought,
information, and which is a unit of consciousness, thinking and at the same time a unit
of language and speech;

- in the ways of comprehending reality: theoretical and practical activity-based
ways, or semantic (a priori) and factual ways;

- in the direction of comprehending reality: from simple to complex,
comprehension of the whole through the study of parts that are in a dialectical
connection with each other. It is possible to understand the principle of functioning of a
part of the system only if the general plan of the system is clear; dependence of the
meaning of the name on the meaning of the sentence; the title should be translated after
reading the entire article; the exact meaning of the term becomes clear from the context
when the term is included in the denotational structure;

- in the focus on the implementation of various methods of mental activity in the
process of solving an educational problem, which leads to the expansion and deepening
of professionally significant concepts;

- in the formation of “centers of crystallization” in the professional consciousness,
around which, following the logic of training, the growth of the conceptual field occurs;

- in relation to motives (emotional-volitional, motivational-value spheres), which
are reinforced by the extreme urgency of the task, which creates tension, which can lead
to a synergistic effect.

Integration within the academic discipline "foreign language™ is determined by
the multidimensionality of the process of teaching a foreign language and is expressed
in the integration of:
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- units of the external linguistic structure and units of the internal deep semantic
structure of texts;

- interrelated development of skills of four types of speech activity — listening,
speaking, reading and writing. Various types of speech activity can act as both a goal
and a means of learning. So, the teaching of oral speech related to the scientific and
professional style is based on written forms of communication, that is, on the analysis of
texts. On the other hand, if there is a theme-rhematic interaction between the teacher
and the student, the teaching of oral speech can be associated with listening and
subsequent dialogical communication. On the basis of dialogical and monologic speech
activity, it is possible to generate written texts;

- the process of introducing and activating new vocabulary, starting with listening
and reading, and continuing with speaking and writing;

- organization of the learning process including the following stages: joint
planning, implementation, assessment and correction;

- the formation of a discourse, including linguistic, non-verbal (pictures, diagrams,
formulas), background components.

Integration within engineering disciplines occurs along several threads of
integration:

- succession of engineering disciplines, partial intersection of their thesaurus
fields, the presence of " genes of information " (Polishchuk, 1993), common to several
disciplines;

- the allocation of invariant concepts in the structure of engineering disciplines:
mathematics (operations to obtain a numerical result), physics (reflection of objective
physical reality in the phenomena, rules, laws under study), philosophy (“how we
think”, the choice of methods and organization of the solution of the problem)
(Polishchuk, 1993);

- when constructing syllabus of educational engineering disciplines, thesauri of
which are organized on the basis of the selection of basic concepts, derived concepts,
principles, laws, formulas (Semin, 2001). Thus, the concepts of space, time, force,
work, energy are common to many, if not all, engineering disciplines;

- in the generality of methods for solving problems (analysis of data, initial /
boundary conditions, analysis of dimensions, conversion of units of measurement,
construction of a mathematical model, solution of mathematical equations, analysis of
the results obtained, planning an experiment, use of methods of the theory of solving
inventive problems, etc.), which are common for different disciplines. The language
means learned in the framework of the study of one engineering discipline will be
transferred, with the necessary correction, to the field of another discipline;

- information message (channel), expressed in the interaction of linguistic and
non-linguistic (pictures, diagrams, graphs, formulas) means of communication.

The realization of all the noted opportunities presents significant potential, but at
the same time a great challenge for all parties involved in the educational process.
Awareness of existing threads of integration and adherence to at least some of them will
allow planning and implementing specific pedagogy — integrative teaching / learning.
Such pedagogy should provide students with tools for generating and exchanging
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information necessary for active creative activity in a profession

understood in a broad sociocultural sense with all possible connections. The natural
basis for the integration of teaching a foreign language and the language of a specialty is
the theory of activity (Aleksei Leontiev, Sergei Rubinstein, Lev Vygotsky). Thus, the
second question posed in the introduction, concerning integration, should be answered
in the affirmative.

RESULT

In the 2018-2019 academic year at a large public technical university in the
European part of Russia, a project was carried out on integrative teaching of a foreign
language for the specialty of second-year undergraduate students. The experimental
group consisted of 13 students in the field of training related to mechanics. The control
group included 15 students of the same specialty.

The one-year English course was largely integrated with the course of Theory of
Mechanics, the purpose of the training was to form a system of language competencies
in students in a wide area (technology) and in a narrow area (theoretical mechanics).
The sequence of study courses is shown in Table 1.

Table 1. Time order of study courses

Theory of Mechanics (part Theory of Mechanics
| — Statics, Kinematics), in (part Il — Dynamics), in
Russian Russian

No English (part I) English (part I1)

Before the start of training in both groups, an attempt was made to test foreign
language knowledge in the subject area of statics. The test material offered a variety of
activities: multiple choice questions, open-ended questions, gap filling exercising,
reasoning questions. By this time, students successfully studied the statics section, that
is, they had formed a system of relevant subject knowledge in their native language.
However, testing revealed an almost zero level of perception of the same subject
information in English, which is why we are talking about an attempt of testing.

The design of the pilot training course was based on two principles noted above:

1) teaching methods of generalized description of technosphere objects and
methods of describing actions with them;

2) reliance on mathematics (operations to obtain a numerical result), physics
(reflection of objective physical reality in the studied phenomena, rules, laws) and
engineering philosophy.

The training was organized in the form of thematic units, see Table. 2. The study
of the material of the blocks was not linear, sequential, but was accompanied by
repeated returns.
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Table 2. Educational blocks

Numbers Objects Data Technology Elements of How to read
interpretation Theory of  engineering

Mechanics research

papers

Unit I: students worked on the skills of foreign language reading, writing and
interpreting numbers, fractions, mathematical notations and symbols, formulas,
expressions, units of measurement of physical quantities. The content of Unit |
corresponded to the structure of the math branches, the knowledge of which is required
to a sophomore student. These included algebra, trigonometry, elementary and analytic
geometry, elements of statistics, mathematical analysis, and linear algebra. In addition,
knowledge of the rules of reading the letters of the Greek alphabet was necessary for the
successful use of the numerical material included in the unit. As shown above, the
symbolic component is very strong in the language of the specialty, hence the
importance of this unit.

The essential factuality of engineering requires knowledge of the ways in which
objects enter into facts according to Wittgenstein, that is, the external properties of
objects. External properties are dialectically connected with internal properties, which
provide the basis for a priori logical constructions and for creativity. That is why the
Unit Il thematic block for nomination and predication of objects of both physical and
mathematical nature is important.

Unit 111 was devoted to methods of extracting information from pictorial sources.
Processing of statistical data is logically connected with reading diagrams, graphs,
drawings. Engineering work, like any research that has numerically expressed results, is
closely related to the analysis and interpretation (handling, analysis and interpretation)
of data, so this block is necessary in the course.

The first three blocks were compiled on the basis of a large collection of authentic
materials in accordance with the author's methodology (Krylov, 2020a).

Creative work requires a certain horizon, therefore, in Unit 1V, built on the
material of the well-known textbooks Oxford English for Electrical and Mechanical
Engineering (Glendinning, & Glendinning, 1995) and Professional English in Use.
Engineering (Ibbotson, 2009), the principles and features of the functioning of various
mechanisms, machines, devices, devices, structures were discussed; lexical-grammatical
and syntactic, semantic analysis skills were improved.

Unit V was needed to test the feasibility and usefulness of the interconnected
study of a foreign language and engineering disciplines. The material of specially
designed lessons (Krylov, 2020b) made it possible to deepen subject knowledge by
discussing thematic material in various formats.
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Finally, following the notion of the need to prepare students for life-
long education and the formation of a culture of extracting relevant information from
scientific articles and other sources, Unit VI implemented the methodology of
problematic research questions.

Upon completion of training, the students of the experimental and control groups
were offered a complex test, consisting of 5 parts: Numbers, Shapes, Data
Interpretation, Technology, Statics (Theory of Mechanics = Professional Knowledge).
The test results in fractions of 100 are shown in Figure 1.

It can be seen that for all five positions in the experimental group, significantly
better results were achieved than in the control group. However, according to the test
results, one more important conclusion can be drawn: the growth of foreign language
professional knowledge (Statics = Professional Knowledge), which testifies to a
relatively deep understanding of the subject area, is much slower than the formation of
other knowledge systems presented in Figure 1. However, compared to the near zero
entry level, the progress is impressive. Thus, interconnected teaching of a foreign
language and special disciplines demonstrates significant potential if certain conditions
are satisfied, one of the key is the duration of study, which cannot be less than two
semesters.

100
90
80
70

60
50 O Pilot group

40 @ Control group
30
20
10

1 2 3 4 5

Figure 1 Results of the final testing in the pilot and control groups:1- Numbers, 2 —
Shapes, 3 — Data Interpretation, 4 — Technology, 5 — Statics (Theory of Mechanics =
Professional Knowledge)

During the project, a survey of students of the pilot group was conducted in
September 2018 before the start of training and in May 2019, at the final stage. Table 3
shows the results of survey before and after training.
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Table 3. Self-assessment of students in the pilot group

before after before after before after before after

A 100 100
B 65 70 50 50 60 80 80 90
C 40 40 60 60 40 80 99 99
D 40 50 30 50 40 50 90 100
E 40 40 45 50 60 60 80 100
F 70 60 60 60 70 80 70 80
G 20 35 25 40 80 35 100 100
H 30 50 30 59 80 80 100 99
I 51 60 51 50 100 50 90 100
J 50 60 50 60 60 60 100 75
K 40 40 30 30 50 20 100 99
L 40 70 50 60 100 100 100 100
M 85 90 80 90 100 100 100 100

It is noteworthy that in many cases the ability and readiness to carry out foreign
language communication show significant positive dynamics. Coupled with an increase
in the frequency of using foreign-language internet resources, this can testify to the
achievement of personally significant results by students, which may have an impact on
their professional trajectory. The reverse dynamics in some cases testifies, in our
opinion, to the correction of overestimated self-esteem: training has shown that results
can be achieved only in the process of hard work with the expenditure of intellectual
and time resources. Not all students are ready for this.

CONCLUSIONS

In the modern world, engineers are looking for local solutions in a globalized
world, while engineering problems are solved both in their native language and in the
languages of international communication, most often English. For engineers in general
and for mechanical engineers, in particular, learning foreign languages is most effective
if it occurs simultaneously with their professional education, the development of
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conceptual thinking. This makes it possible to choose the shortest, most

accurate, least redundant and most effective linguistic expression of professional
thought, forming what we call the language of mechanics. Hence, the study of the
patterns of formation of the language of specialty in the systems of native and foreign
languages will be of great importance for increasing the efficiency and effectiveness of
engineering education.

Based on the foregoing, it can be concluded that the technology of content-
language integrated learning contributes to the activation of the process of mastering
foreign competencies based on the active integration of a foreign language with the
process of teaching professionally relevant disciplines. For students who have already
had an idea of the basic concepts of the subject, since it is part of the curriculum, it is
easier to perceive it in a foreign language. This reduces the uncertainty in the use of
foreign language resources for the delivery of content and professional opinion. To form
the communicative competence of students of non-linguistic specialties and to join
together the process of learning of two languages — the language of mechanics (as the
language of a specialty) and a foreign language, it is important to give them the
opportunity to think in a foreign language, to solve any problems that generate thoughts
in a foreign language, which acts in its direct function of forming and formulating these
thoughts. The application of the content-language integrated learning approach is
advisable in training students in technical and engineering areas, since for them the
study of a foreign language is often not a priority. "The purpose of reading for students
of non-linguistic specialties is not so much linguistic material, as information contained
in them™ (Khalyapina, Almazova et al., 2017). That is why the use of the format of the
content-language integrated learning of students of non-linguistic directions is one of
the factors that increase their motivation and stimulate educational and cognitive
activity.

In this way, our study proved the idea that content-language integrated learning at
the systematic use contributes greatly to the main mechanism for activating the learning
process of foreign language students of non-linguistic specialties of universities,
because their attention is inadvertently held at an interesting, new and meaningful
language material. They develop the ability to use the language of their specialty in a
non-native language on the issues of their competence. This greatly increases the level
of knowledge of foreign language of students at non-linguistics departments, which in
turn, increases the competitiveness of the future expert in today's highly competitive job
market.
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Abstract

This study identifies graphic features of words that are used in tattoos. Our interest in this type of name
tattoos is based on the fact that words have a great significance in a person's life. The article presents the
history of the origin of tattoos from ancient times, the geography of tattoos, and also describes in detail
the methods of ancient tattooing techniques. It moves on to the main task of analyzing the relationship
between fonts and meanings. For this, the tattoos were divided according to their meanings into the
categories “emotions”, “principles of life”, and “positions”, and divided also according to the fonts used —
“handwritten”, “book”, and “decorative™. The article concludes that handwritten fonts are most often used
in tattoos with romantic and family themes from the “emotions” category, conveying the feelings and
attitude of the owner towards other people. Book fonts predominantly express the principles of life and
motivations of the owners — thereby, they make a significant contribution to the “principles” category.
And finally, decorative fonts are chosen for tattoos that are supposed to challenge social stereotypes,
mostly from the “positions” category.
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AHHOTanus

JlaHHOe wmccnenoBaHue ompeaeiseT rpaduueckue OCOOCHHOCTH CJIOB, KOTOPBIE HCHONB3YIOTCS B
TaTyupoBKax. BeIOOp AJsl U3y4YEeHUs] TaTyHPOBOK C BepOANbHBIM COAEPKHUMBIM NPOAUKTOBAH TEM, YTO
CJIOBAa MMEIOT OOJIbIIIOE 3HAUEHHE B JKM3HM UYEJIOBEKa. B craTbe mpeacraBieHa HCTOPHUS MPOUCXOKIACHHS
TaTyHpPOBOK C JPEBHEHININX BPEMEH, reorpadusi TaTyHMpOBOK, a TAaKKe IOJPOOHO OIHCAHBI NPHEMBI
JPEeBHHUX TeXHHK. [ 1aBHOM 3amaueil ncciaeoBaHMs SBISETCS aHAIN3 B3aUMOCBS3M MEXIy mpudramu u
3HaUYCHMSAMH. JIJI1 5TOro TaTyMpOBKM OBUIM pa3/iesieHbl 10 3HAYCHUIO Ha KaTerOpHH ‘“OMOIMH”,
“HPUHIIAIEI XXU3HI U “TIO3UINH, a TAKKE MO UCTIONB3YEMbIM Mpu(TaM — “pyKOMUCHEIE”, “KHIDKHBIE” H
“nexkoparuBHbie”. B cTarhe menmaeTcs BBIBOA O TOM, YTO PYKOMHCHBIC MMIPUMTH dYaiie BCEro
HCTIONB3YIOTCS B TATYHPOBKaxX Ha POMAHTHYECKYIO M CEMEHHYI0 TeMAaTHKy (KaTeropus ‘aMomuu’),
nepelaroniiie YyBCTBA M OTHOIIGHHE BiaAenblia K JpyruM  JojsaM. KHibkHbIe MmIpHQTHI
MPEUMYIIECTBEHHO BBIPAXAIOT NPHHIUIBI JKU3HH W MOTHBAIMIO BJIAJENBIEB — TEM CaMBIM BHOCST
3HAUMTENbHBIN BKJIAJ] B KAaTETOPUIO “TIPUHIMUINGBI . U, HaKOHeI, JJIsl TATYUPOBOK KAaTETOpUU ‘‘TIO3UIUS”,
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INTRODUCTION

A tattooed body is always a body that tells something about the identity of the one
who bears the tattoos. The tattooed body is authentic, as authentic as the personality.
Body decoration is one of the oldest manifestations of human creativity. The history of
tattoos begins with the Paleolithic era. According to indirect written evidence, such
ornaments were used 60 thousand years ago. The actual confirmation is the ornaments
on the skin of mummies, which are about 6 thousand years old. The frozen body found
in the Alps (“Otzi the Iceman”), has 57 tattoos and this person lived approximately 3200
BC (Levin, 2008; Pesapane, 2014).

Over the centuries, the technology of tattooing has changed and improved, and it
Is now possible to transfer finer lines and more complex images. Tattoos had different
meanings in different eras and in different countries, they were a sign of inclusion and
exclusion, evocation and decoration (KloB, 2019). Today, decorative tattoos are one of
the strongest manifestations of a person's personality. As noted by Arp (2012), tattoos
express thoughts, beliefs, experiences, emotions and past personality. Tattoos today can
be drawings of any complexity in different techniques. However, the focus of this study
IS not images but words that people place on their bodies. Tattooing in the modern
world is, first of all, a statement. The fact that people use such an extraordinary way to
express themselves means that other ways of making statements do not seem sufficient
to them.

TATTOO TECHNOLOGY

Needles and pigment reservoirs, which could be used to create tattoos, have been
found since the upper Paleolithic period dating from 38,000 to 10,000 BCE (Bernstein,
2006).

The first tattoos in the history of the Indian tribes of Polynesia were made with
soot, which was driven under the skin with a special hammer and a sharp stick with
shark teeth. The main purpose of the drawings was to distinguish and indicate their
status. Special clay stamps were used to create the drawing. There are three main
techniques of tattooing. The simplest and therefore most ancient is the scratching of a
drawing on the body. The pattern can be preserved by the scars of lingering wounds.
This scarring is called scarification, and it is common among people with dark skin
tones. Tattooing dark skin is pointless, the drawing will not be visible.

Another technique involves the use of a needle and thread. A black-colored
(usually soot-colored) thread from an animal's tendon was stretched with a needle under
the skin, and so the pattern was created. This technique was used in North-Eastern
Siberia and by the Eskimos of North America. The third technique is the most
widespread — pricking the drawing with needles. Metal needles, fish bones, pieces of
sharp animal bones, chips of hardwood, fragments of shells were used. The dotted
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organization of the drawing allowed for creating a tattoo of any complexity. In some
cultures, different pigments were used, and the result was a multi-color drawing.

Further changes in tattoo technology were not very noticeable up until the end of
the 19th century. Though the pigments that were utilized changed, the tattoo artist
pierced the skin manually. Of course, the choice of dyes is significant since it is their
ingredients that can cause allergic reactions and serious harm to health. In order to
create blue colors mercury sulphide or cadmium selenide are needed; yellow colors may
contain cadmium; for green colors chromium oxide is used (Elsner, 2020: Farley et. al.,
2019).

A recipe for tattoo ink can be traced to the ancient Roman physician Aetius (527-
565) containing pine bark, corroded bronze, vinegar, vitriol, leaf juice and insect eggs
but more frequently used was a mixture of soot, charcoal and natural ingredients
(Berchon, 1869).

Levis in Philadelphia was the first American to advocate and practise tattooing
with colors. In Utrecht, Archer was the first to make an exhaustive and valuable study in
1874 of various colored pigments, carrying his research in three directions: the fixity of
colors, modifications occurring in the corneal tissue and the disposition of dispersed
pigment particles. Different colors derive their color from quite different substances.
For example, yellow can be produced by azo dyes or cadmium sulphide, and white by
lead carbonate, zinc oxide or titanium dioxide. These recipes were invented in the late
19th century, and not all of them were safe for the human body: In fact, cadmium can
harm the central nervous system, kidneys, and liver.
Historically, the formulation of tattoo inks was seen
as an art rather than a science with inks being
purchased on the reputation of those creating them
(Bahrawy et al., 2015; Ziegler, 1922).

Technological progress that changed the tattoo
process occurred at the end of the 19th century.
Thomas Edison invented in 1876 the electric
“pneumatic stencil” pen that made it possible to
create a stencil by perforating paper with a needle.
This was in 1891 used by Samuel O'Reilly to create
an electric tattoo machine (Figure 1). The new
machine, equipped with several needles and a paint
tank, made several punctures per second. Over the
next years, a lot of improvements and customization for different requests followed. So,
Alfred Charles Sauce added two coils to the pneumatic stencil pen and changed the
needle drive and ink supply (Parry, 2006). Tattoo machines made it possible to create
painterly pictures in the skin, and the popularity of decorative tattoos grew.

Figure 1. Electric tattoo
machine
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Table 2. History of tattoo technology

1876 | Thomas Edison's
electric pen

Samuel O'Reilly’s
1891 | electric tattoo
machine

Alfred Charles’
1899 | machine

Getchell’s tattoo
1902 | machine

’éACN MACHINE
BEARING THE NAME

Percy Waters’
1929 | tattoo machine

gl s

- e

‘%L/‘ \"\‘ THEY Wonh 3 ) it
,p} AREGUL A

ULAR
NO EXPERIENCE-/S-REQUIRED.

Carol Nightingale’s Becircariog b 579
1979 | tattoo machine
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Although it is still possible today to find masters who use manual needles rather
than electric devices, most often two main types of machines are used for tattoos: 1)
popular for over a century are induction (coil tattoo) machines, based on electromagnets
(“coils”) which set the movement of the striker to which the needle is attached, and 2)
rotary machines which became widespread in the 2010s, where an eccentric disc with
mismatched axes of rotation — an invention by Manfred Kohrs (Fuest, 2008)) — converts
motor movement to needle movement.

Despite their slower speed of operation rotary machines are popular because they
are light, make less noise and do not vibrate. Pneumatic tattoo machines are far less
common (inventor Carson Hill in 2000), although they provide quality and ease of
operation while being the most painless. There are special machines for drawing special
types of lines, for example, the Liner tattoo machine for bright dominant lines or the
Shader tattoo machine with low saturation to create a shaded surface (Alayon, 2007).

New technologies not only change the appearance of tattoos, they introduce
trajectories of development that come with a redefinition of their purpose (Neef, 2006).
New tattoos (NT) turn the skin into a source of dynamic and reversible lettering,
possibly responding to fine-grained organic variations of the skin (Bitarello et al.,
2011).

METHODOLOGY

We analyzed the tattoos of 488 people — of these 158 were known through
personal contact, the remaining 330 persons found on various social media sites (mostly
Instagram). All statistics are based on the tattoos featured in social networks, namely
live accounts and personal dating interviews. Clinton Sanders (2009) indicates that the
tattoo subculture is being brought into the mainstream via social media. margo DeMello
(2000) sees social media as a way for tattoo lovers to build community. Force Ryan
(2020) shows the special place that Instagram occupies in tattoo culture. We found the
330 publications of tattoos based on words posted on personal accounts in social
networks. Of these, 24% of the tattoos were created by men, 76% by women. Next, we
interviewed 158 University students who have tattoos containing the words. The survey
was anonymous, all participants agreed to participate and gave permission for the
publication of the photos in this study. All tattoos in the study are presented
anonymously and without specifying their affiliation.

DISCUSSION
Analysis of fonts used in tattoos

When a person is going to place a word or words on his or her body, then its
meaning comes first, but one should not lose sight of the visual representation of the
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word, which can affect the perception of the written word. Psychologists have studied
the influence of typefaces on humans since the 1920s (Poffenberger & Franken, 1923)
when the development of typographic technologies made it possible to diversify
printing. However, reliable information about the psychological aspects of typefaces
practically does not exist (Brumberger, 2003, p. 206). Only occasionally, authors have
attributed certain typefaces to such qualities as “serious yet friendly” (Kostelnick &
Roberts, 1998) or “very urban, with a touch of the theatrical” (Shushan & Wright,
1994).

If one of the main selection criteria for typographic options is ease of reading
(Dyson & Suen, 2016), then, in the case of logo fonts, emotional perception comes to
the fore (Doyle & Bottomley, 2006; Grohmann et al., 2013). On the one hand, some
fonts have a long history and are associated with a particular culture. On the other hand,
the art movements of the twentieth century such as the Bauhaus school of design
(Germany) and VKHUTEMAS (Russia) proved that expressiveness is achieved through

the dictate of the form of artistic expression by its
purpose and essence (Kinross, 1992).

The perception of a letter tattoo is influenced
by both the artistic expressiveness of the font and its
size. These two parameters are interrelated and also
depend on the place of the body where the
inscription is placed. This does not mean, however,
that longer text takes up more space on the body. On
the contrary, some owners find it interesting to
produce the text in the smallest technically possible
font. What matters here is whether a person makes a
tattoo first of all for him- or herself to see, whereby
only persons close to the owner can see it in rare
situations. Alternatively, one can place a word or
messages so that “everyone can see” it. Especially in the latter case the font size will be
significant

The digital fonts that exist today are extremely diverse. Some tattoo owners strive
for rare “unique” fonts, others use standard well-read fonts, while yet others use fonts
whose expressive power gives the word a special emotionality. In some cases, the word
can dictate the font, so the inscription COVID-19 would be ridiculous if it were made in
intricate italics with swirls.

The font is an important part of any design, its tone of voice and mood. Correctly
selected fonts create a sense of style, completeness, and quality. With good fonts, any
design looks more thoughtful, and the information becomes relevant.

While studying the fonts used in tattoos, we concluded that they can be divided
into three large categories: handwritten fonts, book fonts, and decorative fonts. This is
due to the fact that visually for a person who does not study fonts from a professional

Figure 2. Example of a
handwritten font
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point of view, there is not much difference between antique and grotesque, but there are
obvious differences between a font that looks like human handwriting and one that one
sees every day in books and other printed publications. Let's look at these groups in
more detail. All examples of tattoos will be introduced here by writing the name of the
described font in that font.
The first group is handwritten font (Figure
2). This is the largest group, which was used
in 59.6% of the total number of tattoos we
studied. The Handwritten fonty imitates the
handwriting of a person, when creating a
tattoo sketch, one can also make it look like
the client's handwriting. Thus, after applying
the tattoo, it seems that the owner wrote it on
his or her own body. Handwritten fonts are mostly imitation, have their own rules and
standardization, but people perceive them as fonts that better convey their feelings,
more personal and varied. In some cases real handwriting is used when preparing a
sketch. For example, one of the tattoos we studied was invented and written for the
owner by her mother as a family joke. In this case, the tattoo becomes unique. Another
one imitates a childish shaky handwriting: “Mom, what if I don't want to be a good
girl?”, implying the inner child's appeal to an adult.

The second group, the second most popular — book font (Figure 3). It was used

for 27% of the total number of fonts and includes several types of standard fonts.

First of all, there are varieties of antiqua, a font characterized by the presence of
serifs on the letters. The old-style antique, which made up 1.2% of the tattoos in this
group, was used only a few times in the ones we studied and conveyed instructions: “be
kind”, “be human.” The transitional antique for writing numbers and a few phrases was
used for 6.7% of tattoos, especially for writing numbers and several well-known
expressions such as “right here, right now” and “Explore.” New-style antiques
accounted for 7.9% of the total. It is difficult to systematize the cases in which it was
used, since it corresponds to a diversity of inscriptions: “Miguel,” “thoughts are
material,” “Balance.” Bar antique was used for 14.6% of the tattoos with book fonts we
studied and was used most often in combination with drawings: “COVID-19,” “Take care
of yourself,” “oltre” (which translates as “out”).

angel

-~

Figure 3. Example of a book font

Also included in the book fonts are
four types of grotesque fonts, which do not
use serifs. Old grotesques accounted for
10.1% and were used in laconic tattoos: “
nightmare,” “grounded,” “sorry”. In 5.6%
of tattoos new grotesques were presented,
which are written quotes in Portuguese:
“Bem me quero” (“well, | want”), “Feita
de séi e mar” (“Made of sun and sea”).
Humanistic grotesques make up 19.1%,

Figure 4. Example of a decorative font
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they were found in tattoos with the texts “Future,” “I can do anything,” “pride and joy.”
Geometric grotesques were the most popular: they were used in 34.8% of the examples
in this category. In tattoos (“5DMC,” “Go hard, go home”), they were combined with
lines and other simple geometric shapes.

As mentioned earlier, these fonts are perceived by humans as mechanically
printed. They also do not look like the expression of a person's thoughts and are often
used for quoting — songs, phrases, poems or just generally accepted ideas.

The last group is decorative fonts, which make up 10.6% of the total number
(Figure 4). In this category, we have divided Gothec decorative fouze and display

typefaces, since they assume a complex pattern connected with letters. It can be
drawings, lines complementing the letters, attempts to make the letters look three-
dimensional (Figure 4) with the help of shadows and colors. Most often, the decorations
in these fonts are thematically associated with the context of the written text — the Wild
West, the world of Tolkien, and so on. The Gethic decorative feur 1S Most often used for

expressions in Latin (for example “Aur wucere, aut mond’ — “Yictory or death”) since it

originated in the 12th century and can thus be associated with the even older, “dead”
language Latin. This font was used in 74.2% of cases. Display typefaces were used in
25.8% of the examples and were also supplemented with drawings, conveying certain
messages to people around them: “Breath in - breath out™, ”Spread love”.

Most often, such fonts are copyrighted, so each tattoo artist has their own style
and can use such fonts repeatedly — this makes the question of the uniqueness of tattoos
in this category controversial. Pecorativg fonts are creative, eye-catching tattoos,
sometimes the words in them are difficult to make out.

Analysis of words and meanings in tattoos

Most tattoos are short, consisting of several or even of just one word. They need
to maximize meaning in the small space set aside for the tattoo. One short word can be
written large enough and read well. The longer the text, the smaller the font size will be,
the text will be hard to read even at close range. Long text for tattoos is usually
superfluous, nevertheless an interesting example of a very long text is the recipe:
“ ‘kartofelny’: — boil a thick puree with butter and an egg; add flour, make cakes, —
scroll the boiled meat in a meat grinder + two boiled eggs + spices, — fry in a pan: finely
chopped onions + sauces + a mixture of meat and eggs, — make pies from tortillas and
the resulting filling; fry from 2 sides. ” Of course, the owner of the tattoo did this not
because he lacked a notebook for writing down recipes, but in honor of the love for
grandmother and her pies.

Very often, a word or sentence serves as a kind of encrypted sign referring to
certain life events. Some “password words” are more common than others but the
sample of the study suggests a great deal of variety. Even the strongest and most
common words are not repeated so often: the words “love” (2,9% of usage), “life”
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(1,22% of usage) and “never” (1,16% of usage). The word “love” can be mentioned in
the context of love for yourself, for the environment, or for other people — “love
yourself,” “love is,” etc. Some tattoos, as in the example on the left, where “amore”
translates to English as “love”, contain only this word, obviously hinting at the
importance of this emotion in the life of the person who made it.

The category “principles” (of life) has a more unambiguous interpretation and is
associated with people's views on their lives and behavior. Given that tattoos are often
associated with important events that people want to capture on the skin, tattoos can
reflect the views and principles of their owners, as well as the lessons that they might
learn from what happened. In addition, the word “life” often appears in well-known
cultural expressions, for example, “La vita e bella, ” which means “life is beautiful. ”

The word “never” is associated with the promises that people make to
themselves and others. These promises are then transferred to the skin to be a reminder
for life: for example, “never say never” Or “never give up.”

But the spread of words’ variety and usability is visibly huge, so all tattoos were
divided into 3 main groups to make consideration and processing simpler: emotions,
principles (of life) and positions (figure 5).

EMOTIONS POSITIONS
31% 22%
| LOVE MOTIVATION | BAD HABBIT
43% 26% 13%
| FAMILY LIFESTYLE | SADNESS
28% 51% 36%
. \. . J
( ' s ™
n NAMES HUMOR | HATE
28% 21% 21%
. \. . J
s ™
| DPARK HUMOR
27%

Figure 5. Percentage distribution by concept categories
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In the first group, which includes our feelings towards other people, art and
beautifulness, and even ourselves, there are 103 phrases in total. This is 31% of the total
number of tattoos we considered. To sum up the received information, the group was
separated. In conclusion, there are these subgroups: love, family, names (Table 2).

Table 2. Statistics by category “Emotions”

Emotions 31 %
Ne Category Percentages Examples
- TE———

11 Love 44% a&‘.“,

1.2 Family 28% e bl Ll T

“When I stop breathing, my
children’s hearts will continue to
beat”

1.3 Names 28%

“Helen”
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Mass culture used to define the word “love” as a romantic emotion or
relationship, and because of our esteem of romance this topic in the current subgroup is
the most used; 58% tattoos from the “love” subcategory are describing this kind of love.

However, some people prefer to use for their tattoos phraseological units and
well-established expressions which are usually exchanged between lovers: “Angel mio,
estate conmigo, ti ve delante de mi y yo te seguiré” (“My angel, you go ahead, and I
will follow you”)— a well-known Spanish aphorism. Other expressions of love are
“Forever yours,” as well as confessions (“You electrify my life”) and nicknames typical
for people in relationships (“Baby”).

Second in terms of popularity is love as a feeling in general, and it accounts for
29%. Almost all of these instances include exactly the word “love” or modifications of
it to show appreciation of this emotion or the significance of love.

In such tattoos, there is rarely a context
that hints at which of the meanings of the
word “love” is used. The owners of such
tattoos consider love as an important part of
their lives and want to preserve it. “Just love,”
hearts or just the word “love” — such tattoos
are concise and at the same time quite clearly
reflect the position of the person (Figure 6).

There are also tattoos that combine the
words “love” and “hate” as two strong
emotions, often echoing each other in
literature and cinema.

Two least used topics are friendship
and self-love. They contain 13% on the

Figure 6. Example for the whole.
"Love" category with text
“Love”

Self-love is expressed on tattoos through
appeals not to forget to love and take care of
ourselves no less than of the people we love. It
IS not just about self-esteem but also about
satisfaction of physical needs, taking care of
yourself, accepting your shortcomings, and so
on. Tattoos with those appeals are similar to
each other: “Love yourself,” “Do not forget to
love yourself,” this can also include “Believe

Figure 7 Example for the "Family"
in yourself” and “Be yourself.” category

The second subcategory, platonic love, is the expression of support through a
tattoo such as “I'm for you” or “Stay strong.”
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Another heart-warming topic is family which amounts to 28% from the
“emotions” category. 69% of those tattoos were related to parents with words “Mom
and Dad” or contained words about how important parents and family are on the whole
for the owner, as in “Family is everything” (Figure 7).

And 3% of these tattoos were related to sisters. We do not know for sure if these
refer to actual sisters, since young women sometimes consider themselves sisters.
Strong family ties can provoke a person to imprint the names of their parents or their
children on their skin for life.

In addition, many have a beloved one’s name on their bodies. 28% from the
“emotions” category involve names.

These can be presented, for example, as two names in the same ring or eternity
circle or decorated by indicating the year of birth or other drawings, but the essence
remains the same: to memorialize the name of a dear person. There are even people who
create tattoos with the names of their pets.

The second overall category concerns values that matter to life on people’s
bodies. 47% of the total number belongs to this group, and as in the previous group
were structured into subgroups: motivation, lifestyle, humor (Table 3).

Table 3. Statistics by category “principles (of life)”

Principles (of life) 46.67%

Ne Category Percentages Examples

2.1 Motivation 26%
et
; 71* 7
“Never give up”
2.2 Lifestyle 51%
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“Space inside”

“Go to the south” (but the word
2.3 Humor 21% “south” is written as it pronouncing
to make it similar to the swear word
in Russian backwards)

Firstly, a person's desire to see motivational
quotes is definitely huge and strong, because in our
research at all this subgroup is second by popularity
of using. 69% of phrases and quotes were divided
into this theme, and that means the worth and
significance of humans staying motivated through
their lifetime. An example of the most frequently
used motivational phrase “everything is in your
hands” (Figure 8).

Many inspiring and motivating phrases have
come to modern speech from antiquity, and many
tattoo owners choose common expressions in Latin
as inscriptions, such as “Per aspera ad astra”.
(“Through the thorns to the stars™), “Aut vincere aut

Figure 8. Example for the

mori” (“Either victory or death”),” “Vivere militare “MOtivatio_n” (.:at.egory with text
est” (To live is to fight), and so on. Everything is in your hands”

P

In addition, people put tattoos on their skin with
author's inscriptions and popular slogans, such as ”Never
give up, because good things take time,”“ “Follow your
heart, ”Be kind, be human”, “Everything is possible”
(figure 9).

Secondly, the subgroup “lifestyle” is the most
mentioned, and it includes 52% of tattoos in this category.
Here, happiness is the most used theme (73% of phrases).

As with the word “love”, the word “happiness” has
many meanings and it is used in tattoos as a word that does
not need additional explanations, since its particular
meaning is a personal matter of the owner.

Figure 9. Example for the
“Lifestyle” category
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_ Religion and lifestyle-preferences are quite on
l (S0 “ par since 15% of tattoos in this category pertain to the
. -~ (.*’.‘Q X first and 13% to the second.

‘// gh '} Putting words of prayers and appeals to God on
"m&!} | household items and memorabilia for religious people
a Is a long-standing practice. With the help of a tattoo, a
person can also demonstrate their attitude to life (with
faith in the Almighty) and at the same time leave parts

of prayers on their skin, such as “Save and Preserve”.

~ {
3 b4

Tattoos related to preferences are mostly based
on hobbies: “My life is music” and “Rock'n'roll”, as
well as tattoos with images of your favorite basketball
teams (for example, the Lakers).

The last of this group’s subgroup is humor. This topic is quite small compared to

others, because it has only 3% of tattoos in it. This refers to people wanting to cheer
themselves up or just having fun doing a tattoo.
Those tattoos are built on self-irony and sarcasm, the ability to laugh at their own
characteristics and shortcomings (for example “Do not wait for a miracle, do one
yourself”, which is a funny pun). The third major group reveals dark themed tattoos,
from gloomy thoughts to depressing sides of one’s mind. Subgroups (dark humor, hate,
sadness, bad habits and curses) include 22% of phrases overall (Table 4).

Consider the subgroup “sadness”, which is the biggest in this category and
which includes 37% of phrases. With the help of the examples below, one can see that
this category of tattoos is mainly associated with disappointment in love or in people. In
these tattoos, people express their pessimistic views on life and the belief that the world
is not as colorful as they see it.

This takes us to the least
subscribed theme overall, namely “bad
habits” which includes 14% of tattoos in
the positions category. Tattoos from this
category include negatively colored
words (for example, “Alcohol is a dream
killer” (Figure 10)), as well as pictures
that underpin them. For example,
bottles, cigarettes, syringes.  This
indicates the desire of the owners of
such tattoos to oppose public Figure 11 Example for the "Hate" category
stereotypes that condemn such habits.

Figure 10. Example for the
"Bad habits" category

158

soctech.spbstu.ru




Technology and Language Texnomnoruu B uadocdepe, 2021. 2(4). 144-167

The “position” category contains 22% of tattoos. Their meaning is not a valid
expression of hatred, although some statements may seem to be a manifestation of
misanthropy. Most often, tattoos of this category people try to convey their cynical
attitude to the world and the people around them. In addition to the example, there are
tattoos with the following inscriptions: “I want everyone to get behind everyone”, “I
hate people” and “Toxic” (Figure 11).

The next category is “Black Humor”, in this category we have identified 27% of
tattoos. Judging by the results that we received, many tattoos in this category were
supplemented with a pattern, which made them more indicative, like the tattoo in the
example on the right. There are also inscriptions “Existence is painless if you are dead”,
“I will grow up — I will die” and so on”, “My world of bullshit”.

Table 4. Statistics by category “Position”

Position 22 %
No Category Percentages Examples
3.1 Bad habits 13%
36%
3.2 Sadness
“In the range betwee‘n happiness and hope”
21%
3.3 Hate

“Revenge”
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3.4 Dark 27%

“Never trust humans”

Another interesting detail is the frequency of the usage of quotes, phrases from
books, films, TV-series or even from songs. 46 from all of tattoos are refer to popular
quotes, such as “carpe diem”, which is about 14,99% of all results

It is interesting to note that the verbal expressions presented on the body are
sometimes difficult to interpret, or the meaning implied by the author will not coincide
with the most obvious one. The most obvious way to “hide the meaning” is to use little-
known languages, which will be for most Russians everything except Russian and
English, but it is especially difficult to perceive hieroglyphs as a verbal message.
However, artificial languages can also be used, most often from works of fiction (Elvish
from Tolkien's books, the language of the Star Wars universe, the Valyrian language
created for the Game of Thrones series, etc.). There are several examples of inscriptions
in a language that is not at all identifiable, in which case the message is known only to a
few initiates. Special terms, jargon, names, or other words that are unknown outside of
certain groups may be used. For example, 5RDMS | A is a data server. Sometimes
comprehension of the meaning can be hampered by the contradiction between the image
and the words, for example, the word “love” is written using the coiling of a snake. In
other cases, although the understanding of the inscription is not difficult, the owner of
the tattoo implies something not obvious — as in the case of a quote that has a special
meaning for those who are familiar with the cited work.

Table 5. Variants of “hiding the meaning” in words

Category Examples Meaning

Unknown language Hidden
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Artificial language

Owner’s name written in
Daedric language

(the language of Daedra
and dunmers first
appeared in the game
“An Elder Scrolls
Legend: Battlespire™)

Using of non-
linguistic sign
systems

Little known
language

Infinity is not the limit

Samurai

Little known words

Zugzwang (from
German) — “Forcing to
move” for example in
chess. When the player
stands under pressure to
act even detrimentally.
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The owner of the tattoo
believes that the tattoo
demonstrates her hot
temper and
impulsiveness, combined
with reliability

Contradiction
between verbal and
visual language

CONCLUSION

In this article, we explored the meaning and significance of tattoos on the human
body. In a world where writing has existed for more than six thousand years, where we
constantly see the words expressed in the text, it is easy to see that not only the meaning
of what is written is important, but also the form in which it is conveyed. The meaning
of the words on the tattoos and the fonts used in them are inextricably linked, since the
choice of font is based on personal preferences and attitude to what will be written. As
such, the font is an important technological dimensions of tattooing as a technique of
communicating and self-expression.

The language of texts created on one's own body is a special phenomenon.
Tattoo creation includes a technical and a creative side. Forced conciseness forces us to
achieve maximum verbal and font expressiveness. This does not mean, however, that
the inscriptions will be understandable, sometimes the meaning of the embedded
message is hidden and accessible only to a certain group.

The implied longevity of tattoos which will accompany persons for a long time —
probably all their life — forces them to approach the creation of the inscription
thoughtfully and seriously. This study shows the relationship between the meanings of
the inscriptions and the writing used, however, there are many other factors that remain
to be investigated, for example, the placement of the tattoo, the relationship with the
drawings, and so on.

Handwritten fonts were most often used in tattoos from the “emotions” category
(54% of the number of tattoos in this group), in the “principles of life” category they
were found in 47%, and 46% in the “positions” category.
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This can be explained by the fact that the category of “emotions” includes
tattoos associated with romantic themes, family love and the names of people dear to
the owners. It has already been mentioned that the imitation of handwriting makes these
fonts unique. Emotions are very personal, so everything connected with them should
stand out and at the same time express sincerity. It also turned out that in this category,
by percentage, handwritten font was most often used in the subcategory “family” —
62%. However, according to the absolute number of examples, it was used most often in
the subcategory “love”.

In general, in the “principles” category, handwriting was also popular,
particularly in the “motivation” subgroup, which is similarly personal as emotions.
Usually, people project on such tattoos the words that help them not to give up and
continue to fight. In such matters, the words of personally connected people play a big
role, thus many tattoos of the subcategory “motivation” are written in handwritten font.

In addition to the positive side, the handwritten font can also express the secret
fears or tragedies of a person, which are also a personal matter. Therefore, you can see
that it is often found in the subcategories “sadness” (56%) and “bad habits” (60%). In
the other subcategories of the “positions” group, handwritten font is rare, since it is not
associated in the human mind with hatred or black humor.

Book fonts are most often found in the “lifestyle” category — there they make up
30% of tattoos. As it has already been found out, many examples from this group are
quotes from books, songs, well-known catch-phrases that we often see in books and as
slogans, so they are associated with printed text and standard fonts. In the sub-category
“humor,” the book font is popular, as it is used in 36% of tattoos in this sub-category.
Here, the joke resides not only in the meaning of the tattoo but also in the form of its
expression.

In second place for book fonts is the category “positions”, in which book fonts
accounted for 29%. Most often they are found in the subcategory “black humor” — a lot
of tattoos belonging to this group show jokes already invented by someone from the
Internet or books, that is, they are quotes or already established constructions, and
therefore they are naturally transmitted in standard fonts. It is noticeable that the
romance of the handwritten font seems inappropriate when you want to convey
someone's words that have been spoken many times by different people, and the
decorative font makes it difficult to read the tattoo which would prevent jokes to
produce the desired effect.

In the “emotions” category, the book font was used the least often. It was said
above that the dissimilarity of the handwritten font to all others — which can make a
tattoo special and personal — is fitting for emotions and makes it so popular in this
category. Obviously, the book font does not have such characteristics, so tattoo owners
are less likely to choose it to express words of love or the names of dear people.
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During our research, we found that decorative fonts are mainly used in the
“positions” category. These fonts are quite specific and can convey the peculiarities of
the thinking of tattoo owners, since their design depends on the skills and imagination
of the master, as well as the style of the owner. Decorative fonts are most frequently
found in the “hate” subcategory and account for 44% of the samples in this group. The
tattoos that we have identified in this category are mostly unusually designed quotes
from movies and TV series, as well as author's sketches, in which the use of an
accidental or ancient Gothic font allows you to better reveal the meaning of words.
Unlike handwritten fonts, decorative fonts are mostly not romantic and seem strange
and frightening to some people — they express aggression and are expressive enough to
convey hatred and black humor but are not suitable for use in tattoos of the
subcategories “sadness” and “bad habits.”

Less often decorative fonts were used in the “principles” category: only 23%,
with the largest share in the subcategory “lifestyle” (30%). This is twice as much as in
the “motivation” subcategory and more than the 18% in the “humor” subcategory,
which can be explained by two conclusions from the previously described studies. First,
it has already been mentioned that decorative fonts convey the characteristics of tattoo
owners. Secondly, in the “lifestyle” group, people try to express their opinions and
attitudes to life.

In the “emotions” group, decorative fonts occupy only 20%. Despite the
possibility of getting a unique tattoo, decorative fonts do not look gentle and smooth
enough to be used often in the subcategories “love* and “family”, where they occupy
15% and 21%, respectively. However, they can convey the character of people whose
names people want to write on tattoos, so in the “names” subcategory, decorative fonts
make up 27%.

Based on all the above, the following conclusions can be drawn.

It is important to approach the creation of a tattoo sketch with special care:
choose the right words and choose the design — the font. Since the tattoo carries a lot of
meaning and something important for its owner, he will try to convey his attitude to
what is written as accurately as he can, which is possible only with the use of the correct
font. People who imprint a bitter joke on their bodies about the injustice of life will not
use the handwritten style associated with romance and feelings. On the example of
tattoos, one can practically investigate how the semantic meaning of fonts is
understood.
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Handwritten fonts are used by tattoo wearers to express their feelings — love,
sadness, longing, friendship. All of this is directed at other people or represents their
thinking as it becomes applied to the body. As a result, tattoos that utilize handwritten
fonts are often associated with specific loved ones. Book fonts are more like thoughts
that can be read in a book or heard in a movie. Words written in book fonts no longer
come from specific people, they are left on the body to remember. Such tattoos are
created to motivate and remind us of what is most important, and this is not limited to
interpersonal concerns regarding someone else. Decorative fonts also do not have a
specific audience; however, they are most often used for tattoos which are created to
challenge society and stereotypes in general. Their owners will always remember their
favorite bad habits or that the world is a cruel place. What they leave on their bodies is
rather a reminder to everyone as to who and what kind of person the bearer of these
tattoos is. Words written in decorative fonts are always striking, and new acquaintances
can immediately understand who they are talking to.
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Abstract

We interact with usernames every day to communicate on the Internet. We are so familiar with this
practice that it seems banal and we therefore fail to see the political implications associated with it. This
article aims to help uncover this political dimension of the username. At first, the article follows the
argumentation of two texts by Jacques Derrida, from where | establish a connection between the
phenomena of proper names and usernames. Derrida deconstructed the founding act of American
Independence to work out the role of the signature of proper names. He does the same with Friedrich
Nietzsche's proper name to show that proper names play a far greater role in political processes than we
might expect. In this context, the modern state is disclosed as an archive and administrator of proper
names, while the new phenomenon of the username evades this state power and itself has the institutional
potential to become powerful. Because access by the state through verification of names fails with the
username, people are more difficult to identify in digital space. The state archive therefore can’t exercise
political power over usernames. At the same time, the lack of verification of a username creates the
potential for new institutional forces which leads to a conflict with the modern state. This topic is
illustrated using the username Q and the politically explosive QAnon movement. Lastly the article points
to the conclusion that the phenomenon of usernames is shifting our institutional structures and
questioning our beliefs about the modern state, identity and truth.
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Institution
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Abstract

Me&1 B3anMOJACHCTBYEM C MMEHAMH IOJB30BaTeIel KaXKABIH JeHb, 4TOOBI oOmarbcs B MHTEpHETE. MBI
HACTOJIFKO 3HAKOMBI C 3TOH MpPaKTUKOW, YTO OHa KaKeTcs OaHAaNbHOW, W IMOSTOMY MBI HE BHINM
CBA3aHHBIX C HEH MONUTUYECKUX MOCHeACTBUI. JlaHHas cTaThsl MNpU3BaHa IOMOYb PACKPHITH
MOJIMTUYECKUM acleKT UMEHM MO0Jib30BaTeis. BHauane craThsl ciegyeT 3a apryMeHTaluel 1ByX TEKCTOB
JKaka Jeppunpl, Toe yCTaHaBIMBAeTCA CBSI3b MEXIy (EHOMEHOM WMEH COOCTBCHHBIX W WMEH
noJib3oBaresiei. Jeppuaa JEKOHCTPYHPOBAJ OCHOBOIIOJIATAOIIMM aKT aMEpUKAaHCKOM HE3aBUCHMOCTH,
YTOOBI BBISICHUTH POJIb MOAMUCH COOCTBEHHBIX UMeH.. OH JIeNIaeT TO K€ caMoe C COOCTBEHHBIM HMEHEM
Opuapuxa Hurme, 9yToOBl MOKa3aTh, YTO COOCTBEHHBIC HWMEHA WIPAIOT TOPa3a0 OOJBIIYI0 POJIb B
MOJUTAYECKHUX TPOIECCAX, YEM MbI MOTJIM ObI 0XKHIAaTh. B 3TOM KOHTEKCTE COBPEMEHHOE rOCyIapCTBO
packpbIBaeTCsl Kak apXvB M aIMUHUCTPATOP UMEH COOCTBEHHBIX, B TO BPEMS KaK HOBOE SIBJICHUE UMEHH
MOJIb30BaTENsl YKJIOHSETCS OT 3TOW TIOCYJapCTBEHHOM BJIACTM M CaMO HMMEET WHCTUTYLIMOHAJIbHBIN
MOTEHIIHAN, YTOOBI CTaTh CHION. [I0CKOIBKY TOCYAapCTBO HE BBIMOIHICT MPOBEPKY COOTBETCTBUSI UMCH
MOJIb30BATENCH, JIOJeH TpyIdHEee WACHTU(PHUIHNPOBAaTH B IH(poBOM mpocTpaHcTBe. ClieoBaTeNbHO,
rOCYJapCTBEHHBIA apXUB HE MOKET OCYLIECTBIIATH MOJIUTUYECKYIO BJIACTh HaJl IMEHAaMHU IMOJIb30BaTeNeH.
B TO e BpeMs OTCYTCTBHE IPOBEPKM HMEHHU II0JIb30BAaTENsl CO3/1aeT NOTEHUWan MJi HOBBIX
WHCTUTYIHUOHANBHBIX CHJI, YTO MPUBOIUT K KOHQJIHMKTY C COBPEMEHHBIM TOCYNapCTBOM. JTa TeMa
MPOMUTIOCTPUPOBaHA C WCIIOJIB30BAaHINEM HMEHH TOJb30BaTeNsi Q M IMOJMTHYSCKH OMACHOTO IBIDKCHHS
QAnNoN. HakoHer, B CcTaThe JEIA€TCSA BHIBOJ O TOM, YTO (DEHOMEH UMEH I0JIb30BATEICH MEHSICT HAIIH
WHCTUTYIMOHAIBHBIE CTPYKTYPHl M CTaBUT TI0J] COMHEHHE HAIU MPEJICTaBICHUs O COBPEMEHHOM
COCTOSIHUU, UJEHTHYHOCTH U UCTHUHE.
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Politics of Usernames

BANALITY OF PRACTICE

Communication in the 21st century is increasingly shifting to the digital space of
the Internet. Whether social media platforms or email accounts, countless texts are
produced and messages are exchanged every day, including a large part of public forms
of communication. The base of technology for the Internet poses a problem for these
forms of exchange. How can it be ensured that behind the discourse of participants,
there is a binding identity?

The answer to that so far seems to be: the username. This is a name that shows
from which user the communication originates and to whom it is to be assigned. The
best example of this form of name is the email address which is mostly used in private
conversations. Other usernames appear in connection with forums, boards and social
media platforms such as Twitter and Facebook.®! On these websites, you are asked to
identify yourself in a very rudimentary form in order to create a name with which all
further actions on the respective platforms are linked and identified. The practice of the
username seems very familiar to us now, we use it every day in various forms. We are
increasingly creating new names and discarding old ones. Our dealings with them have
become so common that we use these names to make statements or publish parts of our
private lives. Can we now say that the username is just a technical solution to a practical
problem? Or is something deeper changing here? Are we even shifting basic
conceptions of our political institutions? This sounds like a broad claim for such a banal
phenomenon of our everyday life. But we are increasingly coming across the effects of
usernames. These are effects with a political dimension with thousands of people
networking on the Internet, founding movements and carrying out political fights. If you
only assign a technical function to the username, you fail to recognize its power.
Although we have already known it, we have been using a form of a name for a very
long time that makes it apparent how usernames can be understood — these are proper or
given names.

All these questions about usernames are not new, they originated with the
beginning of human communication. Regarding acts of speech or physical acts, it is
implied that someone is addressed. Especially, when people are strangers to each other
or when common goals have to be pursued. Without a basis of trust, without being able
to address something to someone and without being aware of an identity, the complex
forms of communication and general exchange between humans cannot work.
Therefore, the proper name plays an exceptional role in all of these processes. When
someone expresses oneself publicly, one is always accompanied by his or her personal
name as an expression of one’s identity. My name Matthias He3 accompanies this
article and assigns the content to myself. | enter a discourse with this name and through
that name part of my identity is revealed. Proper names are so closely linked to
personality that we sometimes forget how we interact with them when we speak them or
write them down. Similar to the username we are mostly unaware of how we use it and
which dimensions are affected by it. The aim of this article is to show that the

31 For other aspects and further reading about the relationship between social media and politics: (Bailey, 2021;
Calderaro, 2018).
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username, nowadays, plays a similar role as that of the proper name in the pre-digital
age. Both phenomena have a great effect on how the username initiates profound
changes in dealing with institutions and the evolution of states. To illustrate my points, |
relate to the thoughts of Jacques Derrida (1930-2004), from two of his famous writings,
Otobiographies and Declarations of Independence.

PARADOX OF SIGNATURES

Derrida’s papers deal with American Independence, and the authorship of
Friedrich Nietzsche (1844-1900). With the help of these cases, it will become clear why
proper names, like usernames, should not be overlooked as banalities. Let's start with
the phenomenon of the proper name, the name given to children by their parents, the
one recorded in a passport but also the name states registered in their laws. First, |
would like to point out that all these proper names can be categorized and are therefore
just words (Derrida & Kittler, 2000, p. 67). So, if Derrida addresses the proper name, he
notes that it is only a word like any other, but when written down it develops a power
that has to be deciphered. This power carries a political dimension, which Derrida
explains using the example of the American Declaration of Independence. Here, proper
names in the form of signatures become essential to the self-empowering act of the
signing people. Thus, raising the question of: “How is a State made or founded, how
does a State make or found itself? And independence? And the autonomy of one which
both gives itself, and signs, its own law? Who signs all these authorizations to sign?”
(Derrida, 1986, p. 13)

Considering this example, the founding fathers signed a declaration that proclaims
a new state and breaks away from an old one, but on what basis? The signatures on the
Declaration of Independence seem almost inconspicuous, as a side note to the events
which follow it. But Derrida turns his attention to this very moment, the moment of
signing, the exact moment everything started. The course of history seems to have
something to do with the signature and its unnoticeable power. Of course, this
independence was also physically fought for and a chain of actions confirmed this act.
Still, no one denies that the official independence began with the signing of the
declaration, with proper names written down. The question which then rises is, how is
something like autonomy created through the act of a signature? For Derrida, this leads
to a paradoxical process:

But this people does not exist. They do not exist as an entity, it does not exist,
before this declaration, not as such. If it gives birth to itself, as free and
independent subject, as possible signer, this can hold only in the act of the
signature. The signature invents the signer. This signer can only authorize him-
or herself to sign once he or she has come to the end [parvenu au vout], if one
can say this, of his or her own signature, in a sort of fabulous retroactivity. That
first signature authorizes him or her to sign. (Derrida, 1986, p. 10)

Here, people are signing on behalf of a nation, which officially did not exist prior
to the act of that signing. Thus, the act of founding is based on a paradox. The signature
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creates a subject that did not exist in this form before it was signed. At the same time,
the subject authorizes oneself through the signature and declares oneself to be
autonomous. The question of autonomy is not easy to answer. Since the same subject
did not exist before the signature, on which it is based. However, it cannot be stated that
a signature alone has autonomy without there being a subject for which it is responsible
for. “This obscurity, this undecidability between, let's say, a performative structure and
a constative structure, is required in order to produce the sought-after effect” (Derrida,
1986, p. 9).

Derrida clearly shows how this seemingly simple act leads to an aporia. The
American people could not exist as such, without the signature on the declaration. The
signature in return would be meaningless without the subject of the American people.
The aporia arises from the fact that both the signature and the subject indicate the same
autonomy. The first impulse is, therefore, to break down the whole act chronologically
and find a solution. One could say that the signature produces the subject who then
proclaims autonomy. But from what does the signature get the autonomy of signing?
Concluding that the chronological approach does not lead to a single origin, Derrida
pursues a different explanation of the relations: “In short, there are only
countersignatures in this process. There is a differential process here because there is a
countersignature, but everything should concentrate itself in the simulacrum of the
instant” (Derrida, 1986, p. 11). With “countersignatures” Derrida describes nothing
different then the mutual conditionality without autonomy would not exist. The co-
dependencies meet at the moment of signing. In the case of the Declaration of
Independence, would the American people exist without the signatures? It would be a
subject but not the same because the signature creates an entity that is outside the
subject, that in disregard to time proclaims that the subject exists. The signatures create
a base for mutual reference, so that autonomy can develop from this relation. The
autonomy is the mutual conditionality between subject and signature. This paradox
cannot be resolved by looking at it one way but by the interplay of the two.

The interplay between subject and signature can be put into another light, so that
the autonomy can be identified more precisely. To this end, Derrida turns to a new
example. The signing of the Declaration of Independence, to which we will come back
later, is replaced by Friedrich Nietzsche's personal name in the form of his signature
underneath his texts. The mechanics between subject and signature remain the same.
What happens between subject and signature is described in this context by Derrida
with the metaphor in from of a debt®?: “[...] yes, yes, I approve, I sign, I subscribe to
this acknowledgment of the debt incurred toward 'myself', 'my-life' — and | want it to
return” (Derrida, 1985, p. 14). The signature as such vouches for the signatory which
contains a debt for the signed. The Founding Fathers pledged a debt on behalf of the
American people, and there signatures are evidence of that debt. Just as Friedrich

32 The word “debt” translated into German means “Schuld”. Interestingly, the German word has two meanings.
Which are linked to one another in a surprising sense. “Schuld” can mean “debt” in an economic sense as well as
“guilt” in a moral one. Both meanings resonate. For clarity, | will use “debt” in a more economic sense and “moral
debt” as the ethical equivalent.
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Nietzsche's signature put a debt on his person, which in return is connected to
everything he wrote.

How does autonomy fit into this example? After all, a debt acts as something
binding and at the first glance it may not promote autonomy, but this is where the secret
of the interplay between the signature and the signer lies. The signature forms a new
entity that refers to the subject and ties it to its context. The signature now exists
independently from the signer. This bond outlasts the lifetime of the signer and it never
loses its tie to the ‘debt’ because the signature is in the form of a proper name.
Autonomy in this sense means the ability of a subject to inscribe oneself in a new
context, to escape his or her corporeality and to create something that lies outside
oneself. With the proper name, the signature guarantees the existence of the signer long
after his death. The ambiguity of this debt lies in the fact that it creates equal condition
for debtors and creditors. As a result, granting oneself autonomy means binding oneself.
One’s independence lies in the ability to make oneself debtor and creditor. This is how
autonomy is to be understood in the case of Nietzsche’s signature. This analysis seems
irrelevant at first, but the signature is part of our everyday life as a piece of banality. Let
us now refer back to the act of the Declaration of Independence and Friedrich
Nietzsche’s signature, in order to understand its deeper meaning.

To accomplish this, one has to understand the context in which signatures are
placed. If an intellectual work is signed by Friedrich Nietzsche, we can assign it directly
to him and a specific historical time because the signature is his proper name. The entire
work of Friedrich Nietzsche only becomes his, when the texts and contexts are linked to
his persona through the signature. The proper name of the American people can be said
to have a similar effect. Which people is one referring to? The people who used this
term for themselves in 1776 or the people who still call themselves this people’s nation
today? It now becomes clear, what Derrida meant, when he is alluding to the politics of
the proper name. The proper name gains a political dimension through the autonomy of
the act of signing. It is a fixed point, which is able to connect different contexts with one
another. Therefore, Derrida sees practical consequences:

The signature of every American citizen today depends, in fact and by right, on
this indispensable confusion. The constitution and the laws of your country
somehow guarantee the signature, as they guarantee your passport and the
circulation of subjects and of seals foreign to this country, of letters, of promises,
of marriages, of checks — all of which may be given occasion or asylum or right.
(Derrida 1986, p. 11)

Political acts can be carried out in the proper name of the American people, since
the moment the declaration was signed. This proper name has influenced the fate of
people living in its country. In 1776 signatories created something that, regardless of
them and the context of their time, has endured for centuries and continues to exert
immense political influence. The debt that Derrida speaks of continues to today because
it still binds the citizens to the institution of state. If one could argue that a proper name
cannot have such a power, one would only have to think of the existence of the
American people. However, it is important to note that this is a special case. The
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signatures under the Declaration of Independence have a genuine political character.
However, this does not mean that the autonomy of the signatures is irrelevant, it only
makes it clear that it fell on fertile ground. Using Friedrich Nietzsche as an example,
Derrida makes it even clearer how under other circumstances; proper names develop a
political dimension. He writes in regards to Nietzsche:

He never knows in the present, with present knowledge or even in the present of
Ecce Homo, whether anyone will ever honor the inordinate credit that he extends
to himself in his name, but also necessarily in the name of another. The
consequences of this are not difficult to foresee: if the life that he lives and tells
to himself (‘autobiography,’ they call it) cannot be his life in the first place
except as the effect of a secret contract, an indebtedness, an alliance or annulus,
then as long as the contract has not been honored — and it cannot be honored
except by another, for example, by you — Nietzsche can write that his life is
perhaps a mere prejudice [...]. (Derrida, 1985, p. 9)

Here, the role of the creditor plays an important role. Nietzsche's work puts him in
debt, his personal name stands for the content of his texts and thus burdens him with the
extent of his thoughts. Whether this credit can be paid is no longer up to him, his texts
stand for themselves with his signature. His personal name comes into the public eye
through his texts, and thus they gain a political dimension. What the subject Friedrich
Nietzsche really thought is thus detached from himself without losing the reference to
him. From this point on it can still be said that Friedrich Nietzsche wrote the text, but
the whole mechanism develops a dynamic of its own, that goes beyond the subject.
Derrida draws a far-reaching conclusion from this: “[...] the effects or structure of a text
are not reducible to its 'truth,’ to the intended meaning of its presumed author, or even
its supposedly unique and identifiable signatory” (Derrida, 1985, p. 29).

The text with the signature has become detached from the author, the proper name
indicates a bond, but simultaneously creates the autonomy of the text. The significance
of this can hardly be better discussed with any other author than Nietzsche. Derrida
remarks somewhat cynically, that Nietzsche died before his name and gained a certain
fame. Therefore, it is sufficient enough to consider the context in which his texts were
placed after his death (Derrida, 2000, p. 51). Whether it was National-Socialism or other
ideologies, Nietzsche's words were placed in many contexts and used as the basis for
various worldviews. The question of the truth of the text does not arise, as Derrida
remarks, it is more a question of what was made of these texts and how the proper name
Friedrich Nietzsche has been adopted to each different context. What does this say
about Nietzsche's debt, about the credit he is burdening himself with? He could have
never known whether or not his thoughts would be honored the way he originally
intended them to be, or who would honor them, because that was beyond his power of
influence. His personal name will always be linked to the debt of his work, the debt that
he placed on himself. One must not misunderstand debt here, it is not the moral debt of
his work towards other people, it is the debt towards oneself that serves as the potential
for other interpretations. It therefore remains open, who will pay off this debt and honor
Nietzsche in their own way. But what makes Nietzsche’s writings and signatures so
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special is that he did not sign any genuine political texts. Nietzsche was not in the same
position as the founding fathers; he did not sign any declarations. Nevertheless, his
writings developed a political dimension, which seems all the more surprising the closer
you look at it. The same could be said of all historical figures and generally of all proper
names, that appear as signatures. It is the outstanding feature of the proper name as a
signature, of one’s autonomy towards one’s signer. This makes it possible to place the
signature and their linked documents in new contexts, in order to develop new
dynamics.

THE SECRET OF VERIFICATION

The phenomenon of the proper name has thus been dealt with in the form of the
signature and how a political dimension can grow from it. Let us now take a look at the
username, for which my thesis states, that it works similarly to the proper name. Both
phenomena are indications of entities and at the same time are fixed points of
communication. Proper names and usernames bind statements to entities. But to
differentiate the phenomenon of the username from that of the proper name, one has to
work out their clearest difference: the verification. For this, it is necessary to understand
who or what is verifying? This is where the institution comes into play. Institutions,
such as the modern state vouch for the names of their residents. State authorities issue
passports, marked with proper names and people prove their identity with government
documents. The institution state, thus ensures that a person has a proper name, that
statements are not only assigned to an anonymous entity, but to a person who is able to
sign. Verified by the same institution, which was founded by signatures. Here, one can
be amazed when taking a look at the genealogy of these mutual connections, in
Derrida's (1986) words:

Although inprinciple an institution—in its history and in its tradition, in its offices
[permanence] and thus in its very institutionality—has to render itself
independent of the empirical individuals who have taken part in its production,
although it has in a certain way to mourn them or resign itself to their loss [faire
son deuil], even and especially if it commemorates them, it turns out, precisely
by reason of the structure of instituting language, that the founding act of an
institution—the act as archive as well as the act as performance—has to maintain
within itself the signature. (p. 8)

In modern states, the signature is institutionally verified, and like | mentioned the
state itself is based on the act of signatures. Derrida mentions the archive, which in its
way can be understood as the collection and preservation of the signatures. It seems as if
the state as an archive is locking away this concatenation of signatures and thus
obscuring the economy of names. At the same time, however, the founding act is
reactivated again and again in the form of a signature. It was mentioned earlier that the
signatures of American citizens depend by law on this founding act. Justice is still
spoken on behalf of the American people (Derrida, 1986, p. 11). The identity of these
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citizens, the verification of their names is fed by this economy, whose quintessential
start will always be the signing of the Declaration of Independence.

But what happens when this institution falls apart? Proper names are documented
and established; this does not apply to usernames. The state, as an archive of names, has
no access to usernames. They can control, administer and judge proper names, but
usernames do not fall into their jurisdiction. The technology of their archive is not
adapted to the phenomenon of the username. This means not the end of institutions, but
the end of an institution, whose founding is based on the signature of proper names.
Usernames are not centrally verified by the state. They are therefore only subject to
their specific institutions, where they are registered at; to their archives and their
respective platforms. Which can lead to multiple uses of usernames, or the complete
replacement of proper names with usernames. While the state manages to assign proper
names to a person and thus verifying their identity, this can only be possible to a limited
extent of usernames. It is up to the platforms to what extent a username has to be
verified. There are no clear regulations. This fact alone would not pose a challenge for
the state institution. Only the power of the Internet as a medium and the use of
usernames can lead to conflicts with the state. Public discourses have long been taking
place in online forums and on platforms that require usernames and not a proper name.
Communication is thus tied to the use of a username, however that username is no
longer necessarily tied to one person, as it was in the pre-digital space with proper
names. The username becomes the signature in a digital space. Statements and texts are
linked to usernames. Only here the big difference is, that the state loses its ability to
access it for verification. A core competence of the state and its influence on the public
discourse, is undermined by the username. Perhaps because of this, the phenomenon of
the username reflects many conflicts that go hand in hand with the so-called postmodern
era: the question of identity and the states attempt to claim power.

The phenomena of the proper name and the username differ in their ability to be
verified and thus, in the question of who or what verifies it. But what does verification
mean? For this, |1 would like to consider a case that has become well-known politically
around the world, especially in the United States. We are talking about the username Q
and the QAnon movement®*, The user Q first appeared on the imageboard 4chan.org, to
spread statements, which can be classified as conspiracy theories. At this point, | would
like to emphasize that | distance myself from this content. Nevertheless, the username Q
perfectly demonstrates the entire political dimension of the phenomena and the
mechanisms behind it. Who or what stands behind Q has not yet been clarified. The

33 More insides about the relation between governance and the Internet give the following papers:

(Haggart et al., 2021; Jensen, 2020; Karpf, 2020; Price, 2017).

34 The User Q first appeared on the imageboard 4chan.org in 2017. The name “Q” refers to the “Q clearance” security
classification used by the US Department of Energy. Q proclaims to have exclusive information from this
government sector. Furthermore, the user claims to be a high-ranking member of the government, during the
presidential legacy of Donald Trump starting in 2017. The follower movement based on Q's conspiracy theories is
commonly referred to as QAnon. “Anon” stands for “anonymous”, since users do not have to identify themselves on
the 4chan.org board. Q's identity has not yet been clarified with certainty, but several people and groups have been
considered. Q's statements and the QAnon movement can be classified in the right extremism spectrum. For further
reading and more information about QAnon: (Amarasingam & Argentino, 2020; Hannah, 2021; Papasavva et al.,
2020; Richards, 2021; Zuckerman, 2019).
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username only claims to be a senior government official with exclusive access to highly
confidential government information. Including information on a conspiracy theory that
claims that government members, as well as economic elites, maintain an international
child trafficking ring, and are even planning an attempted coup to turn the American
democracy into a dictatorship. No matter how absurd these statements may sound, they
fit into the discourse of conspiracy theories and are finding a growing following. Based
on the username Q, a movement called QAnon has formed, which follows the
worldviews of Q's statements. This is becoming more and more publicly perceptible, as
observed on January 6, 2021 with the storm on the American Capitol and increasingly
worldwide during protests against state institutions and regulations. The danger that this
creates for the state and the autonomy that the username and the statements have, go
back to the core of the verification process.

SHIFTING DIMENSIONS

Verification, derived from the Latin words veritas, truth and facere, to make,
means to provide evidence of the truth. To declare something true. Like the state that
ties statements back to a person and verifies them. It guarantees that a proper name
stands for a specific identity, which makes it possible to tie the truth of a statement to
that person. But how could a state verify a statement of a username? How can someone
proof that the person behind a username speaks the truth? Without any information
about a person, or whatever stands behind a username, one cannot verify that a user has
the knowledge or the power which is claimed by his/her statements. It is possible to
check the statements of course, but not whether or not they are true for their proclaimer.
Therefore, an important aspect of the verification process is omitted. Who can say that
the user Q doesn't have this information if we don't even know who or what he/she/they
is/are? The only option left is to remain agnostic about this path of truth-checking. One
could also call this a consequence of the autonomy of the proper name, which finds its
completion in the username:

We are not, | believe, bound to decide. An interpretive decision does not have to
draw a line between two intents or two political contents. Our interpretations
will not be readings of a hermeneutic or exegetic sort, but rather political
interventions in the political rewriting of the text and its destination. (Derrida
1985, p. 32)

The point here is no longer to verify, to check the truth of the statements or to
recognize their true meaning, but to shift them into a political context.

This is one aspect that the username radicalizes. But there is a second that starts
another momentum, which questions the institution of the modern state much more.
One may not be able to verify “Q's” statements, but what is much more dangerous is the
institutional potential of such usernames. To be aware of this potential, one only has to
look at the founding act of American independence in the form of their signatures.
Derrida’'s analysis that | have given, illustrated the paradoxical act of founding a
people’s nation in their own name. I have left out one important detail: Thomas
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Jefferson (1743-1826), who wrote the Declaration of Independence, used a trick to
ensure independence:

One can understand this Declaration as a vibrant act of faith, as a hypocrisy
indispensable to a politico-military-economic, etc. coup of force, or, more
simply, more economically, as the analytic and consequential deployment of a
tautology: for this Declaration to have a meaning and an effect, there must be a
last instance. God is the name, the best one, for this last instance and this
ultimate signature. Not only the best one in a determined context (such and such
a nation, such and such a religion, etc.), but the name of the best name in
general. Now, this (best) name also ought to be a proper name. God is the best
proper name, the proper name the best [Dieu est le nompropre le meilleur]. One
could not replace 'God' by 'the best proper name [le meilleur nom propre]'.
(Derrida, 1986, p. 12)

Jefferson needed the security of a higher authority for this authorization. He used
the proper name of God for this. What is the intention of this name, what makes it “the
best proper name*? First, the deep Christian roots in the culture of the settlers of that
time must be pointed out. The legacy of the old continent, where the name of God has
an unparalleled genealogy. Any comparison cannot withstand this history. But | would
like to point out the verification of this name, which makes it so special. If one places
the proper name of God opposite the names of the founding fathers, it becomes clear
what makes Him stand out. The founding fathers are empirically tangible people,
identities that can be verified, which gives the opportunity to question them. If Jefferson
had not added the name of God to the Declaration of Independence, it would always run
the risk of being contestable through its signatories. But how can one challenge God,
how can one verify this name? It cannot be refuted, and as Derrida realizes, in the end it
remains a question of faith. Thus, the establishment of the institution closes itself in a
tautology, for those who believe in it, it proves to be true through the founding act,
authorized by the unquestionable proper name of God himself. American independence
is just one example of this institutional potential in whose name tribes, empires and
states have been founded over millennia. The reference to the QAnon movement may
not be truly comparable, but one recognizes similar approaches of institutional potential.
Usernames are difficult to verify, ultimately it remains a question of faith whether you
want to trust the statements of a user or not. Like the name of God, they disregard
verification. The username now has the potential to disguise and authorize the act of
founding new institutions, which does not imply that every username unfolds such
potential. But examples like Q show that they can be the beginning of new institutional
structures, to which people align themselves, in which they believe in and which
questions old institutions.

Usernames are therefore, not simply a technical solution or just a banal practice of
digital space, they have a structural institutional characteristic. One’s understanding
helps explain post-digital political shifts. The basis for this begins with the familiar
phenomenon of the proper name and leads to the question of verification. The modern
state, understood in this article as the archive of proper names, is faced with the
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challenge of dealing with the phenomenon of the username. They face the challenge of
verification, which gives them part of their state power. Because as long as usernames
cannot be clearly verified, they have the potential for new institutional structures, which
in turn questions the existing institutions and our understanding of identity and truth.
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INTRODUCTION

Over the centuries, human interaction with technical devices has become more
complex in order to achieve certain tasks with the hope of improving living conditions
and facilitating labor. Human interaction with technical devices throughout history can
be divided into three types: instrumental, such as a shovel, axe, scythe, comb, blade,
ruler; mechanical, such as a vehicle, manual meat grinder, clockwork;
electromechanical, such as s today‘s coffee grinders or razors, powered by electricity;
and, of course, electronic, namely computers and everything controlled by them. At the
first stages the interaction between a human being and a technical device was carried
out by physical impact on technical devices with the direct participation of a human
being or sometimes an animal, for example, a donkey turning a millstone. Today, the
interaction between a human being and a technical device that functions on the basis of
electronic principles can be carried out without physical contact, for example, by means
of a remote control, voice, human biometrics, such as using a fingerprint to unlock a
cell phone, or an iris to open doors. With the advent of electronic technical devices, a
new type of interaction between human and technical devices appeared — intellectual
from the human side and mathematically conditioned from the machine side. This type
of interaction is clearly evident in electronic games or simulators, and any device
requiring a person to carry out thinking operations for the functioning of an electronic
process and its performance of the tasks for which it was created. Implementation of
this interaction can be carried out both nonverbally (slot machines, game consoles) and
verbally (speech activated functions, automated phone operators). These forms of
human-machine interaction go beyond human-machine interfaces and issues of
interface-design. They have led to the appearance of such terms as:

1) human-computer interaction (Jaimes & Sebe, 2007)

2) computer-human interaction (Masoodian et al., 2004)

3) man-computer interaction (Nickerson, 1969; Shackel, 1981; Tainsh, 1985)

4) human-machine interaction (Ke et al., 2018)

5) man-machine-interaction (Nickerson, 1969; Miller, 1977)

6) human-machine communication (Bylieva, 2020; Guzman, 2018)

7) man-machine communication (Tadeusiewicz & Demenko, 2009)

8) man-computer communication (Sackman, 1968)

9) human-computer communication (Mikovec & Klima, 2003; Obrenovic &

Starcevic¢, 2004)

10) man-machine cooperation (Bouillon & Anquetil, 2014; Guo et al., 2006)

11) human-machine cooperation (Hoc, 2000, 2013; Millot & Boy, 2012)

12) man-machine collaboration (Bisbey & Martin, 1972)

13) human-machine collaboration (Haesevoets et al., 2021)

14) machine-human collaboration (Kela & Kela., 2019)

14) man-machine dialogue (Landragin, 2013)

15) human-machine dialogue (Ramachandran & Canny, 2008)

16) man-computer dialogue (Ambrozy, 1971)

17) human-computer dialog (Minker, & Bennacef, 2005; Yang & Tao, 2019)
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This list suggests six types of interaction which need to be analyzed: interaction,
communication, cooperation, collaboration, dialogue or dialog. The analysis needs to
include the features of nomination in each of these types of interaction (Figure 1-5 ).

Not all of these prove to be equally significant:

human-
computer

man- computer-
machine human

interaction

human- man-
machine computer

Figure 1. Combinations with the
word “interaction”

machine-
human

collaboration

man- human-
machine machine

Figure 3. Combinations with the
word “collaboration”

man-
computer

dialogue

man- human-
machine machine

human-
computer

nals communicatior man-
machine computer

human-
machine

Figure 2. Combinations with the
word “communication”

human-
man-

. ration
machine c0OPe atio

machine

Figure 4. Combinations with the
word “cooperation”

dialog fumer

computer

Figure 5. Combinations with the
words “dialogue” and “dialog”
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The proposed systematization of terms contributes to the unification of a
terminological apparatus which may prevent discrepancies in concepts when creating
new terms, and moreover, helps avoid terminological inaccuracies in interdisciplinary
research. The results of this study can be used when placing the terms in terminological
databases, for example, the ISO Concept Database, ISO/CDB®®, or Multiterm3®.

MATERIALS AND PROBLEMS
Definitions of the Terms Analyzed

An analysis of the terms necessarily begins with questions of definition in order to
identify terminological synonymy and to reveal the functions they denote.

Some authors draw attention to terminological synonymy. One might consider
synonymous the terms computer human interaction, man-machine interaction (Dix,
2009) and human-machine interaction (Nardo et al., 2020). And although all the terms
that refer to ,,man‘ rather than ,human,” such as man-machine interaction can be
considered obsolete, they are nevertheless still used in 21st century works (Coiffet,
2004; Gruca et al., 2014; Nardo et al., 2020).

1. Human-computer interaction (HCI) and its synonym computer-human
interaction (CHI) is a field that focuses on simplifying the use of computer technology
by the user (Dix, 2009; Wirtz, 2017). In German, Human-Computer Interaction (HCI)
corresponds to the term Mensch-Computer-Interaktion (Fach, 1997), and was said to
correspond in English to man-computer interaction (MCI).

2. Human-machine interaction (HMI) is a scientific field that develops
interactive computer systems where these interactions broadly encompass
(electronically controlled) machines and their users — including verbal as well as
nonverbal signs (Esposito et al., 2008; Ke et al., 2018). Here again, this concerns a
focus of Computer Science and Engineering on the development of user-friendly
interfaces.®” Specialists in Human-machine interaction (HMI) — sometimes still called
man-machine interaction (MMI) (Nardo et al., 2020)— implement the practical
application of interactive computer systems from the perspective of ease of human use
by developing an interface (Ke et al., 2018).

3. The term Human-machine communication (HMC) refers to the creation of a
machine intelligence that allows humans to communicate with computer systems that
are equipped with special programs to make such communication as close as possible to
natural human communication. (Suchman, 1987; Bylieva, 2020). The aim of such
communication is to obtain information, as well as to communicate within the social
roles assigned to computerized machines, e.g., teacher or caregiver (Patric, 2019).

4. Another definition of Human-machine communication dates back to an earlier
use of the term Man-machine communication (MMC) which was said to aim at
developing a sound interface for users with no special technical training (Sharp, 1974).

35 http://cdb.iso.org/
36 http://www.sdl.com/en/language-technology/sdl-openexchange/AppDetails.aspx?appid=134
37 http://window.edu.ru/catalog/pdf2txt/736/23736/6246
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5. Man-machine dialogue (MMD) (Landragin, 2013) or rather human-machine
dialogue (HMD) (Minker & Bennacef, 2005) foregrounds dialogue, that is verbal and
nonverbal communication between humans and the system.

6. Human-machine cooperation (HMC) involves mutual intervention in human
and machine tasks based on human-engineering and cognitive approaches (Hoc, 2013,
Millot, 2009). A definition of so-called Man-machine cooperation even refers to the
fusion of human and machine abilities (GoBler, 2016).

7. Human-computer communication (HCC) refers to the efficient transfer of
information between humans and machines (Denning et al., 1988). This definition is a
further development of the earlier Man-computer communication (MCC) which was
primarily concerned with the interests of users in terms of accessibility and ease of use
of computers for various human tasks (Sackman, 1968).

8. Machine-human collaboration (MHC) and sometimes man-machine
collaboration (MMC) (Webb, 1999). do not consider the machine as a tool, but
conceive the mutual augmentation of human and machine capabilities (Techtarget,
2017).

Peculiarities of the Dialogue and Dialog Concepts

One of the things that strikes the eye when looking at the list of the analyzed
concepts is the different spelling of dialogue and dialog in the same terms:

1) Man-machine dialogue and man-machine dialog (Landragin, 2013; Beroule,

1983)

2) human-machine dialogue and human-machine dialog

3) man-computer dialogue and man-computer dialog

4) human-computer dialogue and human-computer dialog

Since the purpose of this article is to unify the concepts under consideration, it
makes sense to attend also to the ever-so nuanced difference between dialog and
dialogue. The word dialogue is used in British English, as evidenced by Oxford
Learner’s Dictionaries (Oxford University Press, n.d.c) and Cambridge Dictionary
(Cambridge University Press, n.d.d), while there is no dialog variant in these
dictionaries. According to surveys, dialog is quite rare in British English (Writing
explained, n.d.). In American English, dialog has been used in addition to dialogue
since the 1980s and its popularity peaked in 2000 (Writing explained, n.d.). In the
context of computer technology the word dialog is mostly used in American English ,
while in British English it is rarely used both in the language of everyday
communication and in the field of computer technology (Writing explained, n.d.).
American use would indicate that the more resonant dialogue is preferred in human
communication and dialog is considered more suitable for technical communication.

Peculiarities of the Human and Man Concepts

All of the analyzed terms appear in the two variants containing human and man.
In dictionaries on computer science and computer technology (Heinrich et al., 2004, p.
423, p. 797), as well as in scientific articles (Tadeusiewicz & Demenko, 2009;
Suchman, 1987) human and man occur in the same meaning, despite the fact that some
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authors rightly note that “man” as a synonym for “human” is outdated (Dix, 2009). The
language of everyday communication is quite susceptible to changes due to various
reasons. In some cases, we are talking about simplifying language constructions, in
other cases, these changes reflect culturally and politically conditioned changes in
people's mentality. However, such changes in the language are noticeable primarily for
native speakers. In contrast, the language of Computer Science and Engineering is
international and unites native speakers of different languages. The professional sphere
is evidently not subject to such rapid language changes. “Man” is still actively used in
computer science and programming dictionaries as a synonym for “human.” Given the
trend to restrict the meaning of the word “man” to males as opposed to females, this
trend will perhaps take hold in dictionaries as well. The influence of “language fashion”
on terminology sometimes makes it difficult to understand scientific texts. In this study,
linguistic phenomena are considered at various levels, identifying the most vulnerable
places. Initially, specialists in the field of computer technology either did not pay close
attention to terminology, or implied some differences that were later erased. This entails
the appearance of a large number of synonymous words, which makes it difficult for
both native speakers and foreigners to understand professional texts and presents
difficulties for translators.

Peculiarities of the Cooperation and Collaboration Concepts

Despite similarities in meaning, collaboration and cooperation have some
differences:

Collaboration is understood as working together toward a common goal in which
ideas are generated by a team and tasks are set and solved together (Cambridge
University Press, n.d.a; Oxford University Press, n.d.a).

Cooperation is understood as the individual work of each project participant
toward a common goal (Cambridge University Press, n.d.c; Oxford University Press,
n.d.b).

Peculiarities of the Interaction and Communication Concepts

On the one hand, interaction is broader than communication. Communication
implies the transmission or exchange of information (Cambridge University Press,
n.d.b), interaction refers to any type of interaction, including the interaction of acids in
a chemical reaction. On the other hand, we should not forget that communication as the
exchange of information is also a rather broad concept. We can assume that by
interacting with a cat the moment we stroke it, information is also exchanged. The
person who strokes the cat in this way expresses their love for it, and the cat’s behavior
at the moment of stroking shows the person how much it is pleased.

Peculiarities of the Machine and Computer Concepts

According to the dictionary (Oxford University Press, n.d.d), machine is a broad
term that can include the computer. Machine denotes:

1) Hardware with many parts working together to accomplish a specific task. The
power used to run a machine can be electricity, gas, human power;
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2) Compulter.

The large number of academic papers and vocabulary entries on the issue under
study, terminological synonymy and homonymy of the concepts under consideration,
the peculiarities of the translation of terms in Russian, English, and German required
this initial survey of meanings as they can be found in the literature.

RESULTS

Classification of the Analyzed Terms by Function

A literature review showed that the terms analyzed have a large number of
equivalents, both synonymous and differing in the functions they perform.

Furthermore, the translation of the analyzed terms into Russian or German show
the impossibility to differentiate them in many cases. For example, man-machine
cooperation and human-machine cooperation, human-machine collaboration, human-
machine interaction have only one variant of translation into Russian — “uenosexo-
mawunnoe ezaumooeticmsue”. Likewise, when translated into German, one cannot
distinguish between man-machine cooperation and human-machine cooperation, since
there is only die Mensch-Maschine-Kooperation. To identify synonymous terms, it is
necessary to classify them according to the functions they perform. In order to
accomplish this task, | have chosen the faceted classification method. Based on a review
and an analysis of the literature on the problem under study, | have identified four
facets:

- Development of a user-friendly interface,

- Bringing machine communication closer to natural one,

- Combining the human and machine abilities,

- Exchange of information between humans and machines. The distribution of the
analyzed terms by the selected facets is shown in figure 6.
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human-machine
dialog

human-machine
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human-computer
dialog

human-machine
interaction

human-machine
communication

Figure 6. Classification of functions for analyzed terms

machine-human
collaboration

The Main Problems of the Analyzed Terms

The review of the scientific and reference literature highlighted the main problems
in the use of the terms that were identified and analyzed:
1) The use of dialogue and dialog in the context of computer technology
2) The meaning of human and man in the analyzed concepts
3) The differentiation of the terminology from the points of view of human-

machine interaction, communication, and dialogue.

For all of these problems suggestions are needed about how to deal with them.

Dialogue or Dialog?

Since the form dialog is mostly used in American English especially in the field

of computer technology, and since the American version of English tends to simplify it,
it would be reasonable to use the form dialog and, accordingly, the following terms:
man-machine dialog, human-machine dialog, man-computer dialog, human-computer

189
soctech.spbstu.ru



Contributed papers
Dialog, Communication, Cooperation, and Collaboration:
Facets of Human-Computer Interaction

dialog, from the point of view of the ease of its use by users, computer scientists and
engineers. This choice in favor of dialog takes into account the fact that in American
English dialog has a more technical use compared to dialogue which makes it especially
suitable in the context of computer technology.

Man or Human?

A valuable feature of any term is its unambiguity, especially within the same
sphere. In everyday language man is used in a gendered way and also in the general
meaning of human. As an adjective, human is used in the meaning of user and denotes a
person as a living being, as opposed to machines and computers. Therefore, the use of
human as a part of computer terms is preferable to man: human-computer interaction,
human-machine interaction, human-machine communication. In addition, the tradition
of using the lexical unit ,,man“ mainly in relation to men has practically formed in
English-language discourse. Based on the frequency of their use, we should choose to
adopt the term ,human‘: human-computer interaction, human-machine interaction,
human-machine communication, human-machine dialog, human-machine cooperation,
machine-human collaboration, human-computer communication, human-computer
dialog. The choice in favor of human takes into account not only a trend in modern
language but also the fact that in computer terminology, man is found to mean “manual;
a Unix command designed to format and output reference pages” (Multitran, n.d.b), and
also the abbreviation MAN to mean city or regional network (Multitran, n.d.b). Human
in computer terminology as an adjective means “user” (Multitran, n.d.a). In this way, as
well, it is possible to avoid excessive ambiguity.

The literature search for the keyword computer-human interaction caused
difficulties, as the predominant combination is human-computer interaction, and
“Human-Computer Interaction” (Dix, 2009) considers these two terms as synonyms.

Machine or Computer?

Since ,,machine* is a general concept, which includes the concept of ,,computer,*
it is in our case appropriate to use the broader term ,,machine” as in human-machine
interaction, human-machine communication, human-machine dialog, human-machine
cooperation, machine-human collaboration. In this use, however, human-machine
communication requires a specific type of machine, machinery or mechanical system
that is controlled by electronics. This is accounted for by the analyzed uses of human-
computer communication and human-computer dialog.

Cooperation or Collaboration?

Since humans and machines are not yet able to work as equals, putting forward
ideas and tasks, it is at this point more likely to be a case of cooperation: human-
machine cooperation.

Interaction or Communication?

Interaction with technical means, which includes machines and computers, can be
carried out both with and without the transfer or exchange of information. Interaction is
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a fairly broad concept, including the concept of communication. While communication
is usually understood as the transmission or exchange of information, the pure form of
interaction can be clearly seen in simpler technical means or tools, such as a razor
blade. When a man shaves, he acts on the razor blade, the razor blade removes excess
hair by acting on it. The transmission, reception and exchange of information can take
place through both verbal and nonverbal signs. The more primitive the mechanism, the
less information is exchanged. If we consider a mechanical meat grinder, then the
exchange of information between the person and this machine is reduced to zero, there
is only the transfer of information by the person: its preparation for operation, filling
with meat are nonverbal signals transmitting information to this technical device. In a
meat grinder with electronic elements, communication goes from one-way to two-way
communication, that is, from transmitting, perceiving information, to responding to it,
as electronic sensing becomes more complex. The meat grinder can work by receiving
information and beginning to grind the meat as it receives the signal of its feeding. As
part of two-way communication, it can also signal the degree of readiness of the minced
meat. Thus, the implementation of interaction and communication depends on the
complexity of the technical device. Therefore, it is advisable to use the two seemingly
similar, but nevertheless different terms interaction and communication. As for the
development of a user-friendly interface, in this case, we are talking about complex
technical devices equipped with electronics, which is most accurately reflected in the
concept of communication. But, nevertheless, it is most appropriate to use a more
concise concept of interaction: human-machine interaction.

Human-Machine Dialog

The use of the concepts “human-machine dialog”, “operator-computer dialog”,
“operator-computer dialogue” allows us to assume that there is a dialog between a
human and a machine. To answer the question whether a dialog between humans and
machines is possible, we must first analyze the concept of dialog.

Dialog is undoubtedly a part of communication, but it is usually seen as
communication between people or a group of people (Collins, n.d.). It can exist in the
form of an oral dialog between several persons, as a written text such as dialogues in
fiction, as communication between several persons recorded on paper, or
communication by fixing statements in writing in the case of hearing-impaired people.
To determine the legitimacy of using the term “human-machine dialog”, it is necessary
to find out whether human-machine dialog has the same attributes, properties and
characteristics as communication between people, to what extent they correspond to
verbal communication between a human and a machine.

Any communication implies (face-to-face to a greater extent, remote to a lesser
extent) the use of nonverbal signals of the sign system in addition to verbal signs. The
spectrum of nonverbal signs in face-to-face communication is wide: gestures, facial
expressions, intonation.

In the absence of visualization of the interlocutor, the number of nonverbal signals
affecting the course of the dialog also decreases, that is, the number of signals given
may remain the same, but they will not all be perceived by the interlocutor and the
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desired pragmatic effect will be absent. Moreover, the phonetic means of nonverbal
communication (tempo, timbre, speech volume, pause fillers, speech melody) can
interfere with the perception and interpretation of human speech by a machine.

And the programs themselves with their voice phrases are as much as possible
deprived of nonverbal speech signs. Statements in such programs are built in
accordance with the norms of literary language.

Another important feature of dialog between people is the emergence of not only
a verbal dialog, but also a dialog of worldviews inherent in each interlocutor. The
machine asking and answering questions is not the bearer of a certain worldview. Its
questions and answers depend on the software installed, and its moral and spiritual
values are determined by the programmers’ worldview. At the same time, the questions
asked and answered by the machine may not reflect the programmer’s position on the
issue, it is more likely to act as a definition of basic human values.

Communication between humans and machines can proceed through nonverbal
signs, which reduces it to maximum functionality, strict sequence of actions, complete
absence of emotional coloring, and excludes the exchange of worldviews.

Thus, the concept of human-machine dialog does not absorb the main properties
and characteristics of the term dialog, but corresponds to the concept of communication.
Communication is a general concept, a subspecies of which is dialog. Since the
concepts of dialogue and communication are not synonymous, i.e. are not equal to each
other, it is logical to assume that dialog is one of the components of communication,
while the second part is assigned to other forms of communication, for example, the
interaction of a person with a machine or machines with each other. Thus, as the second
and third parts of the concept of communication, we can distinguish human-machine
and machine-machine interaction.

CONCLUSION

This study is a linguist’s attempt to systematize the terminological basis of the so-
called “man-machine interaction” from the perspective of dialogue, interaction,
communication, related computer and machine terms, as well as the problem of
translating the terms containing human and man from English into Russian and German.
As a result of this study, we can offer table 1 reflecting the four functions of the
analyzed terms and the concept that, from my point of view, is the most relevant:

Table 1. Terms reflecting the main functions of the analyzed concepts

No. Function Concept
1. Development of a user-friendly interface human-machine interaction
2. Bringing machine  communication human-machine communication

closer to natural one
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3. Combining the human and machine human-machine cooperation
abilities
4. Exchange of information between human-computer communication

humans and machines

This identification of separate strands does not put them all on the same level. The
definitions of these concepts also revealed an aspirational dimension which assigns
special meaning and rank to some of them over others. Most ambitious and perhaps
unrealistically ambitious proved to be ,,computer-human collaboration® which seeks to
overcome the notion of the computer as a tool but posits the collaboration of equals. In
contrast, ,.,human-machine communication* designates almost neutrally a general area
of study. This suggests, finally, a landscape which reveals the standing in respect to
each other of the central claims and central terms (fig. 7).

computer-
human

\ collaboration /

depth of interaction

human-
computer
interaction

human-
computer
dialog

equivalence of human and machine

Figure 7. Aspirational facets of terms
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