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PREFACE 
The Nineteenth International Workshop on Nano-Design, Technology and Computer 
Simulations (NDTCS-2021) took place on October 28-29, 2021 in Minsk, Belarus.  
The workshop NDTCS-2021 was organized jointly by the Belarusian State University of 
Informatics and Radioelectronics and the St. Petersburg Academy of Sciences on Strength 
Problems (Russia). More than 70 participants including scientists, teachers, graduate students, 
and undergraduates from Azerbaijan, Belarus, India, Kazakhstan, Russian Federation,  
The United Kingdom and Vietnam prepared and delivered more than 60 reports. The 
Nineteenth Workshop was focused on nanomaterials and nanotechnology, especially in 
electronics.  
LG Electronics and Joint Stock Company 'Integral' acted as the partners and supporters  
of the Workshop. 
Workshop NDTCS-2021 is a continuation of the previous workshops, which were held in: 

• Russia (9), St. Petersburg 1997-2005 
• Belarus (5), Minsk 2008, 2013, 2017, Grodno 2015, Brest 2019 
• Poland, Olsztyn 2006  
• Germany, Bayreuth 2007 
• Lithuania, Vilnius 2009 
• Finland, Espoo 2011 

The first nine workshops, which took place in Russia, had the name "Nondestructive Testing 
and Computer Simulations in Science and Engineering." In due course, the focus of  
the meetings gradually moved towards Nanoscience and Nanotechnology, so the following 
workshops (2007-2021) had the new name "International Workshop on New Approaches  
to High-Tech: Nano-Design, Technology and Computer Simulations" what reflects better 
their profile.  
 All the contributions to the Workshops were published in English:  
• Modelling and Computer Simulation in Materials Science and Engineering, 6 (4) 1998 
• Proceedings of St. Petersburg Academy of Sciences on Strength Problems (SPAS), vols. 

2-11, 1998–2007 
• Proceedings of the International Society for Optical Engineering (SPIE),  

 vols. 3345, 3687, 4064, 4348, 4627, 5127, 5400, 5831, 6253, 6597, 7377; 1998–2008 
• Proceedings of NDTCS, 2008, 2009, 2011, 2013, 2015, 2017, 2019, 2021 
• Reviews on Advanced Materials Science, 20 (1, 2) 2009 
• Materials Physics and Mechanics (MPM), 9 (1-3) 2010; 13 (1-2) 2012; 20 (1-2) 2014; 34 

(1) 2017, 39 (1) 2018, 41 (1) 2019, 45 (1) 2020 
• St. Petersburg State Polytechnical Journal. Physics and Mathematics,  
 2 (242), 3 (248), 4 (253) 2016; 10 (1) 2017 

This issue of MPM contains some selected papers presented at the Workshop. All the papers 
have been peer-reviewed prior to publication. The issue will be of interest to researchers and 
graduate students in the field of nanotechnology, physics, chemistry, and mechanics. 
 The workshop is dedicated to the memory of Andrey Leonardovich Sanin. He was for a 
long time the Professor of Theoretical Physics (Physics-Mechanics Faculty, Peter the Great 
St. Petersburg Polytechnic University) and an active member of NDTCS Workshops. 

Alexander I. Melker, Vladimir A. Labunov 
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Andrey Leonardovich SANIN 
(1935-2020) 

 
The outstanding scientist in the field of theoretical physics, Doctor of Physical-

Mathematical Sciences, Professor Sanin A.L. was born on the 13th October 1935 in 
Leningrad. After finishing secondary school, he did military service in the Baltic region of the 
USSR (1954-1957, 1963), and thereafter in 1957 he went to Leningrad Polytechnical Institute 
(now Peter the Great St. Petersburg Polytechnic University) and graduated from the Radio 
Electronics Faculty in 1962; his speciality having been Physical Electronics. From 1964 to 
1971 A.L. Sanin worked at the Department of Electronics Devices of the North-West 
Polytechnical Institute. After graduating from the Post-graduate School, (the Department of 
Theoretical Physics, Leningrad Polytechnical Institute) in 1972 he worked in this department 
at first as a junior research assistant (1972-73), then as Assistant Professor (1973-76), as an 
Associated Professor (Dozent, 1976-98) and as a Full Professor (1998-2020).  
 His outstanding academic career is tightly connected with his scientific achievements. 
A.L. Sanin defended PhD thesis (Physics & Mathematics) in 1973 and his DSc thesis (Physics 
& Mathematics) in 1998. Under his direction, there is done plenty of scientific research works 
such as the space resonances and structures of electronic current in heterogeneous media, as 
well as the problems of nonlinearity and self-organization in physics. 
 In addition to intensive research activities, teaching was an important part of Sanin's 
life. Being an excellent lecturer, he lectured classical courses on Analytical Mechanics, 
Electrodynamics, Quantum Mechanics, and Statistical Physics. Moreover, he developed and 
lectured original courses: Nonequilibrium Phenomena in Solids, Synergy, etc. On the basis of 
these courses, A.L. Sanin has written the monograph "Electronic Synergy" which was 
published in Russian, Leningrad State University Publishing House, 1989. As a result of his 
great activity both in the scientific and educational fields, several of his disciples have become 
PhD and now they are working with success in science, industry, and education. 
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 A.L. Sanin was widely known as an outstanding scientist not only in our country  
but also among the international community of physicists. In the USSR and Russia, he was 
many years an active member of the all-Union Society "Knowledge", he entered into  
the Editorial Board of the International Workshop "New Approaches to High-Tech:  
Nano-design, Technology, Computer Simulations". Andrey L. Sanin was in close 
collaboration with the leading physicists of China, Mexico, Poland, etc. He visited some 
countries as an Inviting Lecturer.  
 It should be emphasized that in spite of his great achievements, A.L. Sanin was a very 
modest person. Contrary to the widespread manner, he never tried to get registered in the 
activities even if his role was decisive but preferred to give preference to his pupils.  
 Andrey L. Sanin was a cheerful person. He liked football and especially swimming.  
There is no doubt that A.L. Sanin was a splendid, sincere, decent, and noble person with a 
great sense of responsibility for any problem he dealt with. He was a very hard-working 
person with high standards for himself as well as for his colleagues.  
 We will hold Andrey Leonardovich Sanin as an eminent person, scientist, and teacher  
in our hearts forever. 

Colleagues and Friends 
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Maxwell electrodynamics in media, geometry effect on 

constitutive relations 
N.G. Krylova1, E.M. Ovsiyuk2, A.V. Ivashkevich3, V.M. Red'kov3 

1Belarusian State Agrarian Technical University, Minsk, Republic of Belarus  
2Mozyr State Pedagogical University named after I.P. Shamyakin, Republic of Belarus 

3B.I. Stepanov Institute of Physics, Minsk, Republic of Belarus 

 v.redkov@ifanbel.bas-net.by 
 
 

Abstract. The problem of constitutive relations in Maxwell electrodynamics, their possible 
form and role in physical manifestation of electromagnetic fields, its behavior under the 
motion of the reference frame and its connection with Special Relativity theory, interplay 
between electrodynamics constitutive relations and gravity theory, and so on, has a long 
history. The main accent in our treatment is the known possibility to simulate material media 
by geometrical methods. This review includes the following items: Riemannian geometry and 
Maxwell theory; Maxwell equations in Riemannian space and effective media; metrical tensor 

( )g xαβ  and constitutive relations; inverse constitutive equations; geometric simulation of 
inhomogeneous media; geometrical simulation of uniform media; geometrical modeling of 
anisotropic uniform media; the moving medium and anisotropy; geometry effect on material 
equations in arbitrary linear media; the plane wave in the Lobachevsky space, simulating a 
special medium; arbitrary metrics, etc. 
Keywords: constitutive relations, gravity theory, Lobachevsky space, Maxwell 
electrodynamics, plane waves, Riemannian geometry  
 
Acknowledgements. No external funding was received for this study. 
 
Citation: Krylova NG, Ovsiyuk EM, Ivashkevich AV, Red'kov VM. Maxwell 
electrodynamics in media, geometry effect on constitutive relations. Materials Physics and 
Mechanics. 2022;49(1): 1-16. DOI: 10.18149/MPM.4912022_1. 
 
 
1. Introduction 
We can track interest in the problem of geometry effect on the constitutive relations in 
Maxwell electrodynamics, for instance, see the references [1-30]. Note that Gordon [2] was 
first largely interested in trying to describe dielectric media by effective metrics. Gordon tried 
to use a gravitational field to simulate a dielectric medium. The idea was taken up and 
developed by Tamm and Mandelstam [3,4], and by many others. 
 Let us start with the Maxwell equations in Minkowski space for the uniform medium: 

0 0
0

 1div 0, rot , div , rot .
t t

r
µµ

∂ ∂
= = − = = +

∂ ∂
B EB E E B J    (1) 

Using the constitutive relations 

0
0

,
µµ

= =
BH D E  (2)  
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eqs. (1) can be written with the use of four vectors , , ,E B D H : 
0 0

0 0  div 0, rot , div , rot ( ).cc j x ct
c cx x

∂ ∂
= = − = = + =

∂ ∂
B H J DB E D   (3)  

We represent the electric displacement D  and the magnetic field H  by the 
antisymmetric tensor ikH , the electric E  and the magnetic induction B  are accounted for by 
the tensor ikF : 

1 2 3 1 2 3

1 3 2 1 3 2

2 3 1 2 3 1

3 2 1 3 2 1

0 0
0 0 / /

( ) , ( ) ;
0 / 0 /

0 / / 0

E E E D D D
E cB cB D H c H c

F H
E cB cB D H c H c
E cB cB D H c H c

αβ αβ

− − − − − −
− −

= =
− −

− −

 

here we apply the notations 
, , , , ( , / ).i i i i a

i i i iE E D D B B H H j cr= − = − = + = + = J  
Then eqs. (3) can be presented in tensor form 

0, .ba a
a bc b ca c ab bF F F H j∂ + ∂ + ∂ = ∂ =   (4)  

 For the vacuum case, the constitutive relations 0
0

1, ,
µ

= =D E H B  are read in the tensor 

form as follows 
0( ) ( ),ab abH x F x=    (5)  

so eqs. (4) contain only one tensor 

0

10, .ba a
a bc b ca c ab bF F F F j∂ + ∂ + ∂ = ∂ =


  (6) 

 The situation is quite different in the presence of media. Even for the simplest case of 
the uniform medium, relativizing the above constitutive equations 

0
0

1,
µ µ

= =D E H B   

requires the subsidiary (4 4)× -matrix with the presumed properties of the 2-rank tensor: 

0  

1/ 0 0 0
0 0 0 1, , .
0 0 0
0 0 0

am ab am bn
mn

k
k

k H F
k

k

η η η
µ

−
= = =

−
−

 


  (7) 

We may postulate the class of linear inhomogeneous electromagnetic media 
characterized by the 4-rank tensor [3,4]: 

0( ) ( ) ( ),  ab abmn
mnH x x F x= ∆   (8) 

where the relativistic symmetry presumes the evident symmetry constraints: 
( ) ( ) ( ),abmn bamn abnmx x x∆ = −∆ = −∆   (9) 

and, in general, the tensor ( )abmn x∆  depends upon 36 parameters. 
When extending Maxwell's theory to space-time with non-Euclidean geometry, which 

describes gravity according to General Relativity, one must change previous equations to a 
more general form. In particular, the vacuum Maxwell equations are given as 

00, , ,f f f h j h fβα α
α βγ β γα γ αβ β αβ αβ∇ +∇ +∇ = ∇ = =    (10) 

where β∇  stands for the covariant derivative. In order to distinguish formulas referring to flat 
and curved models we will use small letters for designating the electromagnetic tensors in 
curved model, abf  and abh . 
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2. Maxwell equations in Riemannian space and effective media 
Let us discuss the possibility to consider the vacuum Maxwell equations in a curved space-
time as Maxwell equations in a flat space-time but specified for an effective medium, the 
properties of which are determined by the metrical structure of the initial curved model 

( )g xαβ . We will restrict ourselves to the case of curved space-time models which are 
parameterized by some quasi-Cartesian coordinates. 

Vacuum Maxwell equations in a Riemannian space-time, parameterized by some quasi-
Cartesian coordinates, can be brought to the form [5] 

0

1 10, .ba a
a bc b ca c ab bf f f g f j

g
∂ + ∂ + ∂ = ∂ − =

− 
  (11) 

Indeed, one can immediately see that after introducing the new variables 

0, , ( ) ( ) ( ) ,a a am bn ba
ab ab mng j j f F g g x g x f x H− −™ ™ ™   (12) 

eqs. (11) in the curved space can be re-written as Maxwell equations for the flat space but  
in the medium: 

0

0  1, .ba a
a bc b ca c ab bF F F H j∂ + ∂ + ∂ = ∂ =


  (13) 

Relations playing the role of constitutive equations are determined by the metrical 
structure of the geometrical model: 

0( ) ( ) ( ) ( ) ( ).H x g x g x g x F xβα αr βσ
rσ

 = −    (14) 

There exists one special case; namely, if ( )g x  does not depend on coordinates, then the 
factor ( )g x g− = −  can be omitted from the above formulas. 
 
3. Metrical tensor and constitutive relations 
Let us consider the material equations for electromagnetic fields which are generated by the 
metrical structure of the space-time model. For an arbitrary metrical tensor ( )g xαβ  we may 
obtain a 3-dimensional form of relation (14): 

1 1
0 0 0 0 (  ( ) ( ) , ( ) ) ( ) .i ik ik i ik ik

k k k kD x E c x B H c x E x Bα β µ µ− −= + = +      (15) 
Four dimensionless (3 3)× -matrices ( )ik x , ( ),ik xα  ( ),ik xβ  1( ) ( )ik xµ−  are not independent 

because they are bilinear functions of only 10 components of the symmetrical tensor ( )g xαβ .  
After simple calculation, for these tensors one produces expressions 

( )00 0 0( ) ( ) ( ) ( ) ( ) ,ik ik i kx g g x g x g x g x= − −   1 1( ) ( ) ( ) ( ) ,
2

ik ml nj
imn ljkx g g x g xµ− = −    

0 0( ) ( ) ( ) , ( ) ( ) ( ).ik ij l ik j lk
ljk jilx g g x g x x g g x g xα β= + − = − −    

The tensor ( )ik x  is evidently symmetrical; it is easy to demonstrate the same property 
for 1( ) ( )ik xµ− . Indeed, we have 

1 1( ) ( ) ( ) ( ) ,
2

ki ml nj
kmn ljix g x g xµ− =    

here making changes in mute indices, ,m j n l↔ ↔ , we get 
1 11( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ).

2
ki jn lm lm jn ik

kjl nmi imn ljkx g x g x g x g x xµ µ− −= =     

In the same manner, one can prove the identity ( )ki ikxβ α= + : 
0 0( ) ( ) ( ) ( ) .ki j li il j ik

jkl jlkg x g x g x g xβ α= − = = +   

So, the above tensors obey the following symmetry constraints: 
1 1( ) ( ), ( ) ( ) ( ) ( ), ( ) ;ik ki ik ki ki ikx x x x xµ µ β α− −= + = + =   
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that means the (6 6)× -matrix defining constitutive equations is symmetrical 

0 0
1 1

0 0

( )( ) ( )( )
.

( )( ) ( ) ( )( )

ik iki
k

ik iki
k

E xx c xD x
B xc x xH x

α
β µ µ− −

=
  


  (16) 

Making (3 1)+ -splitting in the metrical tensor 
00 0

0
0

( )
( ) , ( ) ( ) ( ) ,

( ) ( )

i
l l

jk ljk ljki ik

g g g
g x g g x g x

g g g g
αβ ×=

= ≡ =
= =

    (17)  

tensors ( ), ( )ik ikα , ( )ikβ  can be written in the form 
00( ) [ ( ) ( ) ( ) ( )],x g g x g x g x g x= − − ⋅  

( ) ( ) ( ), ( ) ( ) ( ).x g g x g x x g g x g xα β× ×= − = − −   (18)  
In doing so, one can produce a more convenient representation for matrix 1( ) ( )ik xµ− . 

Indeed, with the notation ( )i mn imnτ =  , we get 
1 1( ) ( ) Sp[ ( ) ( )].

2
ik

i kx g g x g xµ τ τ− = − −   (19)  

The metrical tensors, which are the most interesting in the context of General relativity 
[5], have a quasi-diagonal structure, so the effective constitutive relations are simplified: 

00

11 12 13

21 22 23

31 32 33

0 0 0
0

( ) , ( ) 0, ( ) 0,
0
0

g
g g g

g x x x
g g g
g g g

αβ α β= = =  

00 1( ) ( ) ( ), ( )( ) Sp[ ( ) ( )].
2

ik
i kx g g x g x x g g x g xµ τ τ= − = − −   (20) 

The explicit expressions for tensors ( )ik x  and 1( ) ( )ik xµ−  given by (20) are 
11 12 13 11 12 13

00 21 22 23 1 21 22 23

31 32 33 31 32 33

( ) , (( ) ) ,ik ik

g g g G G G
g g g g g g G G G

g g g G G G
µ−= − = −   (21)  

where ( )ikG x  stand for (algebraic) co-factors to the elements ( )ikg x : 
22 33 23 32 31 23 21 33 21 32 22 31

32 13 33 12 33 11 31 13 31 12 32 11

12 23 13 22 13 21 11 23 11 22 12 21

( ) ( ) ( )
( ) ( ) ( ) ( ) .

( ) ( ) ( )

ik

g g g g g g g g g g g g
G x g g g g g g g g g g g g

g g g g g g g g g g g g

− − −
= − − −

− − −

  (22)  

Therefore, two constitutive matrices, ( )x  and 1( )xµ− , are not independent and obey the 
following constraint: 

11 12 13
00

1 21 22 2300

31 32 33

( ) ( )
det ik

g g g
g g

x x g g g
g

g g g
µ− −

=

22 33 23 32 31 23 21 33 21 32 22 31

32 13 33 12 33 11 31 13 31 12 32 11

12 23 13 22 13 21 11 23 11 22 12 21

( ) ( ) ( )
( ) ( ) ( ) .
( ) ( ) ( )

g g g g g g g g g g g g
g g g g g g g g g g g g I
g g g g g g g g g g g g

− − −
− − − = −
− − −

  (23)  

Thus, the metric tensors with the quasi-diagonal structure effectively describe the media 
with the following constitutive relations (note that the sign minus may be eliminated by 
changing the notation) 

0 0( ) , ( ) , ( ) ( ),x x x xµ µ µ= − = = −D E B H  

11 12 13

00 21 22 23

31 32 33

( ) ( ) ( )
( )( ) ( ) ( ) ( ) ( ) ( ) .

( ) ( ) ( )

ik

g x g x g x
x g x g x g x g x g x

g x g x g x
= −   (24)  

For the general case of an arbitrary metrical tensor, four constitutive tensors may be 
given explicitly as follows (we use notation 0( ) ( )i ig x g x= ) 
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11 12 13 1 1 1 2 1 3

00 21 22 23 2 1 2 2 2 3

31 32 33 3 1 3 2 3 3

[ ( )] ,ik

g g g g g g g g g
x g g g g g g g g g g g g

g g g g g g g g g
= − − −  

22 33 23 32 31 23 21 33 21 32 22 31

1 32 13 33 12 33 11 31 13 31 12 32 11

12 23 13 22 13 21 11 23 11 22 12 21

( ) ( ) ( )
( ) ( ) ( ( ) ( ) ( ) ,

( ) ( ) ( )

ik

g g g g g g g g g g g g
x g g g g g g g g g g g g g

g g g g g g g g g g g g
µ−

− − −
= − − − −

− − −

 (25)  

12 3 13 2 11 3 13 1 11 2 12 1

22 3 23 2 21 3 23 1 21 2 22 1

32 3 33 2 31 3 33 1 31 2 32 1

( ) ( ) ( )
( ) ( ) ( ) ( ) ( ).

( ) ( ) ( )

ik ki

g g g g g g g g g g g g
x g g g g g g g g g g g g g x

g g g g g g g g g g g g
α β

− + − − +
= − − + − − + =

− + − − +

 

 
4. Inverse constitutive equations 
The tensor relationship 

0( ) ( ) ( ) ( ) ( )H x g x g x g x F xrσ rα σβ
αβ= −  

in 3-vector form reads 
1

0 0 0
0

1, ( ) ;i ik ik i ik ik
k k k kD E c B H c E Bα β µ

µ
−= + = +      

let us derive inverse constituents 

0

1 1 ( ) ( ) ,
( )

F g x g x H
g x

αβ
rσ rα σβ=

−
1 1 1

0
0 0 0

1 1 1( ) ( , . ) ( )k k k k
i ik ik i ik ikE D H B D H

c c
α β µ µ− − −= + = +

  
  (26)  

One does not need to make new calculations in addition to those given in Section IV. 
Expressions for the inverse constitutive tensors are 

1
00

1 1 1( ) [ ( ) ( ) ( ) ( )], ( ) ( ) ,
2( ) ( )ik ik i k ik imn ml nj ljkg x g x g x g x g x g x

g x g x
µ− = − =

− −
    

1 11 1( ) ( ) ( ) , ( ) ( ) ( ),
( ) ( )ik ij l ljk ik j jil lkg x g x g x g x

g x g x
α β− −= + = −

− −
    (27)  

with symmetry 
1 1 1 1( ) ( ) ( ) ( ), ( ) ( ), ( ) ( ) ( ) .ik ki ik ki ki ikx x x x xµ µ β α− − − −= + = + = +    (28)  

Therefore, the (6 6)× -matrix, determining the inverse material equations, is symmetrical 
as well 

1 1 1 1 1
0 0
1 1 1

0 0

( ) ( )
.

( )

l
k kl kl

l
k kl kl

E c D
B c H

α
β µ µ

− − − − −

− − −
=

  


  (29)  

 
5. Geometrical modeling of inhomogeneous media 
Let us consider a special form of the diagonal metrical tensor 

2

2

2

2

( ) 0 0 0
0 ( ) 0 0

.
0 0 ( ) 0
0 0 0 ( )

a x
b x

g
b x

b x

αβ
−

=
−

−

  (30)  

In this case, relations (24) take the form  

0 0
( )( ) , ( ) , ( ) ( ) .
( )

b xx x x x
a x

µ µ µ= − = = − =D E B H     (31)  
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For the diagonal anisotropic metrics 
2

2
1

2
2

2
3

( ) 0 0 0
0 ( ) 0 0

,
0 0 ( ) 0
0 0 0 ( )

a x
b x

g
b x

b x

αβ

−
=

−
−

  (32) 

relations (24) lead to 
2 3 1

0 0 3 1 2

1 2 3

/ 0 0
( ) , ( ) , ( ) ( ) 0 / 0 .

0 0 /

b b ab
x x x x b b ab

b b ab
µ µ µ= − = = − =D E B H     (33)  

 
6. Geometrical modeling of uniform media 
Let us consider one special form of the metrical tensor 

2

2

2

2

0 0 0
0 0 0

,
0 0 0
0 0 0

a
b

g
b

b

αβ
−

=
−

−

 (34)  

where 2a  and 2b  are numerical parameters. This is a special case mentioned in connection 
with eq. (14): if ( )g x  does not depend on coordinates, then the factor g−  can be omitted 
from the formulas. In this way we get the following constitutive equations: 

1
2 2 4

1 0 0 1 0 0
1 1( ) 0 1 0 , (( ) ) 0 1 0 ,

0 0 1 0 0 1

ik ik

a b b
µ−

−
= − =

−
   (35)  

or 
0

2 2 4
0

1, ,i i
i iD E H B

a b bµ
= − =

   (36)  

whence it follows 
2 2 1 1, .b aµ

µ
= =


  (37)  

The corresponding metrical tensor (34) can be presented as follows 
1/ 0 0 0

0 0 01 .
0 0 0

0 0 0

gαβ

µ

µ

µ

µ

−
=

−

−





 



   (38) 

Such possibilities will exist in all other cases considered below. 
 
7. Geometrical modeling of anisotropic media 
Let us extend the previous analysis and consider the metrical tensor 

2

2
1

2
2

2
3

0 0 0
0 0 0

,
0 0 0
0 0 0

a
b

g
b

b

αβ

−
=

−
−

 (39)  

where 2 2, ia b  are arbitrary numerical parameters. The constitutive equations generated by this 
geometry have the form 
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1
0 0, ,i ik i ik

k kD E H Bµ µ−= =   
2 2 2

1 2 3
2 2 2 2

2 3 1
2 2 2

3 1 2

0 0 0 0
( ) 0 0 , ( ) 0 0 ,

0 0 0 0

ik ik

b b b
a b b b

b b b
µ

− − −

− − − −

− − −

−
= − =

−
   (40) 

or differently 
1 2 3 1 2 30 1 0 2 0 3 31 2

2 2 2 2 2 2 2 2 2 2 2 2
1 2 3 0 2 3 0 3 1 0 1 2

, , , , , .
E E E BB BD D D H H H

a b a b a b b b b b b bµ µ µ
= − = − = − = = =
    

Being compared these equations with the physical ones 
1 2 3 1 2 3 31 2

0 1 1 0 2 2 0 3 3
0 1 0 2 0 3

, , , , , ,
BB BD E D E D E H H H

µ µ µ µ µ µ
= − = − = − = = =       

one obtains 
2 2 2 2 2 2

1 2 3 1 2 3 2 3 1 3 1 22 2 2 2 2 2
1 2 3

1 1 1, , , , , .b b b b b b
a b a b a b

µ µ µ= = = = = =     (41)  

It follows that 
2 2 2

2 2 2 23 1 2 31 2
1 2 3 2 2 2

1 2 3 1 2 2

( ) , ,a b b b g g
µ µ µ µµ µ + +

= = = = − − =
+ +      2 2 2 2 2 2

1 2 3 1 2 2

. i iµ

µ µ µ
=

+ + + +



  
  (42)  

The latter means that one can use four independent parameters , , inµ : 
2, , 1.i i i in nµ µ= = =n    (43)  

One can express 2
ib  in terms of iµ : 

2 2 22 3 2 3 3 1 3 1 1 2 1 2
1 2 3

1 1 2 2 3 3

, , .
n n n n n nb b b
n n n

µ µ µ µ µ µ
µ µ µ

µ µ µ
= = = = = =   (44)  

In its turn, from 2 2 2 2
1 2 3 /a b b b µ=   it follows 

2
2 2 2

1 2 3 1 2 3

1 1 1 .a
b b b n n n

µ
µ

= =
 

  (45)  

The formulas (44), (45) provide us with the anisotropic metrical tensor 

1 2 3

2 3

1

3 1

2

1 2

3

1 1 0 0 0

0 0 0
1( ) .

0 0 0

0 0 0

ab

n n n

n n
n

g x
n n
n

n n
n

µ

µ

µ

µ

−

=

−

−










  (46)  

 
8. Moving medium and anisotropy 
A more complicated example of an effective anisotropic medium is provided by the 
constitutive equations for the uniform media in a moving reference frame. Following the 
initial Minkowski investigation [1], this problem was considered by many authors. The 
starting point is that, in Minkowski approach to electrodynamics, the constitutive relations 
explicitly depend on the 4-velocity of the reference frame motion under a medium. 
Gordon [2], Tamm, and Mandelstam [3,4] noticed that for a moving observer, the constitutive 
relations can be expressed with the help of effective metric as follows: 
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0( ) ,ab abmn
mnH x F= ∆ 0

1 1[ ( 1) ] [ ( 1) ],abmn am a m bn b ng u u g u uµ µ
µ µ

∆ = + − + −     (47)  

where diag( 1, 1, 1, 1)abg = + − − − . Corresponding constitutive 3-dimensional tensors are (let us use 
the notation 1µ γ− = ) 

1 1 0 0 1 2 1 3

1 2 2 2 0 0 2 3

3 1 3 2 3 3 0 0

( 1 )
1 ( 1 ) ,

( 1 )

ik

u u u u u u u u
u u u u u u u u
u u u u u u u u

γ γ γ γ
γ γ γ γ

µ
γ γ γ γ

− + −
= − + −

− + −
  

2 2 3 3 1 2 1 3

1 1 2 3 3 1 1 2 3

3 1 3 2 1 1 2 2

(1 )
1( ) (1 ) ,

(1 )

ik

u u u u u u u u
u u u u u u u u
u u u u u u u u

γ γ γ γ
µ γ γ γ γ

µ
γ γ γ γ

−

− −
= − −

− −

 (48)  

0 3 0 2

0 3 0 1

0 2 0 1

0
1 0 ,

0

ik

u u u u
u u u u
u u u u

γ γ
α γ γ

µ
γ γ

− +
= + −

− +

0 3 0 2

0 3 0 1

0 2 0 1

0
1 0 .

0

ik

u u u u
u u u u
u u u u

γ γ
β γ γ

µ
γ γ

+ −
= − +

+ −

  

Let us deduce 3-dimensional form of these relations. For the vector iD  we have 
1 1 1 0 0 1 2 1 3 0 3 0 20 0

1 2 3 2 3( 1 ) ( ),
c

D u u u u E u u E u u E u u B u u Bγ γ γ γ γ γ
µ µ
 = − + − + + + − + 

   

2 1 2 2 2 0 0 2 3 0 3 0 10 0
1 2 3 1 3( 1 ) ( ),

c
D u u E u u u u E u u E u u B u u Bγ γ γ γ γ γ

µ µ
 = + + − + − + + − 

   

1 1 3 2 3 3 3 0 0 0 2 0 10 0
1 2 3 1 2( 1 ) ( ),

c
D u u E u u E u u u u E u u B u u Bγ γ γ γ γ γ

µ µ
 = + + + − + − + − + 

   

and further, we obtain 
1 0 0 1 2 3 1 0 2 30 0 0

1 1 1 2 3 3 2[ ( ) ] ( ),
c

D E u u E u E u E u E u u u B u B
γ γ

µ µ µ
= − + − + + + + −
    

2 0 0 1 2 3 2 0 3 10 0 0
2 2 1 2 3 1 3[ ( ) ] ( ),

c
D E u u E u E u E u E u u u B u B

γ γ
µ µ µ

= − + − + + + + −
    

3 0 0 1 2 3 3 0 1 20 0 0
3 3 1 2 3 2 1[ ( ) ] ( ).

c
D E u u E u E u E u E u u u B u B

γ γ
µ µ µ

= − + − + + + + −
    

Using the notations 
0

2 2

1/ , ,
1 1

i
i VV v c u u

V V
= = =

− −
 

the previous relations can be written as follow 
1 2 3 1 2 3

1 0 0 1 1 2 3 0 3 2
1 2 2

[ ( ) ] ( )
,

1 1
E V E V E V E V c V B V B

D E
V V

γ γ
µ µ µ

− + + + −
= − + +

− −
    

1 2 3 2 3 1
2 0 0 1 1 2 3 0 1 3

2 2 2

[ ( ) ] ( )
,

1 1
E V E V E V E V c V B V B

D E
V V

γ γ
µ µ µ

− + + + −
= − + +

− −
    

1 2 3 3 1 2
3 0 0 3 1 2 3 0 2 1

3 2 2

[ ( ) ] ( )
;

1 1
E V E V E V E V c V B V BD E

V V
γ γ

µ µ µ
− + + + −

= − + +
− −

    

in the vector form, they can be rewritten as 
0 0 0

2 2

( ) .
1 1

c
V V

γ γ
µ µ µ

− ×
= + +

− −
E VE V V BD E

     (49)  
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Similarly, we obtain three relations for iH : 
2 2 3 3 1 2 1 3 0 3 0 20

1 1 2 3 2 3
0

1 [(1 ) ] ( ),
c

H u u u u B u u B u u B u u E u u Eγ γ γ γ γ γ
µ µ µ

= − − + + + −
  

1 2 3 3 1 1 2 3 0 3 0 20
2 1 2 3 2 3

0

1 [ (1 ) ] ( ),
c

H u u B u u u u B u u B u u E u u Eγ γ γ γ γ γ
µ µ µ

= + − − + + −
  

3 1 3 2 1 1 2 2 0 2 0 10
3 1 3 3 1 2

0

1 [ (1 ) ] ( ),
c

H u u B u u B u u u u B u u E u u Eγ γ γ γ γ γ
µ µ µ

= + + − − + −
  

and then 
2 2 3 3 1 2 1 3 0 3 20

1 1 1 1 2 3 2 3
0 0

1 ( ) ( ),
c

H B u u B u u B u u B u u B u u E u E
γγ

µ µ µ µ µ
= + − − + + + −

  

1 2 3 3 1 1 2 3 0 3 20
2 2 1 2 2 3 2 3

0 0

1 ( ) ( ),
c

H B u u B u u B u u B u u B u u E u E
γγ

µ µ µ µ µ
= + + − − + + −

  

3 1 3 2 1 1 2 2 0 2 10
3 3 1 2 3 3 1 2

0 0

1 ( ) ( );
c

H B u u B u u B u u B u u B u u E u E
γγ

µ µ µ µ µ
= + + + − − + −

  

these relations are written in the vector form as follows: 

0
2 2

0 0

1 ( )) .
1 1

c
V V

γγ
µ µ µ µ µ

× × ×
= + +

− −
V V B V EH B

   (50)  

Relations (49), (50) provide us with the vector form of constitutive relations for the 
uniform medium moving with velocity V . We may conclude that the motion is effectively 
equivalent to an anisotropic medium. 
 
9. Constitutive equations for an arbitrary linear medium 
Above, we started with Maxwell equations in vacuum and changed them to the Riemannian 
space-time. At that, the vacuum material equations 0H Fαβ αβ=  , due to the presence of metrical 
tensor ( )g xrα , gave us the modified material equations 

0( ) ( ) ( ) ( ).H x g g x g x F xrσ rα σβ
αβ= −    (51)  

As a first generalization, let us start with Maxwell equations in the uniform media. In 
this case, the material equations for the uniform media 

0( ) ( )a b
abH x F xαβ α βη η=    (52)  

will take the form 

0( )) ( ) ( ) ( ).a b
abH x g g x g x F xrσ rα σβ

α βη η= −    (53)  

With the notation ˆ ( ) ( )a b
abF x F xαβ α βη η= , they can be rewritten as follows 

0
0

0

0ˆ ˆ( )( ) ( ) ( ) ( ), ( ) .
/

i

i ik

F
H x x g g x g x F x F x

F F
rσ rα σβ

αβ αβ µ
= − =





  (54)  

One should not make any additional calculation, it suffices to make one formal change 
ˆ( ) ( )F x F xαβ αβ→ , so the constitutive equations take the form 

1
0 0 0

0

1( ) ( ) , ( ) ( ) ( ) .i ik ik i ik ik
k k k kD x E c x B H c x E x Bα β µ

µ µ
−= + = +        (55)  

These relations provide us with the material equations for the uniform media modified 
by Riemannian geometry of the background space-time. 

It is easy to make another extension: let us start with an anisotropic medium in 
Minkowski space 
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1 1
0 (0) 0 (0), ;i kl l i kl kD E H Bµ µ− −= =    (56)  

these equations will be modified as 
1

0 (0) 0 (0)( ) ( ) ,i ik ik
kl l kl lD x E c x Bα µ−= +      1 1

0 (0) 0 (0)( ) ( ) ( ) .i ik ik
kl l kl lH c x E x Bβ µ µ µ− −= +    (57)  

Now we make the final extension: constitutive equations for an arbitrary linear medium, 
determined by 4-rank tensor 0( ) ( )ab

abH x F xαβ αβ= ∆ , will be transformed by the Riemannian 
geometry into the following ones 

0( )( ) ( ) ( ) ( ),ab
abH x x g g x g x F xrσ rα σβ

αβ= − ∆   (58)  

or in the 3-dimensional form 
1

0 (0) (0) 0 (0) (0)( ) ( ) ( ) ( ) ,i ik ik ik ik
kl kl l kl kl lD x x E c x x Bα β α α µ−   = + + +         

1 1 1
0 (0) (0) (0) (0)

0

1( ) ( ) ( ) ( ) ( ) ( ) .i ik ik ik ik
kl kl l kl kl lH c x x E x x Bβ µ β β α µ µ

µ
− − −   = + + +      

In the index-free form, they can be written as 
1

0 (0) (0) 0 (0) (0)( ) ( ) ( ) ( ) ,x x c x xα β α α µ−  = + + +   D E B      

1 1 1
0 (0) (0) (0) (0)

0

1( ) ( ) ( ) ( ) .c x x x xβ µ β β α µ µ
µ

− − −   = + + +   H E B    (59)  

These formulas can be presented symbolically as follow 
1

(0) (0) (0) (0)ˆˆ ( ) ( ) , ( ) ( ) ,x x x xα β α α α µ−= + = +     
1 1 1 1

(0) (0) (0) (0)
ˆ ˆ( ) ( ) , ( ) ( ) .x x x xβ β µ β µ β α µ µ− − − −= + = +   (60)  

If the initial constitutive equations have only diagonal blocks 1
(0) (0) (0) (0), 0, 0, ,α β µ−= =  

relations (60) become simpler 
1 1

(0) (0) (0) (0)
ˆˆ ˆˆ ( ) , ( ) , ( ) , ( ) .x x x xα α µ β β µ µ µ− −= = + = =     (61)  

 
10. Plane wave in the Lobachevsky space 
Let us study a simple example, the solutions of plane wave type for the Maxwell equations in 
3-dimensional Lobachevsky space, with the use of the horospherical coordinates. We start 
with equations 

1
0

1( ) 0, ( ) ,I F F F II g F j
g

βα α
α βγ β γα γ αβ β

−∂ + ∂ + ∂ = ∂ − =
−

    (62)  

where ( ) det[ ( )] 0g x g xαβ= < . Eqs. (I) are equivalent to 

1 23 2 31 3 12 0 12 1 20 2 01(123) 0, (012) 0,F F F F F F∂ + ∂ + ∂ = ∂ + ∂ + ∂ =      

0 23 2 30 3 02 0 31 3 10 1 03(023) 0, (031) 0.F F F F F F∂ + ∂ + ∂ = ∂ + ∂ + ∂ =   (63)  
In its turn, eqs. (II) in the detailed form are written as  

10 20 30 1 0
1 2 3 0

1 1 1 ,g F g F g F j
g g g

−∂ − + ∂ − + ∂ − =
− − −

  

01 12 31 1 1
00 2 3

1 1 1 ,g F g F g F j
x x xg g g

−∂ ∂ ∂
− − − + − =

∂ ∂ ∂− − −
  

02 12 23 1 2
00 1 3

1 1 1 ,g F g F g F j
x x xg g g

−∂ ∂ ∂
− + − − − =

∂ ∂ ∂− − −
  

03 31 23 1 3
00 1 2

1 1 1 .g F g F g F j
x x xg g g

−∂ ∂ ∂
− − − + − =

∂ ∂ ∂− − −
   (64)  
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We will specify these equations in the absence of any sources, and in the horospherical 
coordinates of the hyperbolic model 3H : 

1 2cos , sin ,z zu re u reφ φ− −= =  2 2
3

1 1sinh [ ( 1) ],
2 2

z z zu z r e e r e− + −= + = + −  

2 2
0

1 1cosh [ ( 1) ],
2 2

z z zu z r e e r e− + −= + = + +  2 2 2 2 2 2 2
1 2 3 0 0 1 2 31, 1 0,u u u u u u u u+ + − = − = + + + + >  

2 2 2 2 2 2 2 2 2 ;z zdS c dt e dr e r d dzφ− −= − − −  (65)  
here all the coordinates are dimensionless. In the limit of vanishing curvature, the given 
coordinates reduce to cylindrical ones. Using the notations 0 1 2 3, , , ,x r x x z xφ= = =  eqs. (63) and 
(64) take the form 

1 23 2 31 3 12 0 12 1 20 2 010, 0,F F F F F F∂ + ∂ + ∂ = ∂ + ∂ + ∂ =  

0 23 2 30 3 02 0 31 3 10 1 030, 0,F F F F F F∂ + ∂ + ∂ = ∂ + ∂ + ∂ =   (66)  

10 20 2 2 30 01 12 2 2 31
0

1 0, 0,z z z z
r z zrF F e e F F F e e F

r φ φ
− −∂ + ∂ + ∂ = ∂ − ∂ + ∂ =  

02 12 2 2 23 03 31 23
0 0

1 10, 0.z z
r z rF rF e e F F rF F

r r φ
−∂ + ∂ − ∂ = ∂ − ∂ + ∂ =  (67)  

Let us impose the simplicity restrictions 

01 02 0 030, ( , ) 0, 0,F F F r z Fφ= = ≠ =   (68)  

then eqs. (66), (67) become simpler 

23 12 0 12 20 0 23 020, 0, 0,r z r zF F F F F F∂ + ∂ = ∂ + ∂ = ∂ + ∂ =   (60)  

02 12 2 2 23
31 0

10, 0.z z
r zF F rF e e F

r
−= ∂ + ∂ − ∂ =   (70)  

Note that in (69), the first equation follows from 2-nd and 3-rd ones, so only three 
equations are independent 

0 12 02 0 23 02, ,r zF F F F∂ = ∂ ∂ = −∂  (71)  

2 22 11 22 2 2 22 33
0 02 0 12 0 23

1 0.z z
r zg F r g g F e e g g F

r
−∂ + ∂ ∂ − ∂ ∂ =  (72)  

Differentiating the third equation with respect to 0x  and taking into account (71), we get 
2 4 2

2 2
0 02 02 022 2

1 0.
z z z

r r z
e e eF F F

r rr r
− ∂ + ∂ ∂ + ∂ =   (73)  

Let us search for solutions of eq. (73) in the form of a plane wave 
0

02 0( )cos( ),F E r k x kz β= − +  (74)  
where the dimensionless quantities are used 

0 0, ,k k k
c c
ωr ωr

= = ± = ±   (75)  

then eq. (73) leads to 
2 2 2 24
0 0

2 2

1 0,
z zzk e k ee d dE E E

r dr r drr r
+ − =  (76)  

or 
1 0,d d E

dr r dr
=  (77)  

so we arrive at two simple solutions 
2const , const.E r E= =  (78)  
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Eq. (77) coincides with the similar equation arising in the flat space; correspondingly its 
solutions coincide with the known ones in the Minkowski space. The most interesting is the 
second solution constE = , so that 

0
02 0cos( ).F E k x kz β= − +  (79)  

From (71) we readily find 12F  and 23F : 

0
0 12 02 0 23 02 12 23 0

0

 , 0, cos( ).r z
kF F F F F F E k x kz
k

β∂ = ∂ ∂ = = − +⇒= −∂  (80)  

The following 4-potential corresponds to electromagnetic field (79), (80)  
0

2 0
0

sin( ).EA A k x kz
kφ β= = − +  (81)  

It exactly coincides with the expression of the 4-potential for the simplest cylindrical 
wave in Minkowski space. Taking 0, / 2β π= , we get two linearly independent solutions. 

The above solution obtained in horospherical coordinates can be translated to quasi-
Cartesian coordinates in 3H : 

1 2 3
1 2 3

0

( , , ) ( , , ) ( , , ),i iu
x x x r z y q q q

u
φ= = =⇒  

2 2
1 2 3

2 2 2 2 2 2  2 cos 2 sin 1, , .
1 1 1

z

z z z

r r e ry y y
e r e r e r

φ φ + −
= = =

+ + + + + +
  (82)  

Allowing for the following identities 
2 1 2 2 2

1 2 1 2

1 ( ) ( )( ) ( ), tan , ,
cos ( )

j

i ji i

x y y yA y A A x
y y y yφ

φ φ
φ

∂ ∂ +
= = = =
∂ ∂

 

1 2 2 2 2 2

1 2 1 1 2 1 1 2 2 2

( ) ( ) ,
( ) ( ) ( ) ( )

y y y y
y y y y y y

φ φ+ ∂ ∂
= −

∂ +
⇒− =

∂
 

1 2 2 2 1

1 2 2 1 2 1 2 2 2

( ) ( ) 1 ,
( ) ( ) ( )

y y y
y y y y y y

φ φ+ ∂
+

⇒
∂

= =
∂ ∂

 (83)  

we arrive at (for simplicity we use notation j
jy q= ) 

2
1 2 2

1 2

( ) sin( ),
qA q A t kz

q q
ω β= − − +

+
  1

2 32 2
1 2

( ) sin( ), ( ) 0.
qA q A t kz A q

q q
ω β= − + =

+
 (84)  

Allowing for the formulas 
2 2 2 2 2 2
1 2 3 1 2 3

3 3

1 1
ln ,

1 1
z q q q q q q

e z
q q

− − − −
−

⇒
− −

= =
−

 (85)  

we obtain the following expressions for these solutions: 
2 2 2
1 2 32

1 2 2
31 2

1
( ) sin ln ,

1
( )q q qqA q A t k

qq q
ω β

− − −
= − − +

−+
 

2 2 2
1 2 31

2 32 2
31 2

1
( ) sin ln , ( ) 0.

1
( )q q qqA q A t k A q

qq q
ω β

− − −
= − + =

−+
 (86)  

It should be noted that the very similar and trivial form of solutions in horospherical 
coordinates turns out to be much more complicated in quasi-Cartesian coordinates. Let us 
specify the electromagnetic tensor for that solution (compare it with (79) and (80)) 

2
2 2 2 2

1 2 3
3

1
ln , ,

1
( )q

t k q q q q
q

ϕ ω β
−

= − + = + +
−
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2 1
1 01 2 022 2 2 2

1 2 1 2

cos , cos ,
q qE F A E F A

q q q q
ω ω

ϕ ϕ= = − = =
+ +

  3 03 3 12 2

10, cos ,
1

E F B F Ak
q

ϕ= = − = =
−

 

2 2
3 1 21 1

1 23 2 2 2 2 2
1 2 3 1 2

(1 )
cos cos ,

( ) (1 )(1 ) ( )
q q qq qB F Ak Ak F

q q q q q q
ϕ ϕ

− − −
− = = =

+ − − +
 

2 2
3 1 22 2

2 31 2 2 2 2 2
1 2 3 1 2

(1 )
cos cos ,

( ) (1 )(1 ) ( )
q q qq qB F Ak Ak F

q q q q q q
ϕ ϕ

− − −
− = = =

+ − − +
 (87)  

here the notation is used 
2 2

3 1 2
2

3

(1 )
.

(1 )(1 )
q q q

F
q q

− − −
=

− −
 

For this wave, the electric vector is oriented along the circle in the plane 1 2− ; whereas 
the magnetic vector has a projection on axis 3  and radial direction. The density of energy 
flow = ×S E B  is described by the formulas 

2 1
1 2 3 2 2 2

1 2

1 1 cos 2 ,
21

qS E B A k
q q q

ϕω +
= = −

+ −
 2 2

2 1 3 2 2 2
1 2

1 1 cos 2 ,
21

qS E B A k
q q q

ϕω +
= − = −

+ −
 

2

3 1 2 2 1 2 2
1 2

1 cos 2 ;
2( )

A kS E B E B F
q q

ω ϕ+
= − =

+
 (88)  

therefore, the vector S  has the structure = + ⊥S S S
� . Let us detail the surface of a fixed phase 

2 2 2
1 2 3

0
3

1
ln ,

1
q q q

t k t
q

ω l ω
− − −

− = =
−

 

whence it follows 

0

2 2 2
2 ( )2 21 2 3

2
3

1
( ), ( ) .

(1 )
t tq q q

a t a t e
q

ω −− − −
= =

−
 (89)  

In the canonical form, it is recognized as an ellipsoid equation 
2 22

2 1 2
3 2 2 2 2 2

1 .
1 1 1 (1 )

( ) q qaq
a a a a

− + + =
+ + + +

 (90)  

In the moment 0t t= , the parameter 1a =  and we have 
2 2

2 1 2
3 3

1 1 1.
2 2 2 4

( ) q qq q+ →− + = → +  

When 0a →  ( t → −∞ ), we obtain 2 2 2
3 1 2 1.q q q+ + = When a →∞  ( t → +∞ ), we will have 

( )
2 2

2 1 2
3 2 2 4

11 .
q qq − + + =
∞ ∞ ∞

 

The constructed solution can be considered as an exact solution for the Maxwell 
equations in Minkowski space-time but in the special effective medium. 
 
11. Arbitrary metrical tensor, additional consideration 
In the general case, four (3 3)×  constitutive tensors contain 6 6 9 21+ + =  independent functions, 
but the metrical tensor ( )g xαβ  is determined only by 10 functions, so we must assume the 
existence of additional constraints on constitutive tensors. In the first place, note evident 
identity 
Sp Sp 0.α β= =  (91)  
Besides, we can see two identities 
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11 12 13

01 02 03 21 22 23

31 32 33

0 ( , , ) 0,g g g
β β β

β β β β
β β β

= =⇒g   (92)  

11 12 13 01

21 22 23 02

31 32 33 03

0 0;
g
g
g

α α α
α α α α

α α α

+ ⇒= =g   (93)  

which are equivalent to each other. To proceed, let us rewrite expressions for ( )ik x  and 
1( ) ( )ik xµ−  as follows 

00

1 ( ) ( ( ) ( )) ( ),
( ) ( )

( )
ik

ik ikx x x g x
g x G x

+ ⋅ =
−

g g  
1

1( ) ( ) 1det( ( )) ( ( )) ( ( ))
det( ( ))( )

ik
ik ik

ik
ik

x g x g x g x
g xG x

µ−
−= =

−
 

( ) ( ) det( ( )) ( );ik ik
ikx G x g x g xµ⇒ − =   (94)  

whence we derive the equation 

00

( ) ( )1 ( ) ( ( ) ( )) ,
det( ( ))( ) ( )

( )
ikik

ik

ik

x G xx x x
g xg x G x

µ −
+ ⋅ =

−
g g   (95)  

or differently 
00 ( )( ) ( )[ ( ) ( )] ( ) ( ) .

det( ( ))

ik
ik ik

ik

xx G x x x g x G x
g x

µ
+ − ⋅ = −g g  (96)  

This relationship provides us with the needed additional constraint on ( )ik x  and ( ).ik xµ  
For the special form of metrical tensor 

00( ) 0, ( ) det[ ( )];ijx G x g g x= =g  (97)  

we obtain the known result 

00

1 1( ) ( ) ( ) ( ).
( ) det[ ) )]

ik ik ik

ik

x G x x x
g c g x

µ µ= − = −   (98)  
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Abstract. Our treatment will be with definite accents: the main attention is given to classical 
electrodynamics in material media, focusing on the structure of Minkowski constitutive 
relations, matrix complex form of Maxwell theory in the form of Riemann–Silberstein–
Majorana–Oppenheimer, and the theory of complex rotation group (3. )SO C , isomorphic to 
the Lorentz group. This review includes the topics: introduction; matrix complex form of 
Maxwell theory in a vacuum; modified Lorentz symmetry in electrodynamics; Minkowski 
electrodynamics in moving bodies; Minkowski constitutive relations in the complex 3-vector 
form; symmetry properties of the matrix equation in any linear media; Dirac matrices and 
electromagnetic field. 
Keywords: complex rotation group (3. )SO C , Dirac matrices, formalism Majorana–
Oppenheimer, Maxwell theory, Minkovski constitutive equations  
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1. Introduction 
Special Relativity arose from the study of the symmetry properties of the Maxwell equations: 
Lorentz [1-3], Poincaré [4-10], and Einstein [11-13]. Naturally, an analysis of the Maxwell 
equations with respect to Lorentz transformations was the first object of relativity theory [14-
21]. After discovering the relativistic equation for a particle with spin 1/2 – Dirac [22, 23] – 
much work was done to study spinors and vectors within the Lorentz group theory: Ivanenko–
Landau [24], Neumann [25], van der Waerden [26], Juvet [27]. As was shown, any quantity 
which transforms linearly under Lorentz transformations is a spinor. For that reason, spinor 
quantities are considered fundamental in quantum field theory and basic equations for such 
quantities should be written in a spinor form. A spinor formulation of Maxwell equations was 
studied by Laporte and Uhlenbeck [28], see also Rumer [29]. In 1931, Majorana [30] and 
Oppenheimer [31] proposed to consider the Maxwell theory of electromagnetism as the wave 
mechanics of the photon. They introduced a complex 3-vector wave function satisfying the 
massless Dirac-like equations. Before Majorana and Oppenheimer, the most crucial steps 
were made by Silberstein [32]; he showed the possibility of formulating the Maxwell 
equations in the terms of complex 3-vector entities. Silberstein in his second paper [33] wrote 
that the complex form of Maxwell equations has been known before; he refers to the second 
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volume of the lecture notes on the differential equations of mathematical physics by Riemann 
which were edited and published by H. Weber in 1901 [34]. This not widely used fact is noted 
by Bialynicki-Birula [35,36]. 

The Maxwell equations in the matrix Dirac-like form were considered during long time 
by many authors; the interest to the Majorana–Oppenheimer formulation of electrodynamics 
has grown in recent years: Luis de Broglie [37-40], Mercier [41], Petiau [42], Proca [43, 44], 
Kemmer [45-47], Bhabha [48], Belinfante [49,50], Taub [51], Sakata and Taketani [52], 
Erikson [53], Schrödinger [54-56], Tonnelat [57], Stratton [58], Heitler [59], Einstain-
bargnann [60], Harish-Chandra [61-62], Hoffmann [63], Utiyama [64], Schouten [65], 
Mercier [66], de Broglie and Tonnelat [67], Gupta [68], Bleuler [69], Brulin and Hjalmars 
[70], Rosen [71], Fujiwara [72], Gürsey [73], Gupta [74], Lichnerowicz [75], Ohmura [76], 
Borgardt [77,78], Fedorov [79], Kuohsien [80], Bludman [81], Good [82], Moses [83-85], 
Silveira [86,87], Lomont [88], Post [89], Bogush and Fedorov [90], Sachs and Schwebel [91], 
Ellis [92], Beckers and Pirotte [93], Casanova [94], Carmeli [95], Weingarten [96], Mignani, 
Recami and Baldo [97], Newmann [98], Frankel [99], Edmonds [100], Jena et al [101], 
Venuri [102], Chow [103], Fushchich and Nikitin [104], Cook [105,106], Giannetto [107], 
Nuez et al [108], Kidd et al [109], Recami [110], Hillion [111], Inagaki [112], Sipe [113], 
Ghose [114], Gersten [115], Esposito [116], Torres del Castill and Mercado-Perez [117], 
Dvoeglazov [118,119], Gsponer [120], Ivezic [121-125], Kravchenko [126], Varlamov [127], 
Khan [128].  

In the present paper, the main attention is given to technical aspects of classical 
electrodynamics based on the theory of rotation complex group SO(3.C) which is isomorphic 
to the Lorentz group: Macfarlane [129], Fedorov [130 ]. 

 
2. Matrix complex form of Maxwell theory in a vacuum  
Let us start with Maxwell equations in the homogeneous ( ,ε µ )-media in presence of 
external sources:  

0
0

= 0, = , = , = .cB EdivcB rot E div E rot cB cJ
ct ct

r µµ εµ
εε

∂ ∂
− +
∂ ∂

 (1) 

With the use of usual notation for current 4-vector  
2

0 0= ( , / ), = 1/ ,aj J c cr ε µ  (2) 

eqs. (1) read  

0 0

= 0, = , = , = ,cB j EdivcB rot E div E rot cB
ct ct

r
ε ε

∂ ∂
− +
∂ ∂

 (3) 

or in an explicit component form (let 0 0= , = tx ct c∂ ∂ )  
1 2 3 3 2 1

1 2 3 2 3 0= 0, = 0,cB cB cB E E cB∂ + ∂ + ∂ ∂ − ∂ + ∂  
1 3 2 2 1 3

3 1 0 1 2 0= 0, = 0,E E cB E E cB∂ − ∂ + ∂ ∂ − ∂ + ∂  
1 2 3 0 3 2 1 1

1 2 3 0 2 3 0 0= / , = / ,E E E j cB cB E jε ε∂ + ∂ + ∂ ∂ − ∂ − ∂  
1 3 2 2 2 1 3 3

3 1 0 0 1 2 0 0= / , = / .cB cB E j cB cB E jε ε∂ − ∂ − ∂ ∂ − ∂ − ∂  (4) 

Let us introduce 3-dimensional complex vector  
= ,k k kE icBψ +  (5) 

with the help of which the above equations can be combined into the following ones:  
1 0 3 0 1 3 2 1

1 2 3 0 0 2 3 0= / , ( ) = / ,j i i jε ψ ψ ψ ε∂ Ψ + ∂ Ψ + ∂ Ψ − ∂ + ∂ −∂  
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2 1 3 2 3 2 1 3
0 3 1 0 0 1 2 0( ) = / , ( ) = / .i i j i i jψ ψ ψ ε ψ ψ ψ ε− ∂ + ∂ − ∂ − ∂ + ∂ − ∂  (6) 

These four equations can be re-written in a matrix form; we use a 4-dimensional column 
ψ  with one additional zero-element:  

0 0 0

1 1 1
0 1 2

2 2 2

3 3 3

0 0 0 1 0 0 0 1 0
1 0 0 0 0 0 0 0 1
0 1 0 0 0 1 0 0 0
0 0 1 0 1 0 1 0 0

a b c
a b c

i
a b c
a b c



− ∂ + ∂ + ∂ −
 −

0
0

1 1
1

3 2 2
2 0

3 3
3

0 0 1 0
0 1 0 1= .
1 0 0
0 0 0

d j
d i j
d i j
d i j

ψ
ψ ε
ψ


− +∂ 



 

Here, there arise four ambiguously determined matrices (parameters , , ,k k k ka b c d  are 
arbitrary):  

0
1

10 0
0 2

2
3

3

0 0 00
1 0 0

( ) = , = , = ,
0 1 0
0 0 1

j
j

a
a

i J
a
a

ψ
a a a

ψ
ψ

− ∂ + ∂ Ψ Ψ  

0 0 0

1 1 11 2 3

2 2 2

3 3 3

1 0 0 0 1 0 0 0 1
0 0 0 0 0 1 0 1 0

= , = , = .
0 0 1 0 0 0 1 0 0
0 1 0 1 0 0 0 0 0

b c d
b c d
b c d
b c d

a a a
−

−
−

 (7) 

Consider the products of these matrices. Taking into account the identity  

0 0 0 0

1 1 1 0 10 2

2 2 2 0 2

3 3 3 0 3

0 0 0 0 0 0 0 0 0
1 0 0 1 0 0 1 0 0

( ) = = ,
0 1 0 0 1 0 0 1 0
0 0 1 0 0 1 0 0 1

a a a a
a a a a a
a a a a a
a a a a a

a
+
+
+

 

and requiring that 0 2( ) = ,Ia +  we get equations  

0 0 1 0 1 2 0 2 3 0 3= 1, = 0, = 0, = 0;a a a a a a a a a a a+ + +  

their simple solution is  

0 0 2
0

1 0 0 0
0 1 0 0

= 1, = 0, = , ( ) = .
0 0 1 0
0 0 0 1

ja a Ia a

±

±  (8) 
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In the same manner, we obtain  

1 1 2

0 1 0 0
1 0 0 0

= , ( ) = ;
0 0 0 1
0 0 1 0

Ia a
−

−
−

 (9) 

2 2 2

0 0 1 0
0 0 0 1

= , ( ) = ;
1 0 0 0
0 1 0 0

Ia a −
−

−

 (10) 

3 3 2

0 0 0 1
0 0 1 0

= , ( ) = .
0 1 0 0
1 0 0 0

Ia a
−

−

−

 (11) 

For other products we have  
1 2 2 1 3= = ,a a a a a−  (12) 
2 3 3 2 1= = ,a a a a a−  (13) 
3 1 1 3 2= = .a a a a a−  (14) 

Let us turn to 0 ia a :  

0 1 1 0

0 0 0 0 1 0 0
1 0 0 0 0 0 0

= 1, = , = .
0 0 0 1 0 0 0 1
0 0 1 0 0 0 1 0

δ
δ

δ a a a a
− −

±
− −

 

It should be noted that only at = 1δ +  we have a simple commutation rule:  
0 0 0= , = = .i i iIa a a a a a  (15) 

Thus, the eight Maxwell equations are presented in the following matrix form: 
0

1 1

0 2 2
0

3 3

0
1( ) = , = , = ,j

j

j
i j

i J J
i j
i j

ψ
a

ψ ε
ψ

− ∂ + ∂ Ψ Ψ  

1 2 3

0 1 0 0 0 0 1 0 0 0 0 1
1 0 0 0 0 0 0 1 0 0 1 0

= , = , = ,
0 0 0 1 1 0 0 0 0 1 0 0
0 0 1 0 0 1 0 0 1 0 0 0

a a a
− −

− −
− −

 

1 2 2 2 2 2( ) = , ( ) = , ( ) = ,I I Ia a a− − −  
1 2 2 1 3 2 3 3 2 1 3 1 1 3 2= = , = = , = = .a a a a a a a a a a a a a a a− − −  (16) 

Such a complex matrix form can be transformed to a real 8-dimensional presentation 
(see in [93]). Indeed, we have two conjugated equations:  
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* *
0 0( ) = , ( ) = ,j j

j ji J i Ja a− ∂ + ∂ Ψ + ∂ + ∂ Ψ  (17) 
* *= ( ) / 2, = ( ) / 2 .E B iψ ψ ψ ψ+ −  (18) 

Summing and subtracting them we get  
* * * * * *

0 0= , = ;
2 2 2 2 2 2

j j
j j

J J J J
i i i

a aΨ −Ψ Ψ +Ψ + Ψ +Ψ Ψ −Ψ −
∂ + ∂ −∂ + ∂  

that is  

0 0= ( ), = ( ).j j
j jB E Re J E B Im Ja a∂ + ∂ −∂ + ∂  

These equations can be presented in a matrix 8-dimensional form  

0 0
0

0

( )
= , ( ) = ,

( )

j
j i

ij
j

E Re J
J

B Im J
a

a
∂ ∂

Γ ∂ +Γ ∂ Ψ
−∂ ∂

 (19) 

where  

0 0 0
= , = ,

0 0

i
i

i

I
I

a
a

Γ Γ
−

 (20) 

with the properties  
0 2 1 2 1 2 1 2( ) = , ( ) = , ( ) = , ( ) = ,I I I IΓ − Γ − Γ − Γ −  

1 2 2 1 3 2 3 3 2 1 3 1 1 3 2= = , = = , = = ,Γ Γ −Γ Γ Γ Γ Γ −Γ Γ Γ Γ Γ −Γ Γ Γ  

0 0 0
= = .

0

i
i i i

i

a
a

Γ Γ Γ Γ ≠ Γ
−

 (21) 

Now let us turn again to the 4-dimensional complex form as a more compact one and 
consider the problem of relativistic invariance of this equation. The lack of explicit invariance 
of 3-vector complex form of Maxwell theory has been intensively discussed in various aspects 
by Ivezic [114-118]. Let us start with the relations  

0

1 1

0 2 2
0

3 3

0
1( ) = , = , = .j

j

j
i j

i J J
i j
i j

ψ
a

ψ ε
ψ

− ∂ + ∂ Ψ Ψ  

Arbitrary Lorentz transformation over the function Ψ  is given by (take notice that one 
may introduce four undefined parameters 0 3,...,s s , but we will take 0 = 1, = 0js s )  

0

1 1

2

3

0 0 0
. . .

= , = , = ,
. ( ) .
. . .

s
s

S S S
s O k
s

−′ ′Ψ Ψ Ψ Ψ  (22) 

where ( )O k  stands for a (3 3)× -rotation complex matrix from the group (3, )SO C , 
isomorphic to the Lorentz one, more detail see in the book by Fedorov [130]. Equation for a 
primed function ′Ψ  reads  

1
0( ) = .j

ji S S S Ja − ′− ∂ + ∂ Ψ  (23) 
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When working with matrices ja  we will use vectors ie  and (3 3× )-matrices iτ ; then the 
structure 1jS Sa −  is presented as follows  

1
1

11

0 0 ( )1 0 1 0
= = .

( ) ( ) ( )0 ( ) 0 ( )
j jj

t t
j j j j

e e O k
S S

e O k e O k O kO k O k
a

τ τ

−
−

−−− −
 

This relationship can be rewritten with the help of indices  
1

1 0 ( )0 ( )
= =

( ) ( )( ) ( )
njji inj

nj n njni ij n nj

O kO k
S S

O k O kO k O k
δ

a
τδ τ

−
−

−−
  

0 ( ) ( )
= = ( ).

( ) ( ) ( )
m n mj m

mj
m n mj m mj

e O k
O k

e O k O k
a

τ−
 (24) 

Therefore, after the above transformation, the matrix equation is brought to  
1

0 0( ) = , ( ) = , = ',j m
j mj j mj j mi S S SJ i O SJ Oa a− ′ ′− ∂ + ∂ Ψ − ∂ + ∂ Ψ ∂ ∂  

that is  

0( ) = .m
mi SJa ′ ′− ∂ + ∂ Ψ  (25) 

Let us specify this result for simple cases when S  looks as follows (to a real value a  
corresponds Euclidean rotation, to an imaginary value a  corresponds a Lorentzian rotation): 

Euclidean rotation (1 2)− ,  

1 1

1 0 0 0 0 1 0 0 1 0 0 0
0 cos sin 0 1 0 0 0 0 cos sin 0

=
0 sin cos 0 0 0 0 1 0 sin cos 0
0 0 0 1 0 0 1 0 0 0 0 1

a a a a
S S

a a a a
a − − − +

− −
 

1 2
1= cos sin = .j

ja a Oa a a+  (26) 

2 1

1 0 0 0 0 0 1 0 1 0 0 0
0 cos sin 0 0 0 0 1 0 cos sin 0

=
0 sin cos 0 1 0 0 0 0 sin cos 0
0 0 0 1 0 1 0 0 0 0 0 1

a a a a
S S

a a a a
a − −

− −
−

 

1 2
2= sin cos = .j

ja a Oa a a− +  (27) 

3 1

1 0 0 0 0 0 0 1 1 0 0 0
0 cos sin 0 0 0 1 0 0 cos sin 0

=
0 sin cos 0 0 1 0 0 0 sin cos 0
0 0 0 1 1 0 0 0 0 0 0 1

a a a a
S S

a a a a
a − − −

−
−

 

3
3= = .j

jOa a  (28) 
Now, one should give special attention to the fact that the symmetry properties given by 

(25) look satisfactory only at real values of parameter a ; in this case, it describes the 
symmetry of the Maxwell equations under Euclidean rotations. However, if the values of a  
are imaginary, the above transformation S  gives a Lorentzian boost:  
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*

1 0 0 0
0 0

= , = , sin = , cos = , ( = ) = ,
0 0
0 0 0 1

coshb i sinhb
a ib b b a i sinhb a coshb S a ib

i sinhb coshb
−

 (29) 

and formulas (26) will take the form  
1 1 1 2 2 1 1 2 3 1 3= , = , = .S S coshb i sinhb S S i sinhb coshb S Sa a a a a a a a− − −+ − +  (30) 

So the Maxwell matrix equation after transformations (29), (30) will look asymmetric  
3 1 2 1 2

0 3 2 3( ) ( ) ( ) = .i coshb i sinhb i sinhb coshb SJa a a a a ′ − ∂ + ∂ + + ∂ + − + ∂ Ψ   (31) 

One can note the identity  
3 3

0 3( )( )coshb i sinhb ia a− − ∂ + ∂  
3 3

0 3 0 3 0 3= ( ) ( ) = ' ',i coshb sinhb sinhb coshb ia a− ∂ − ∂ + − ∂ + ∂ − ∂ + ∂   (32) 

where derivatives are changed in accordance with the Lorentzian symmetry. It remains to 
determine the action of the operator  

3=coshb i inshba∆ −  (33) 
on two other terms in eq. (31); one might expect two relations:  

3 1 2 2( )( ) = ,coshb i sinhb coshb i sinhba a a a− +  
3 1 2 3( )( ) = .coshb i sinhb i sinhb coshba a a a− − +  (34) 

As easily verified they hold indeed. We should determine the term S J∆ . First, we have  
0 0

1 1 2
1

0 2 1 2

3 3

1 0 0 0
0 0

= = ,
0 0
0 0 0 1

j j
coshb i sinhb ij i coshb j sinhb j

S J
i sinhb coshb ij sinhb j icoshb j

ij ij

ε − − +
− +

 

and then  
0 3

1

2

0 3

= ;

( )

coshb j sinhb j
i j

S J
i j

i sinhb j coshb j

+

∆

+

 (35) 

the right-hand side of (35) is what we need. Thus, the symmetry of the matrix Maxwell 
equation under the Lorentzian boost in the plane (0 3)−  is described by the relations. 

Pseudo-Euclidean rotation (0 3)−   

3

1 0 0 0
0 0

( ) = , ( ) = ,
0 0
0 0 0 1

coshb i sinhb
S b b coshb i sinhb

i sinhb coshb
a

−
∆ −  

1
0 0( )( ) = ( ' ') = ,j j

j jb i S S S J J i Ja a− ′ ′ ′ ′∆ − ∂ + ∂ Ψ ∆ ≡ ⇒ − ∂ + ∂ Ψ  

0 3 0 0 3 3= ', = '.coshb sinhb sinhb coshb∂ − ∂ ∂ − ∂ + ∂ ∂  (36) 
The symmetry properties of this equation under two other boosts are similar. 
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Pseudo-Euclidean rotation (0 1)−   

1

1 0 0 0
0 0 0 0

( = ) = , ( ) = ,
0 0
0 0

S a b b coshb i sinhb
coshb i sinhb
i sinhb coshb

a∆ +

−

 

1
0 0( )( ) = ( ' ') = ,j j

j jb i S S S J J i Ja a− ′ ′ ′ ′∆ − ∂ + ∂ Ψ ∆ ≡ ⇒ − ∂ + ∂ Ψ  

0 1 0 0 1 3= ', = '.coshb sinhb sinhb coshb∂ + ∂ ∂ ∂ + ∂ ∂  (38a) 

Pseudo-Euclidean rotation (0 2)−   

2

1 0 0 0
0 0

( ) = , ( ) = ,
0 0 1 0
0 0

coshb i sinhb
S ib b coshb i sinhb

i sinhb coshb

a∆ −

−

 

1
0 0( )( ) = ( ' ') = ,j j

j jb i S S S J J i Ja a− ′ ′ ′ ′∆ − ∂ + ∂ Ψ ∆ ≡ ⇒ − ∂ + ∂ Ψ  

0 2 0 0 2 3= ', = '.coshb sinhb sinhb coshb∂ − ∂ ∂ − ∂ + ∂ ∂  (38b) 

For the general case, one can think that for an arbitrarily oriented boost the operator ∆  
should be of the form:  

= = .j
jcoshb i sinhbna a∆ ∆ −  

This can be verified by direct calculation, all details are omitted. Therefore, under general 
Lorentzian boost (take note that 0= ( , )ax x x  is a contra-variant 4-vector, whereas a∂  is a 
covariant one)  

= , ' = ( 1) ( );t cosh t sinh nx x n sinh t x cosh n nxβ β β β′ + + + + −  (39) 
the matrix Maxwell equation transforms according to  

1 2 3
0 1 2 3( ) = ,A A A A SJa a a ′+ + + Ψ ∆  (40) 

where  

0 0 0 1 1 2 2 3 3' = ( ),A coshb sinhb n n n∂ ≡ ∂ − ∂ + ∂ + ∂  

1 1 1 0 1 1 1 1 2 2 3 3' = [ ( 1) ( )],A sinhbn coshb n n n n∂ ≡ − ∂ + ∂ + − ∂ + ∂ + ∂  

2 2 2 0 2 2 1 1 2 2 3 3' = [ ( 1) ( )],A sinhbn coshb n n n n∂ ≡ − ∂ + ∂ + − ∂ + ∂ + ∂  

3 3 3 0 3 2 1 1 2 2 3 3' = [ ( 1) ( )];A sinhbn coshb n n n n∂ ≡ − ∂ + ∂ + − ∂ + ∂ + ∂  

so that the transformed equation reads  
1 2 3

0 1 2 3( ' ' ' ') = .SJa a a ′∂ + ∂ + ∂ + ∂ Ψ ∆  (41) 

It remains to examine the term SJ∆  in the right-hand side. Using  
1 2 3

1 2 3=coshb i sinhbn i sinhbn i sinhbna a a∆ − − −  

1 2 3

1 3 2

2 3 1

3 2 1

= ,

coshb isinhbn isinhbn isinhbn
isinhbn coshb isinhbn isinhbn
isinhbn isinhbn coshb isinhbn
isinhbn isinhbn isinhbn coshb

− − −
−

−
−

 (42) 
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and (for a time, the factor 1
0ε
−  is omitted; remember notation 1f coshb≡ − ):  

0

2 2 1
2 3 3 1 2 2 1 3

2 2 2
3 1 2 3 1 1 2 3

2 2 2
2 1 3 1 2 3 1 2

1 0 0 0
0 1 ( )

=
0 1 ( )
0 1 ( )

j
f n n isinhbn fn n isinhbn fn n ij

SJ
isinhbn fn n f n n isinhbn fn n ij
isinhbn fn n isinhbn fn n f n n ij

− + − + +
+ − + − +

− + + − +

 

0

1 2 2 2 3
2 3 3 1 2 2 1 3

1 2 2 2 3
3 1 2 3 1 1 2 3

1 2 3 2 2
2 1 3 1 2 3 1 2

[1 ( )] [ ] [ ]
=

[ ] [1 ( )] [ ]
[ ] [ ] [1 ( )]

j
ij f n n ij isinhbn fn n ij isinhbn fn n
ij isinhbn fn n ij f n n ij isinhbn fn n
ij isinhbn fn n ij isinhbn fn n ij f n n

− + + − + + +
+ + − + + − +

− + + + + − +

 (43) 

for SJ∆ , one should produce  
'0

'1

'2

'3

= .

j
ij

SJ ij
ij

∆  (44) 

First, we prove  
'0 0 1 2 3 0

1 2 3= ( ) = ( ).j coshb j sinhb n j n j n j coshb j sinhb nj+ + + +  (45) 

Now let us calculate the term  
'1 0 1 1 2 3

1 1 1 2 3= ( 1) ( ).j sinhbn j j coshb n n j n j n j+ + + − + +  (46) 

It is evidently the first component of the vector formula is (see (2.56))  
0' = ( 1) ( ).j sinhbn j j coshb n nj+ + + −  (47) 

Let us calculate the term '2j :  
'2 0 2 1 2 3

2 2 1 2 3= ( 1) ( ).j sinhbn j j coshb n n j n j n j+ + + − + +  (48) 

In the same way, we prove the formula  
'3 0 3 1 2 3

3 3 1 2 3= ( 1) ( ).j sinhbn j j coshb n n j n j n j+ + + − + +  (49) 

Thus, the matrix Maxwell equation 0( ) =i
ii Ja− ∂ + ∂ Ψ  is invariant under an arbitrary 

Lorentzian boost:  
1 0

( , ) = ,
0 ( , )

S ib n
O ib n

 

= , ' = ( 1) ( ),t cosh t sinh nx x n sinh t x cosh n nxβ β β β′ + + + + −  
1

0 0( ) = ( ' ') = ;i i
i ii S S S SJ Ja a− ′ ′∆ − ∂ + ∂ Ψ ∆ ⇒ ∂ + ∂ Ψ  (50) 

the derivatives and current transform by the rules:  

0 0 0' = ( ), = [ ( 1) ( ),coshb sinhb n sinhbn coshb n n′∂ ∂ − ∇ ∇ − ∂ + ∇ + − ∇  
'0 0 0= ( ), ' = ( 1) ( ).j coshb j sinhb nj j sinhbn j j coshb n nj+ + + + −  (51) 
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Invariance of the matrix equation under Euclidean rotations is achieved in a 
simpler way:  

0( ) = ,i
ii Ja− ∂ + ∂ Ψ  

1 0
( , ) = , = , ' = ( , ) ,

0 ( , )
S a n t t x R a n x

O a n
′  

1
0 0( ) = ( ' ') = ,i i

i ii S S S SJ i Ja a− ′ ′− ∂ + ∂ Ψ ⇒ − ∂ + ∂ Ψ  (52) 
'0 0

0 0' = , = ( , ) , = , ' = ( , ) .R a n j j j R a n j′∂ ∂ ∇ − ∇  (53) 
 
3. Modified Lorentz symmetry 
Let us start with Maxwell equations in the uniform medium:  

0
0

= 0, = , = , = .cB EdivcB rot E div E rot cB cJ
ct ct

r µµ εµ
εε

∂ ∂
− +
∂ ∂

 (54) 

The coefficient εµ  can be factorized as follows  

2
0 0

1 1= = , = = ;c kc
k

εµ εµ εµ
ε εµ µ

′  (55) 

then the above system can be presented differently  

0 0

1= 0, = , = , = .kcB J Ediv kcB rot E div E rot kcB
kct kc kct

r
εε εε

∂ ∂
− +
∂ ∂

 (56) 

Introducing new variables  
0 0= ( = , ), = ( = , = ),a i a Jx x kct x j j j

kc
r  (57) 

previous equations can be rewritten as  

0
0 0

0 0

1 1= 0, = , = , = ,kcB Ediv kcB rot E div E j rot kcB j
x xεε εε

∂ ∂
− +
∂ ∂

 (58) 

or in explicit component form  
1 2 3 3 2 1

1 2 3 2 3 0= 0, = 0,c B c B c B E E c B′ ′ ′ ′∂ + ∂ + ∂ ∂ − ∂ + ∂  
1 3 2 2 1 3

3 1 0 1 2 0= 0, = 0,E E c B E E c B′ ′∂ − ∂ + ∂ ∂ − ∂ + ∂  
1 2 3 0 3 2 1 1

1 2 3 0 2 3 0 0= / , = / ,E E E j cB cB E jεε εε∂ + ∂ + ∂ ∂ − ∂ − ∂  
1 3 2 2 2 1 3 3

3 1 0 0 1 2 0 0= / , = / .cB cB E j cB cB E jεε εε∂ − ∂ − ∂ ∂ − ∂ − ∂  (59) 

Eqs. (58), (59) formally differ from eqs. (4) only in one change =c c kc′⇒  (and also 
0 0ε ε ε⇒ ); therefore, all analysis performed in Section 2 is applicable here as well:  

= ;k k kE ic Bψ ′+  (60) 
eqs. (59) are combined into  

1 0 3 0 1 3 2 1
1 2 3 0 0 2 3 0= / , ( ) = / ,j i i jεε ψ ψ ψ εε∂ Ψ + ∂ Ψ + ∂ Ψ − ∂ + ∂ −∂  

2 1 3 2 3 2 1 3
0 3 1 0 0 1 2 0( ) = / , ( ) = / .i i j i i jψ ψ ψ εε ψ ψ ψ εε− ∂ + ∂ − ∂ − ∂ + ∂ − ∂  (61) 
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These ones are rewritten in the matrix form  

0( ) = ;i
ii Ja− ∂ + ∂ Ψ  (62) 

where the same matrices are used. The given matrix form of the Maxwell theory in the 
uniform media proves the existence of the theory symmetry under a modified Lorentz group 
(see Rosen [71]) in which instead of the vacuum speed of light we are to use the modified 
speed of light:  

0 0

1 1= , = , = .c kc c k
ε µ εµ

′  (63) 

 
4. On Minkowski electrodynamics in moving bodies  
In agreement with Minkowski approach [14-17], in the presence of the uniform media, we 
should introduce two electromagnetic tensors abF  and abH  that transform independently 
under the Lorentz group. At that, the known constitutive (or material) relations change their 
form in the moving reference frame. 

In the rest reference frame the Maxwell equations are  

= ( , ), = 0, = ,ab cBF E cB div B rot E
ct

∂
−
∂

 (64) 

= ( , / ), = , = ,ab H J DH D H c div D rot
c c ct

r ∂
+
∂

 (65) 

with the constitutive relations  

0
0

1= , = .D E H Bε ε
µµ

 (66) 

The quantities with simple transformation properties under the Lorentz group are  

0

0

1= , = ( / ), = ( = , = / );af E icB h D iH c j j j J cr
ε

+ +  (67) 

where ,f h  are the complex 3-vector under complex orthogonal group (3. )SO C , the latter is 
isomorphic to the Lorentz group. One can combine eqs. (64), (65) into the following ones  

0
0 0 0 0 0

1 /( ) = , ( ) ( ) = .D D H c idiv icB i icB rot E i jr
ε ε ε ε ε

+ − ∂ + + +  (68) 

Taking into account relationships  
* * * *

0 0

/= , = , = , = ,
2 2 2 2

f f H c h h D h h f fE i icB
ε ε

+ − + −  (69) 

eqs. (68) can be rewritten in the form  
* * * * * *

0
0 0

1( ) = , ( ) ( ) = .
2 2 2 2 2 2

h h f f h h f f f f h h idiv i rot jr
ε ε

+ − + − + −
+ − ∂ + + +  (70) 

Let us introduce two quantities  
* *

= , = ,
2 2

h f h fM N+ −
 (71) 

which are different 3-vectors under the group (3. )SO C :  
*' = , ' = ;M OM N O N  (72) 
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with respect to Euclidean rotations, the identity * =O O  holds; instead for Lorentzian boosts 
we have * 1=O O− . 

In terms of M  and N  eqs. (70) look as 

0 0
0 0

1= , = ,idiv M div N i M rot M i N rot N jr
ε ε

+ − ∂ + − ∂ −  (73) 

or in a matrix form  

0 0( ) ( ) = ,i i
i ii M i N Ja β− ∂ + ∂ + − ∂ + ∂  (74) 

where  

0

0 0 1= , = , = .M N J
M N i j

r
ε

 

The matrices ia  and iβ  are taken in the form  

1 2 3

0 1 0 0 0 0 1 0 0 0 0 1
1 0 0 0 0 0 0 1 0 0 1 0

= , = , = ,
0 0 0 1 1 0 0 0 0 1 0 0
0 0 1 0 0 1 0 0 1 0 0 0

a a a
− −

− −
− −

 

1 2 3

0 1 0 0 0 0 1 0 0 0 0 1
1 0 0 0 0 0 0 1 0 0 1 0

= , = , = .
0 0 0 1 1 0 0 0 0 1 0 0
0 0 1 0 0 1 0 0 1 0 0 0

β β β
− −

− −
− −

 (75) 

It should be noted that the main idea of Minkowski – to divide the Maxwell equations 
into equations for tensors abF  and abH  transforming independently under the Lorentz 
group – should correspond to immiscible equations for *,f f  and *,h h  respectively. Such a 
form can be readily found. Indeed, let us start with eqs. (70) and their conjugated:  

* * * *

0 0

1 1( ) = , ( ) = ;
2 2 2 2

h h f f h h f fdiv divr r
ε ε

+ − + −
+ −  

* * * *

0
0

( ) ( ) = ,
2 2 2 2

h h f f f f h h ii rot j
ε

+ − + −
− ∂ + + +  

* * * *

0
0

( ) ( ) = .
2 2 2 2

h h f f f f h h ii rot j
ε

+ − + −
+ ∂ − + − −  

From these, it follows  
* *

0

1= , = 0;
2 2

h h f fdiv divr
ε

+ −  

* * * *

0 0
0

= 0, = .
2 2 2 2

f f f f h h h h ii rot i rot j
ε

− + + −
− ∂ + − ∂ +  

Thus the needed form is  
* * *

0= 0, = 0,
2 2 2

f f f f f fdiv i rot− − +
− ∂ +  (76) 
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* * *

0
0

= , = .
2 2 2

h h h h h h idiv i rot jr
ε

+ + −
− ∂ +  (77) 

The quantities entering these equations behave under the Lorentz group in accordance 
with the rules:  

* * * * * *' = , = , ' = , = .f O f f O f h Oh h O h′ ′  
Comparing eqs. (76), (77) with eqs. (73), (74):  

0 0
0 0

1= , = ,idiv M div N i M rot M i N rot N jr
ε ε

+ − ∂ + − ∂ −  

0 0( ) ( ) = ,i i
i ii M i N Ja β− ∂ + ∂ + − ∂ + ∂  

and taking into account  

* * *
0 0

0 0

1= , = ,idiv h div h i h rot h i h rot h jr
ε ε

+ − ∂ + − ∂ −  (78) 

* * *
0 0= 0, = 0div f div f i f rot f i f rot f− − ∂ + + ∂ +  (79) 

we conclude that the matrix equations we need are  
*

0 0( ) ( ) = ,i i
i ii h i h Ja β− ∂ + ∂ + − ∂ + ∂  (80) 

*
0 0( ) ( ) = 0.i i

i ii f i fa β− ∂ + ∂ − − ∂ + ∂  (81) 

In the following, we will work with the more simple matrix equation (74). 
 
5. Minkowski relations in the complex 3-vector form  
The symmetry of the matrix equation under the Lorentz transformations must exist because 
the symmetry exists for these equations written in the ordinary tensor form. Now, let us 
examine how the above constitutive relations behave under the Lorentz transformations. 

Let us start with these relations in the rest reference frame  

0
0 2

0

1 1= , = = .HD E cB cB
c c

εε ε
µ µ µ

 (82) 

Allowing for (87), eqs. (82) can be rewritten as  
* * * *1= , = ;

2 2 2 2
h h f f h h f fε

µ
+ + − −

 (83) 

whence it follows  

* * *1 1 1 12 = ( ) ( ) , 2 = ( ) ( ) .h f f h f fε ε ε ε
µ µ µ µ

+ + − + + −  (84) 

This is a complex form of constitutive relations (82). It should be noted that eqs. (83) 
can be resolved under the variables *,f f  as well:  

* * *1 1 1 12 = ( ) ( ) , 2 = ( ) ( ) ;f h h f h hµ µ µ µ
ε ε ε ε
+ + − + + −  (85) 

these are the same constitutive equations (84) but in other forms. 
Now let us allow for the Lorentz transformations:  

'* * * '* * *' = , = , ' = , = ,f O f f O f h Oh h O h  
then eqs. (83) become  
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1 1 * * 1 1 * * 1 1 * * 1 1 * *' ( ) ' ( ) ' ( ) 1 ' ( )= , = .
2 2 2 2

O h O h O f O f O h O h O f O fε
µ

′ ′ ′ ′− − − − − − − −+ + − −
 

Multiplying both equations by O  and summing (or subtracting) the results we get  
1 * * 1 * *' ( ) 1 ' ( )' = ,

2 2
f O O f f O O fh ε

µ

′ ′− −+ −
+  (86) 

* 1 * * 1 *
* ' 1 '= .

2 2
O O f f O O f fh ε

µ

′ ′− −
′ + −

−  (87) 

Eqs. (86), (87) can be presented as  

1 * '* '* '* * 1 '1 1 1 12 ' = ( ) ' ( ) ( ) , 2 = ( ) ( ) .h f O O f h f O O fε ε ε ε
µ µ µ µ

− −+ + − + + −  (88) 

Analogously, starting from eqs. (85) we can produce  
1 * '* '* '* * 11 1 1 12 ' = ( ) ' ( ) ( ) , 2 = ( ) ( ) '.f h O O h f h O O hµ µ µ µ

ε ε ε ε
− −+ + − + + −  (89) 

Eqs. (88), (89) represent the constitutive relations after changing the reference frame. At 
this point, one should distinguish between two cases: Euclidean rotation and Lorentzian 
boosts. Indeed, for any Euclidean rotations, we have the identities  

* 1 * * 1= , ( ) = , = ;O O O O I O O I− −⇒  
and therefore eqs. (88), (89) take the form of (84), (85); in other words, at Euclidean rotations, 
the constitutive relations do not change their form. However, for any pseudo-Euclidean 
rotations, we have different relations  

* 1 1 * 2 * 1 *2= ( ) = 0 , = ;O O O O O O O− − −⇒  
therefore eqs. (88), (89) look like 

2 '* '* '* 2 '1 1 1 12 ' = ( ) ' ( ) , 2 = ( ) ( ) ;h f O f h f O fε ε ε ε
µ µ µ µ

+ + − + + −  (90) 

*2 '* '* '* *21 1 1 12 ' = ( ) ' ( ) , 2 = ( ) ( ) '.f h O h f h O hµ µ µ µ
ε ε ε ε
+ + − + + −  (91) 

In the complex 3-vector form these relations seem to be shorter than in the real 3-vector 
form: 

1 * 1 *
0

0
' ( ' ') ( ) ( ' ') ( ' ') ( ) ( ' ')' = ,

2 2
H E icB O O E icB E icB O O E icBD i
c

εε ε
µ

− −+ + − + − −
+ +  

* 1 * 1
0

0
' ( ' ') ( ' ') ( ' ') ( ' ')' = ,

2 2
H E icB O O E icB E icB O O E icBD i
c

εε ε
µ

− −− + + − − +
− +  

or  
1 * * 1 1 * * 1

0
( ) ( )2 ' = [ ' ' ']

2 2
O O O O O O O OD E E cB

i
ε ε

− − − −+ −
+ +  

1 * * 1 1 * * 1
0 ( ) ( )[ ' ' '],

2 2
O O O O O O O OE E cB

i
ε
µ

− − − −+ −
+ − −  (92) 

1 * * 1 1 * * 1

0
' ( ) ( )2 = [ ' ' ']

2 2
H O O O O O O O OcB cB E
c i

ε ε
− − − −+ −

− +  
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1 * * 1 1 * * 1
0 ( ) ( )[ ' ' '].

2 2
O O O O O O O OcB cB E

i
ε
µ

− − − −+ −
+ + −  (93) 

These are the constitutive equations for electromagnetic field in the uniform media 
according to Minkowski in a moving reference frame. For any Euclidean rotation, * =O O  
and eqs. (92), (93) coincide with the initial ones  

0 0
0

1 1' = ', ' / = ' ' = '.D E H c cB H Bε ε ε
µ µ µ

⇒  

For any Lorentzian boosts * 1=O O− , eqs. (92), (93) read  
* * * *

02 ' = [( ) ' ']
2 2

OO O O OO O OD I E cB
i

ε ε + −
+ +

* * * *
0 [( ) ' '],

2 2
OO O O OO O OI E cB

i
ε
µ

+ −
+ − −  (94) 

* * * *

02 ' / = [( ) ' ']
2 2

OO O O OO O OH c I cB E
i

ε ε + −
− +

* * * *
0 [( ) ' '].

2 2
OO O O OO O OI cB E

i
ε
µ

+ −
+ + − (95) 

They can be written differently  

2 20 1 1 1' = [( ) ( ) ] ' ( ) '] ,
2

D ReO E ImO cBε ε ε ε
µ µ µ

 
+ + − + − 

 
 (96) 

2 20' 1 1 1= [( ) ( ) ] ' ( ) '] .
2

H ReO cB ImO E
c

ε ε ε ε
µ µ µ

 
+ − − + − 

 
 (97) 

Lorentzian complex vector boosts are given by the matrix (remembering = 1f coshb− )  

= ( , )O O b n

2 2
2 3 3 1 2 2 1 3

2 2
3 1 2 3 1 1 2 3

2 2
2 1 3 1 2 3 1 2

1 ( )
= 1 ( ) .

1 ( )

f n n i sinhbn fn n i sinhbn fn n
i sinhbn fn n f n n i sinhbn fn n
sinhbn fn n i sinhbn fn n f n n

− + − + +
+ − + − +

− + + − +
 (98) 

The square of 2O  is (let = 1 2F cosh b− )  
2
1 1 2 3 3 1 2

2 2
1 2 3 2 2 3 1

2
3 1 2 2 3 1 3

2 (1 2 ) 2 2
= 2 2 2 .

2 2 2

cosh b cosh b n Fn n i sinh bn Fn n i sinh bn
O Fn n isinh bn cosh b Fn Fn n i sinh bn

Fn n i sinh bn Fn n i sinh bn cosh b Fn

+ − − +
+ + −
− + +

 (99) 

We have obtained the result that should be expected: eq. (99) differs from eq. (98) only 
in one change 2b b→ . These expressions for 2O  ought to be substituted into the formulas:  

2 '* '* '* 2 '1 1 1 12 ' = ( ) ' ( ) , 2 = ( ) ( ) ,h f O f h f O fε ε ε ε
µ µ µ µ

+ + − + + −  

*2 '* '* '* *21 1 1 12 ' = ( ) ' ( ) , 2 = ( ) ( ) ',f h O h f h O hµ µ µ µ
ε ε ε ε
+ + − + + −  

or  
2 20 1 1 1' = [( ) ( ) ] ' ( ) '] ,

2
D ReO E ImO cBε ε ε ε

µ µ µ
 

+ + − + − 
 

 

2 20' 1 1 1= [( ) ( ) ] ' ( ) '] .
2

H ReO cB ImO E
c

ε ε ε ε
µ µ µ

 
+ − − + − 

 
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All the formulas become much more simple for rotations in the planes 

(0 1), (0 2), (0 3)− − − :  

2

1 0 0
= (1,0,0), = 0 2 2 ,

0 2 2
n O cosh b i sinh b

i sinh b cosh b
+

−
 

2

2 0 2
= (0,1,0), = 0 1 0 ,

2 0 2

cosh b i sinh b
n O

i sinh b cosh b

−

+
 (100) 

2

2 2 0
= (0,0,1), = 2 2 0 .

0 0 1

cosh b i sinh b
n O i sinh b cosh b

+
−  

The previous results can be easily extended to more general media, let us restrict 
ourselves to linear media. Arbitrary linear media are characterized by the following 
constitutive equations:  

0 0 0
0

1= ( ) ( ) , = ( ) ( ) ,D x E c x B H c x E x Bε ε ε a ε β µ
µ

+ +  (101) 

where ( ), ( ), ( ), ( )x x x xε µ a β  are (3 3)× -dimensionless matrices. Eqs. (101) should be 
rewritten in terms of complex vectors ,f h :  

* * * * * *

= ( ) ( ) , = ( ) ( ) .
2 2 2 2 2 2

h h f f f f h h f f f fx x x x
i i i

ε a β µ+ + − − + −
+ +  (102) 

From (101), (102) it follows  
*= [( ( ) ( )) ( ( ) ( ))] [( ( ) ( )) ( ( ) ( ))] ,h x x i x x f x x i x x fε µ β a ε µ β a+ + − + − + +  (103) 

* *= [( ( ) ( )) ( ( ) ( ))] [( ( ) ( )) ( ( ) ( ))] .h x x i x x f x x i x x fε µ β a ε µ β a+ − − + − − +  (104) 
Under Lorentz transformations, relations (5.20) will take the form  

[ ]1 1' = ( ( ) ( )) ( ( ) ( )) 'O h x x i x x O fε µ β a− −+ + − [ ] 1 * '*( ( ) ( )) ( ( ) ( )) ( ) ,x x i x x O fε µ β a −+ − + +  

[ ]1 * '* 1 * '*( ) = ( ( ) ( )) ( ( ) ( )) ( )O h x x i x x O fε µ β a− −+ − −  

[ ] 1( ( ) ( )) ( ( ) ( )) ( ) ',x x i x x O fε µ β a −+ − − +  (105) 

or  

[ ]0' = ( ( ) ( )) ( ( ) ( )) 'h x x i x x fε ε µ β a+ + − [ ] 1 * '*( ( ) ( )) ( ( ) ( )) [ ( ) ] ,x x i x x O O fε µ β a −+ − + +  

[ ]'* '*
0= ( ( ) ( )) ( ( ) ( ))h x x i x x fε ε µ β a+ − − [ ] * 1( ( ) ( )) ( ( ) ( )) [ ( )] '.x x i x x O O fε µ β a −+ − − +  (106) 

For Euclidean rotation, we have  
1 * * 1[ ( ) ] = , [ ( )] = ,O O I O O I− −  

and the constitutive relations preserve their form. For Lorentz boosts we have  
1 * 2 * 1 *2[ ( ) ] = , [ ( )] = ,O O O O O O− −  

and the constitutive equations in a moving reference frame change their form in accordance 
with the relations  
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[ ] [ ] 2 '*' = ( ( ) ( )) ( ( ) ( )) ' ( ( ) ( )) ( ( ) ( )) ,h x x i x x f x x i x x O fε µ β a ε µ β a+ + − + − + +  

[ ] [ ]'* '* *2= ( ( ) ( )) ( ( ) ( )) ( ( ) ( )) ( ( ) ( )) '.h x x i x x f x x i x x O fε µ β a ε µ β a+ − − + − − +  (107) 

They are the constitutive relations for arbitrary linear media in the moving 
reference frame.  
 
6. Symmetry properties of the matrix equation in media  
Maxwell equations in media are written in two groups  

* * *
0 0, = 0, = 0;abF div f div f i f rot f i f rot f− − ∂ + + ∂ +  (108) 

* * *
0 0

0 0

1 1, = , = .abH div h div h i h rot h i h rot h i jr
ε ε

+ − ∂ + − ∂ −  (109) 

Their matrix forms respectively read  
*

0 0( ) ( ) = 0,i i
i ii f i fa β− ∂ + ∂ − − ∂ + ∂  (110) 

*
0 0( ) ( ) = .i i

i ii h i h Ja β− ∂ + ∂ + − ∂ + ∂  (111) 

Equations (108), (109) can be presented in a more short form (see (91), (92)):  

0 0
0 0

1= , = ;idiv M div N i M rot M i N rot N jr
ε ε

+ − ∂ + − ∂ −  (112) 

with the corresponding matrix form  

0 0( ) ( ) = .i i
i ii M i N Ja β− ∂ + ∂ + − ∂ + ∂  (113) 

The matrices ia  and iβ  are given by  

1 2 3

0 1 0 0 0 0 1 0 0 0 0 1
1 0 0 0 0 0 0 1 0 0 1 0

= , = , = ,
0 0 0 1 1 0 0 0 0 1 0 0
0 0 1 0 0 1 0 0 1 0 0 0

a a a
− −

− −
− −

 

1 2 3

0 1 0 0 0 0 1 0 0 0 0 1
1 0 0 0 0 0 0 1 0 0 1 0

= , = , = .
0 0 0 1 1 0 0 0 0 1 0 0
0 0 1 0 0 1 0 0 1 0 0 0

β β β
− −

− −
− −

 (114) 

We will consider eq. (113). The terms with matrices ja  were examined above, the 
terms with matrices jβ  are new. We restrict ourselves to demonstrating the Lorentz 
symmetry of eq. (113) under two simplest transformations. 

First, let us consider the Euclidean rotation in the plane (1 2)− , and examine only the 
term with β -matrices:  

1 1 1 2
1

0 cos sin 0
cos 0 0 sin

= = cos sin = ,
sin 0 0 cos

0 sin cos 0

j
j

a a
a a

S S a a O
a a

a a

β β β β−

−
−

−

− −

 (115) 
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2 1 1 2
2

0 sin cos 0
sin 0 0 cos

= = sin cos = ,
cos 0 0 sin

0 cos sin 0

j
j

a a
a a

S S a a O
a a

a a

β β β β− − −
+

−
−

 (116) 

3 1 3
3

0 0 0 1
0 0 1 0

= = = .
0 1 0 0
1 0 0 0

j
jS S Oβ β β−

−
−

 (117) 

We conclude that eq. (113) is symmetrical under Euclidean rotations in accordance with 
the relations  

1 1
0 0( ) ( ) =i i

i ii S S M i S S N SJa β− −′ ′− ∂ + ∂ + − ∂ + ∂ +  

0 0( ) ( ) = .i i
i ii M i N Ja β′ ′ ′ ′ ′⇒ − ∂ + ∂ + − ∂ + ∂ +  (118) 

For the Lorentz boost in the plane (0 3)−  we have  
* 1 * 1= , = = , = ;M SM N S N S N S S− −′ ′  

and eq. (113) takes the form (the additional transformation ( )= a∆ ∆  is combined in terms of 
ja )  

1
( ) 0 0( ) ( ) = ,i i

i iS i S M i SN SJa a β− ′ ′ ∆ − ∂ + ∂ + − ∂ + ∂ ∆   (119) 

or  
1 2 1

( ) 0 0( ) ( ) = ,i i
i ii S S M S i S S N Ja a β− −′ ′ ′ ∆ − ∂ + ∂ + − ∂ + ∂   (120) 

and further  
2 1

0 ( ) 0( ' ) ( ) = .i i
i ii M S i S S N Jaa β−′ ′ ′ ′− ∂ + ∂ + ∆ − ∂ + ∂  (121) 

It remains to prove the relationship  
2 1

( ) 0 0( ) = ( ' ') .i i
i iS i S S N i Na β β− ′ ′∆ − ∂ + ∂ − ∂ + ∂  (122) 

By simplicity reason one may expect two identities:  
2 1

( ) ( ) ( ) ( )= = ,S S Sa β a β
−∆ ∆ ⇔ ∆ ∆  (123) 

1
( ) 0 0( ) = ( ' ') .i i

i ii S S N i Nβ β β− ′ ′∆ − ∂ + ∂ − ∂ + ∂  (124) 

Let us prove them for a Lorentzian boost in the plane (0 3)− :  

1

1 0 0 0 1 0 0 0
0 0 0 0

= , = .
0 0 0 0
0 0 0 1 0 0 0 1

coshb i sinhb coshb i sinhb
S S

i sinhb coshb i sinhb coshb
−− −

 

Allowing for (115) – (117) we readily get  
1 1 1 2 1

1= = ,j
jS S coshb i sinhb Oβ β β β− −−  

1 2 1 2 1 1 3 3 1
2 3= = , = = .j j

j jS S i sinhb coshb O S S Oβ β β β β β β− − − −+  (125) 
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To verify the identity 1
( ) ( )= ,S Sa β

−∆ ∆  or 
3 3 1( ) = ( ) ,coshb i sinhb S coshb i sinhb Sa β −− −  let us calculate separately the left-hand part  

3

0 0
0 1 0 0

( ) = ;
0 0 1 0

0 0

coshb i sinhb

coshb i sinhb S

i sinhb coshb

a

−

−  

and the right-hand part  

3 1

0 0
0 1 0 0

( ) = .
0 0 1 0

0 0

coshb i sinhb

coshb i sinhb S

i sinhb coshb

β −

−

−  

They coincide with each other, so eq. (123) holds. It remains to prove the relation (124). 
Allowing for the properties of β –matrices 0 2 1 2 1 2 3 2 1 3( ) = , ( ) = , = , = ,I Iβ β β β β β β β− − − +  
we readily find  

1
( ) 0( ) =i

ii S S Nβ β− ′∆ − ∂ + ∂  
3 1 2

0 3 0 3 1 2= [ ( ) ( ) ] ,i coshb sinhb sinhb coshb Nβ β β ′− ∂ − ∂ + − ∂ + ∂ + ∂ + ∂  (126) 

that is  
1 1 2 3

( ) 0 0 1 2 3( ) = ( ' ) .i
ii S S N i Nβ β β β β− ′ ′ ′∆ − ∂ + ∂ − ∂ + ∂ + ∂ + ∂  (127) 

Thus, the symmetry of the matrix Maxwell equation in media under the Lorentz group 
is proved. 
 
7. Dirac matrices and electromagnetic field 
Let us shortly discuss two points relevant to the above matrix formulation of the Maxwell 
theory. First, let us write down explicit form for Dirac matrices:  

0 5

0 0 1 0 1 0 0 0
0 0 0 1 0 1 0 0

= , = ,
1 0 0 0 0 0 1 0
0 1 0 0 1 0 0 1

γ γ

−
−

 

1 2 3

0 0 0 1 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0 0 0 1

= , = , = .
0 1 0 0 0 0 0 1 0 0 0
1 0 0 0 0 0 0 0 1 0 0

i
i

i
i

γ γ γ

− −
− −

−
−

 

Bearing in mind the expressions for ia  and iβ , we immediately see the identities  
1 0 2 2 0 5 3 5 2 1 3 1 2 3 3 1= , = , = , = , = , = ,i ia γ γ a γ γ a γ γ β γ γ β γ β γ− − −  (128) 

so the Maxwell matrix equation in media takes the form  
0 2 0 5 5 2 3 1 3 1

0 1 2 3 0 1 2 3( ) ( ) = .i i i M i N Jγ γ γ γ γ γ γ γ γ γ− ∂ + ∂ + ∂ + ∂ + − ∂ − ∂ − ∂ − ∂  (129) 

This Dirac matrix-based form does not seem to be very useful to apply in Maxwell's 
theory, it does not prove much similarities with ordinary Dirac equation (though that analogy 
was often discussed in the literature). 
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Now, starting from the electromagnetic tensor Faβ  and dual to it Frσ
 :  

1 1= , = ,
2 2

F F F Faβ rσ
rσ rσaβ aβ aβrσε ε−   

Let us introduce two electromagnetic 4-vectors (below ua  is any 4-vector, which in 
general can not coincide with 4-velocity of a reference frame)  

= , = , = 1;e u F b u F u ua aβ a aβ a
β β a

  (130) 

the inverse formulas are  
= ( ) , = ( ) .F e u e u b u F b u b u e uaβ a β β a aβrσ aβ a β β a aβrσ

r σ r σε ε− − − +  (131) 

Such electromagnetic 4-vectors are presented in the literature on the electrodynamics of 
moving bodies, from the very beginning, see Minkowski [14-17], Gordon [18], Tamm and 
Mandelstam [19-21]; for instance, see Yépez, Brito, and Vargas [108]. The interest in these 
variables gets renewed after Esposito paper [116] in 1998. 

In 3-dimensional notation 1 10 1 10
1 1 23= = , = = = ,E E F cB cB F F and so on− − , the 

formulas (130) take the form  
0 0 0 0= , = , = , = ,e uE e u E cu B b cuB b cu B u E+ × − ×  (132) 

or symbolically ( , ) = ( )( , )e b U u E B ; the inverse formulas look like  
0 0 0 0= , = ,E eu e u b u cB bu b u e u− + × − − ×  (133) 

or in a symbolical form  
1( , ) = ( )( , ).E B U u e b−  

The above possibility is often used to produce a special form of the Maxwell equations. 
For simplicity, let us consider the vacuum case:  

1
0= 0, = ,F F F F jaβ β

a βγ β γa γ aβ a ε −∂ + ∂ + ∂ ∂  

or differently with the help of the dual tensor:  
1

0= 0, = .F F jβa aβ β
β a ε −∂ ∂  (134) 

These can be transformed into variables ,e ba a :  
1

0( ) = 0, ( ) = .b u b u e u e u e u b u ja β β a aβrσ a β β a aβrσ β
a r σ a r σε ε ε −∂ − + ∂ − −  (135) 

They can be combined into the equations for complex field function  
1

0= , [ ] = ,e ib u u i u ja a a a β β a aβrσ β
a r σε ε −Φ + ∂ Φ −Φ + Φ  

or differently  
1

0[ ] = .u u i g u ja β β a aβrσ γ β
a γ γ rγ σδ δ ε ε −∂ − + Φ  (136) 

This is Esposito's representation [116] of the Maxwell equations. One may introduce 
four matrices depending on 4-vector ua :  
( ) = ,u u i g ua β a β β a aβrσ

γ γ γ rγ σδ δ εΓ − +  (137) 

then eq. (136) becomes  
1 1

0 0( ) = , = .j or ja β γ β a
a γ aε ε− −∂ Γ Φ Γ ∂ Φ  (138) 
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In the rest reference frame, when = (1,0,0,0)ua , the matrices aΓ  become simpler, 
and =Φ Ψ :  

0 1 2 3

0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1
0 1 0 0 0 0 0 0 0 0 0 0 0

= , = , = , = .
0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0

i i
i i

i i

− −
Γ Γ Γ Γ

− −
− −

 

correspondingly, eq. (138) takes the form  
1 2 3

1 1 1
0 3 2 1 1

0 02 2 2
3 0 1

3 3 3
2 1 0

0 0
0

= = ,
0
0

i i E icB j
j

i i E icB j
i i E icB j

r

ε ε− −

∂ ∂ ∂
−∂ ∂ − ∂ +
− ∂ −∂ ∂ +
∂ − ∂ −∂ +

 (139) 

or  
1 1

0 0 0( ) = , ( ) ( ) = .div E icB E icB i rot E icB jε r ε− −+ − ∂ + − +  

Whence we get equations  

0 0

= 0, = , = , = ,cB j EdivcB rot E div E rot cB
ct ct

r
ε ε

∂ ∂
− +
∂ ∂

 

which coincides with the Maxwell equations. Relations (139) correspond to a special choice 
of a -matrices:  

0 0

1 0 0 0
0 0 0

( ) = , = , = .
0 0 0
0 0 0

j j i
i where

i
i

β a βa β
−

− Γ Γ
−

−

 (140) 

Esposito's representation of the Maxwell equation 4-vector ua  can be easily related to 
the matrix equation of Riemann–Silberstein–Majorana–Oppenheimer:  

0
0( ) = ,j

ji Ja a− ∂ + ∂ Ψ  (141) 

indeed  
0 1

0( ) ( ) = ,j
ji U U Ja a −− ∂ + ∂ Ψ 0 1 0 1= , = , = ,j ji U U Ua β a β− −− Γ Γ Ψ Φ  

0 1 1
0 0( ) = , = ( ),j a

j J J jβ β ε− −Γ ∂ + Γ ∂ Φ    0 1
0 0( ) = .j

j jε −Γ ∂ + Γ ∂ Φ  (142) 

Eq. (142) is a matrix representation of the Maxwell equations in Esposito's form  
1

0[ ] = .u u i g u ja β β a aβrσ γ β
a γ γ rγ σδ δ ε ε −∂ − + Φ  (143) 

Evidently, eqs. (141) and (143) are equivalent to each other. There is no ground to 
consider the form (143) obtained through the trivial use of identity 1= ( ) ( )I U u U u−  as having 
a certain especially profound sense. Our point of view contrasts with the claim by Ivezić [121-
125] that eq. (143) has a status of a true Maxwell equation in a moving reference frame (at 
that ua  is identified with 4-velocity). 
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Abstract. Due to the effect of Klein tunneling, two-dimensional graphene quantum dots do 
not possess genuine bound states but quasi-bound (resonant tunneling) states only. We discuss 
in detail the attempt to describe these states within the framework of the Dirac pseudo-
fermion model for circular dots. We demonstrate explicitly that introduced earlier the so-
called "resonance condition" corresponds to the inconsistent system of linear equations 
obtained from matching conditions on the boundary of the quantum dot when one tries to use 
it for complex energy values and in the case of total reflection for the energies coincided with 
the potential well top.  
Keywords: graphene, Klein tunneling, massless pseudo-Dirac fermion, quantum dot, quasi-
bound states  
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1. Introduction  
After more than twenty years of experimental observation, graphene still attracts a lot of 
attention and attempts to use as a base for super-high-speed electronic devices. The 
masslessness of graphene carriers in the most popular graphene model, the so-called pseudo- 
Dirac fermion model, from one side seems to be very attractive due to the high value of the 
Fermi velocity (of about 106 m/s) for the material but failed to artificially form a predefined 
gap in a band structure needed for transistor-like behavior.  
 Graphene quantum dots are considered as a variant to find a way of the electric current 
operation. Experimentally, they can be formed with a few different techniques (see, e.g. [1-3] 
and references therein). The theoretical description is based usually on the simplest 
analytically treatable case of circular symmetric quantum dot with radial step potential [4,5] 
(see also other approaches in [3,6] and references therein).  
 The specific feature of quantum problems for the 2D massless Dirac equation with the 
circular symmetric finite height potential barrier is the absence of bound eigenstates. This is 
stipulated by the fact that solutions of the Dirac radial equation, in a region with a flat 
potential, are a linear combination of the Bessel functions which asymptotically look like sin 
and cos; therefore the eigenstates are non-normalizable and correspond to unbound particles.  

In the cited references [4] it has been stated the existence of the quasi-bound eigenstates 
of complex energies, the imaginary part of which corresponds to a level's decay time. The 
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eigenstates were chosen from some sort of a "spectral condition" arisen in consideration. In 
[4] and [7,8] the deduction of this condition was slightly different, in the first one it has been 
derived for admissible system eigenstates, in the second paper, the condition was deduced for 
the scattering problem. In subsequent publications, there were made a lot of experimental 
work with the result interpretation based on these theoretical predictions [7,9]. Besides a 
further theoretical analysis of more complicated systems such as bilayer graphene [6], as well 
as of systems in an electromagnetic field was produced [10-12].  

Nevertheless, as we prove with all detail and this is the main goal of the paper, in both 
cases the statement on the existence of such types of quasi-bound states is erroneous. It 
appears due to neglecting one of two independent solutions of the corresponding radial Dirac 
equation when using improper physically ground assumptions.  
 
2. Model  
We use 2D massless Dirac fermion model of graphene [13], in tight binding approximation 
and near the Dirac point excitations, its Hamiltonian operator reads 0Ĥ kγσ= ⋅



  where γ  is 
the band parameter linearly related with the Fermi velocity, { , }x yσ σ σ=

  is the 2D vector of 

two Pauli matrixes, k


 is the quasi-momentum. Then, a graphene quantum dot (GQD) can be 
considered as graphene in some confining potential ( )V r . The Hamiltonian reads 

0
ˆ ˆ ( )H H V r= +  with a scalar potential incorporated as a diagonal matrix. In the matrix 

form we have [5] 
ˆ( )ˆ

ˆ ( )
V r p

H
p V r

−

+

 
=  
 





             (1)
 

with the operators p̂±  given by p̂ i
x y

γ
−

∂ ∂
= − −

∂ ∂

,  p̂ i
x y

γ
+

∂ ∂
= − +

∂ ∂

. 

 As a model GQD we consider a circular quantum dot with a radial step potential, region 
D  is the circle of a radius R , 

0

0,
( )

,
r D

V r
V r D

∉
=  ∈







     (2)
 

Due to the system's symmetry, for the eigenproblem Ĥ Eψ ψ= , and the spinor function 
ψ  with components ( , )A Bψ = , the separation of variables can be achieved in the polar 
coordinates ( , )ρ φ  introduced via the ordinary relations cos , sinx yρ φ ρ φ= = . Then, with 
dimensionless variables / , /R REρ ρ γ→ =  we have 

( , ) ( , )( ( ) ) ( , ) i B i BV A ie φ ρ φ ρ φρ ρ φ
ρ ρ φ

−  ∂ ∂
− = − − ∂ ∂ 
 , (3)

 
( , ) ( , )( ( ) ) ( , ) i A i AV B ie φ ρ φ ρ φρ ρ φ
ρ ρ φ

 ∂ ∂
− = − + ∂ ∂ 
 . (4)

 
Substitution 

( 1)

( )
,

( )

ım

ı m

A e a
B ıe b

φ

φ

ρ
ρ+

  
=   

   
 (5)

 
designation ( )Vξ ρ= −  and account of the fact that ξ  is different but constant in both two 
regions 1ρ <  (inner region of the quantum dot) and 1ρ >  (outer region), leads to the 
following system of the radial equations 
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( 1) ( )( ) ( ) m ba b ρξ ρ ρ
ρ

+′= − − , (6)
 

( )( ) ( ) mab a ρξ ρ ρ
ρ

′= − . (7)
 

Since the potential V  is step-like flat, expressing ( )b ρ  from the second equation (7) 
of the radial system and substituting it into the first one, we get the equation for 

( )a ρ  in the form 

( ) ( )2 2 2( ) ( ) ( ) 0a m a aρ ξ ρ ρ ρ ρ ρ′′ ′− − + = , (8)
 

with the general solution given by the superposition of two Bessel functions [15] 

1 2( ) ( | |) ( | |).m ma c J c Yρ ρ ξ ρ ξ= +  (9) 
The latter can be substituted into equation (7) and one gets 

1 1 2 1( ) ( ( | |)) ( | |).m mb c J c Yρ ρ ξ ρ ξ+ += − −  (10) 
 The boundary condition at 0ρ =  for the radial system demands the finiteness of the 
solution so that one has to omit the second term in (10) as the function mY  is singular at zero. 
Outside the quantum dot ( 1ρ > ) one has to use both functions in the solution. The  
only requirement left is the continuity of the eigenfunctions at the boundary 1ρ =  of the 
quantum dot. The important point of the problem is that the eigenfunctions can not belong to 
the bound state because, independent of the potential values in both regions, all the 
Bessel functions asymptotically at infinity ( ρ →∞ ) trend to plane waves and therefore they 
are non-normalizable. 
 Let us designate the coefficients c  in the solution by additional upper indexes i  and o  
for the inside region and outside one of the quantum dots respectively. Matching solutions for 
both spinor components at 1ρ =  and choosing the normalization constant in the interior 
region with 1 1ic =  (due to the equation linearity one can choose an arbitrary normalization) 
we get the following linear system for the determination of the coefficients  

0 1 2( ) ( ) ( ),o o
m m mJ V c J c Y− = +    (11) 

1 0 1 1 2 1( ) ( ( )) ( )o o
m m mJ V c J c Y+ + +− − = − −   . (12) 

It can be shown that the determinant of the matrix of this linear system is given by 
the formula 

1 1( ) ( ) ( ) ( ),m m m mJ Y J Y+ +−     (13) 
it does not depend on 0V  and is non-zero for all real values of m , and   (see e.g., the energy 
dependence for 0m =  in Fig. 1). 

It means that we get the real-value solution of the eigenproblem which is continuous in 
the space. As an example, both spinor components of the solution are shown in Fig. 2  
for 0 3,  0,  0.09V m= = = . 
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Fig. 1. Dependence of the determinant on energy for 0m =  
 

 
 
Fig. 2. Upper and lower components of the spinor eigenfunction for 0m = , 0.09= , 0 3V =  

 
Of course, instead of the Bessel functions ,m mJ Y  one can use the Hankel functions of 

the first and second kind ( ) ( ) ( ) ( ), 1, 2k
m m mH z J z ıY z k= ± =  for the outer region as it has been 

done in [5] resulting in complex coefficients. However, all eigenfunctions are functions of a 
real variable and belong to a continuous spectrum. The authors of [5] put the additional 
requirement that the eigenfunction should asymptotically behave as exp{ | | }ı rξ . From the 
physical point of view, it means that one fixes the phase of the exponential function because a 
linear combination of the Bessel (or Hankel) functions asymptotically can be represented as 
Re( exp{ ( )})a i kr φ+ . This additional restriction leads to the specific condition which was 
stated in [5] as a "spectral condition" 

(1) (1)
1 0 0 1(| |) (| |) (| |) (| |) 0m m m mJ V H J V H+ +− − − =    . (14) 

This equation has no real solutions for  , except of those for 1, 0m > = , but has 
complex ones which were interpreted in [5] as quasi-bound states with a finite lifetime. 
 As we intend to demonstrate condition (14) is meaningless because corresponds to an 
inconsistent system of linear equations followed by the matching conditions at the quantum 
dot boundary 1ρ = . With this in mind, we follow the "scattering scheme" of [7,8] to obtain 
the matching condition system. For the radial scattering problem inside the GQD, the solution 
consists of the transient wave and still is described by the Bessel J  function with some 
amplitude (| | )mtJ rξ  (e.g., for the upper component, letter t  is used for transmission 
coefficient). 
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 The solution outside the GQD is a superposition of two Hankel functions describing the 
incident and scattered waves, that is (1) (2)( ) ( )m mH rH+   again for the upper component (with 
"r" letter to designate the reflection coefficient). Then the matching system reads 

(1) (2)( 0 ) ( ) ( ) 0m m mtJ V rH H− − − =   , (15) 
(1) (2)

1 1 1( 0 ) ( ) ( ) 0m m mtJ V rH H+ + +− − + + =   . (16) 
Precisely, the determinant of this system is just the left hand side of condition (14). So, 

our goal is to construct the system in the vicinity of the vanishing determinant. First, we do it 
for the energy values 0V=  corresponding to the top of the potential well. The determinant of 
the matrix, in this case, vanishes due to the properties of Bessel J  functions at zero argument. 
But we apply this energy value directly to the system to get 

(1) (2)
0 00 ( ) ( ) 0m mt rH V H V× − − = , (17) 

(1) (2)
1 0 1 00 ( ) ( ) 0m mt rH V H V+ +− × + + = . (18) 

The latter means that the reflection coefficient has to be expressed as a ratio 
( (1) (2)

0 0( ) / ( )m mr H V H V= ) of Hankel functions but with the orders differ on "one'' for the first 
and the second equations. Taking into account the fact that the Hankel functions of the first 
and second kind at a given value of the argument are the conjugated complex numbers,  
the reflection coefficient as their ratio turns out to be unimodal. But the equality of it for  
both equations can be only approximately satisfied in an asymptotic regime and for small  
and intermediate values of the confining potential. For example, we represent in Fig. 3  

the value Rarg=
(1) (1)
20 21
(2) (2)
20 21

( ) ( )arg / arg
( ) ( )

H x H x
H x H x

   
   

  
 as a function of the potential height 0V  to  

confirm our statement. 
 

 
Fig. 3. Dependence of Rarg on the confining potential height 0V . The region with an 

approximate unity value of the ratio corresponds to the total reflection case 
 

The last regime corresponds to the same amplitudes for the reflected wave as an 
incident one with only a phase shift and therefore to zero value for the transmitted wave. The 
latter means the total wave reflection that hardly is considered as "a bound state" as was stated 
in [5,6]. 
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 Now, we try to understand what happens near the non-trivial complex roots of equation 
(14) when the energy does not coincide with the well height. We choose the following 
parameters: 0 20, 0V m= =  and find one of the roots of eqs. (17-18) in the vicinity of point 

3= . This gives 3.95744 1.47721I= − . Substitution of this value into the matching 
condition system and normalization of both equations to make coefficients at variable t   
equal to unity gives 
1. (1.01973 0.160047 I) 0.0390394 0.0318167 It r− + = − + , (19) 
1. (1.01973 0.160047 I) 0.0409105 0.0408179 It r− + = − . (20) 

As one can see, indeed the determinant of the system vanishes (since left-hand sides of 
both equations coincide). This means that we really have a root of the "resonance condition" 
but the right-hand sides are different for both equations. The latter shows that the system  
is inconsistent and there are no solutions at all in this case. A similar situation holds  
for other roots too. 
 
3. Conclusion 
We explicitly demonstrated that the "resonance condition", introduced in [5] to construct 
"quasi-bound" states for GQD with a finite lifetime, leads to the inconsistent system of linear 
equations describing matching conditions for the solution inside and outside GQD. Therefore 
it can not be considered valid for any application. We also demonstrated that the "exact 
localization of electron in the quantum dot" considered in [6] and confirmed in [5] in fact can 
be approximately the case of the total reflection of an electron on a graphene quantum dot at 
asymptotically high values of magnetic quantum number m  and not the very high value of 
the confining potential (whispering gallery modes). 
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Abstract. We have studied possible ways of generating and growing the fullerenes having 
five-fold symmetry. Beginning with cyclopentane C5H10 and clusters C5C5, we obtained 
elementary fullerenes C10 and mini-fullerenes C20, and then we produced the fullerenes from 
C20 to C70, perfect (basic) and imperfect, as well as nanotubes. The basic fullerenes C20, C30, 
C40, C50, C60, and C70 have the ordinary five-fold symmetry, the intermediate ones having no 
such symmetry. Their imperfection is connected with extra 'interstitial' carbon dimers, the 
dimers playing the role of defects. One can define the imperfect fullerenes with defects as the 
fullerenes having topological five-fold symmetry. We have calculated the energies of both 
groups of fullerenes and discussed their dependence on a fullerene size and shape.  
Keywords: carbon, embedding, energy, fullerene, fusion reaction, graph representation, 
growth, nanotube, periodic system, single and double bonds, topological symmetry 
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1. Introduction 
In our early investigations we have tried, as most investigators, to study some popular 
fullerenes, e.g. C20, C24, C36, C60, and C70, to calculate their energy and to do some 
conclusions about their stability and other properties. However, with the passage of time, we 
came to the conclusion that such a style of investigation leads to a dead end. The reason is 
that these fullerenes have different symmetry and belong to different columns of the periodic 
table of fullerenes suggested in [1,2]. Moreover, in those cases the main rule of an experiment 
is violated: the data must be obtained and compared, all other things or factors being equal or 
the same. It should be emphasized that numerical calculations are not a theory, but a kind  
of numerical experiment [3]. So such calculations in many cases only increase 
information entropy [4].  

Consequently, there is little sense in doing calculations for the sake of calculations, but 
at first, one needs to develop a plan and a mathematical model of calculations. It should be 
pointed out that the mathematical model is meant not a computational method employed, but 
the interplay between physical processes expressed through mathematics. The first stage of 
creating any mathematical model is the formulation of the laws that connect the main objects 
of the model [5]. In our case the main objects are perfect basic fullerenes; we have also the 
law in the form of the periodic table, but we do not know the structure of all the main objects. 
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Besides, not all the perfect fullerenes, the structure of which is known, are incorporated into 
the established periodic system. Therefore, it seems reasonable to carry out such studying that 
allows obtaining the structure of missing fullerenes, with the purpose to incorporate the 
missing unknown fullerenes in the periodic table, and only afterward to do conclusions, 
bearing in mind that all the factors being equal or the same.  

The periodic table of fullerenes [1,2] consists of horizontal series and vertical columns 
(groups); they include basic perfect fullerenes from C14 to C96. The horizontal series form the 
Δn periodicities, where the fullerene structure changes from three-fold symmetry to six-fold 
through four and five ones. The vertical columns include the fullerenes of one and the same 
symmetry, the mass difference Δm for each column being equal to a double degree of 
symmetry. We declare that the periodic system must be taken as a base for rigorous fullerene 
classification. The system leaves room for incorporating into it other fullerene families. 

In this contribution, we have studied the nucleation and growth of the fullerenes 
referring to the column of five-fold symmetry. Similar investigations were done earlier for 
fullerenes of three-fold [6] and four-fold symmetry [7].  
 
2. Embryos, clusters, folding, fusion, and formation of fullerenes and nanotubes 
We assume that the embryo of fullerenes of five-fold symmetry is cyclopentane C5H10 with 
D5h symmetry [8].  Suppose that we have removed ten hydrogen atoms and added five 
carbon atoms instead. In doing so we obtain carbon cluster C5C5 with several types of carbon 
atoms. They are shown, together with cyclopentane C5H10, in Fig. 1. We have calculated the 
optimized structures and energy of these compounds as well as of the succeeding ones 
through the use of Avogadro package [9]. The carbon atoms of cyclopentane remain in the 
initial electronic state; they are considered, as is customary, to be sp2 hybridized atoms. The 
newly added ones are reactive carbon atoms; they are connected with the initial carbon atoms 
by single or double bonds, being ionized to a different degree. The further cluster evolution is 
folding and forming a penta-angular prism (Fig. 2).  
 

 
Fig. 1 Cyclopentane and two carbon clusters of five-fold symmetry; energy in kJ/mol 

 

 
Fig. 2. Folding the clusters into pentagonal prisms: structure and graphs; energy in kJ/mol 

E=83.8 

Cyclopentane C5H10 
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Consider cluster folding more closely. The process produces the elementary fullerene of 
five-fold symmetry which is a pentagonal prism. Two extreme electronic configurations are 
presented in Fig. 2. In addition to the structures, the graphs of prisms are shown. Here and 
below we use area-colored graphs because they gain a better understanding of the structures 
obtained. In our case all the side faces of prisms are tetragons and they are grey painted in 
graphs; the upper faces are pentagons and they are painted in goldish; the bottom faces are 
indicated by the external boundaries.  

The elementary fullerenes can grow, conserving their symmetry, by the mechanism 
known as the "fusion of fullerenes having compatible symmetry" [10]. The final structure 
produced by the fusion of two prisms is shown in Fig. 3. The shape of the fullerene is a 
dodecahedron. It is one of five regular polyhedrons that Plato (427-347 BC) referred to as 
ether. It enters into the family of barrel-shaped fullerenes, so-called "mini-fullerenes". 

In its turn this fullerene can continue growing and conserve the symmetry, only through 
the use of the above-mentioned mechanism, i.e. joining another prism (Fig. 4). The reaction is 
possible since the reacting structures have five-fold symmetry and therefore they are 
compatible with each other. The subsequent fusion of the fullerenes is presented in Fig. 5. The 
hexagons in the graphs are painted in yellow. 
 

Fig. 3. Dodecahedron C20 as a result of prisms fusion; its graphs and energy in kJ/mol 
 

 
Fig. 4. Joining dodecahedron to a prism; structure, graphs, and energy in kJ/mol 

C20 
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Fig. 5. Joining two dodecahedrons; structure and graphs; energy in kJ/mol 

3. Cupolas and their fusion 
Another way of looking at the gradual evolution of the clusters shown is the growth of initial 
clusters which then transform into half-fullerenes (cupolas) conserving the five-fold 
symmetry (Fig. 6). From the figures it is seen that all the cupolas have one and the same base 
of ten atoms; therefore they can combine with each other creating new fullerenes as well as 
nanotubes. Let us investigate this process in detail.  
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Fig. 6. Growth of cupolas of five-fold symmetry: structure and graphs; energy in kJ/mol 

 
Fusion of cluster C10 with cupola C20. Here both initial configurations have five-fold 

symmetry. The fullerene obtained consists of five tetragons, two pentagons, and ten 
hexagons; it contains seventeen faces. One may name this perfect isomer, having five-fold 
symmetry, a truncated five-angular bipyramid (Fig. 7).  
 

 

Fig. 7. Truncated five-angular bipyramid C30 and its graphs; energy in kJ/mol 
 

Fusion of two cupolas C20. There are two ways of joining: mirror symmetry and 
rotation-reflection. In the first case (Fig. 8) the lower cupola is a mirror copy of the upper one. 
The fullerene obtained consists of five tetragons, two pentagons, and fifteen hexagons, and 
has twenty-two faces. In the second case (Fig. 9) the lower cupola is a rotatory reflection of 
the upper one. The fullerene obtained contains twelve pentagons and ten hexagons, the 
number of faces being the same. Its energy is less than that of the first fullerene. 
 

Fig. 8. Joining two cupolas C20 of five-fold symmetry: the mirror symmetry fusion, structure 
and graphs; energy in kJ/mol 
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Fig. 9. Joining two cupolas C20 of five-fold symmetry: the rotation-reflection symmetry 
fusion, structure, and graphs; energy in kJ/mol 

 
Fusion of two cupolas: C20 and C30 (Fig. 10). The atomic structure corresponding to a 

perfect polyhedron consists of two isolated pentagons, five sets of adjacent pentagons, and 
fifteen hexagons, so it can be named a penta12-hexa15 polyhedron.  
 

 
Fig. 10. Mirror symmetry fusion of two cupolas (half-fullerenes) C20 and C30 of five-fold 

symmetry; structure and graphs; energy in kJ/mol 
 

Fusion of two cupolas C30 (Fig. 11). The atomic structure corresponding to a perfect 
polyhedron is a truncated icosahedron, which consists of twelve isolated pentagons and 
twenty adjacent hexagons. It is the most abundant and most celebrated fullerene molecule. 
 

 
Fig. 11. Joining two cupolas C30 of five-fold symmetry: the rotation-reflection symmetry 

fusion, structure, and graphs; energy in kJ/mol 
 

Fusion of two cupolas: C30 and C40 (Fig. 12). The atomic structure corresponding to a 
perfect polyhedron consists of twelve isolated pentagons, as before, and twenty-five adjacent 
hexagons. Beyond C60, it is the next most abundant fullerene observed in the condensed 
carbon vapor.  
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Fig. 12. Mirror symmetry fusion of two cupolas C30 and C40 of five-fold symmetry; structure 

and graphs; energy in kJ/mol 
 

Fusion of two cupolas C40 (Fig. 13). It is a cigar-shaped molecule giving the beginning 
of the family of single-wall nanotubes (SWNT). 

 
Fig. 13. Rotation-reflection-symmetry joining of two cupolas C40 of five-fold symmetry; 

structure and graphs; energy in kJ/mol 
 

Fusion of two cupolas: C40 and C50. The next in the column of five-fold symmetry is 
C90, which atomic structure is shown in Fig. 14.  
 

 
Fig. 14. Mirror symmetry fusion of two cupolas C40 and C50 of five-fold symmetry; structure 

and graphs; energy in kJ/mol 
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Let us analyze Figures 7-14. Hand in hand with different fullerenes of the five-fold 
symmetry, we have obtained two of the most abundant fullerene molecules C60 and C70 
through the use of the cupola-fusion mechanism. Buckminsterfullerene C60–Ih is a truncated 
icosahedron [11]. This fullerene is considered an ideal one, having only equal isolated 
pentagons and forming a perfect sphere; each hexagon has three single and three double 
bonds. The measured bond lengths are rhh = 1.38 Ǻ and rhp = 1.4654 Ǻ. The larger bonds are 
singular, the lesser bonds are double ones. However, the formation mechanism, and especially 
the high yield of C60–Ih and C70–D5h, remains elusive and somewhat controversial.  

In 2002 we have suggested and confirmed, through the use of molecular dynamics 
calculations, the fusion reaction mechanism of joining two hemispheres C30 for obtaining 
fullerene C60 [12]. This approach has succeeded in further development, at last leading to 
designing the periodic system of fullerenes [1,2]. According to the system, fullerene C60 
belongs to the Δn=12 series, the five-fold symmetry column, and has a lower formation 
energy than any of its nearest neighbors. 
 
4. Intermediate fullerenes 
Growth of fullerene C30. The polyhedron shown in Fig. 4 can be thought of as a primary 
fullerene having the possibility to use for growing the mechanism known as "embedding 
carbon dimers" which was suggested by M. Endo and the Nobel Prize winner H.W. Kroto in 
1992 [13]. According to it, a carbon dimer embeds into a hexagon of an initial fullerene. This 
leads to stretching and breaking the covalent bonds which are normal to the dimer and to 
create new bonds with the dimer. As a result, there arises a new atomic configuration and 
there is a mass increase of two carbon atoms. The fullerenes designed through the use of the 
Endo-Kroto mechanism are illustrated in Fig. 15.  
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Fig. 15. Fullerenes C32, C34, C36, C38, and C40 were obtained one after another by embedding a 

carbon dimer (yellow atoms) into fullerene C30: structure and graphs; energy in kJ/mol 

Growth of fullerene C40.  
First cycle. The fullerenes designed through the use of Endo-Kroto's mechanism of 

dimer embedding into a hexagon are illustrated in Fig. 16. Taking as a base the structure and 
graph of fullerene C40, we have obtained the fullerenes from C42 to C50 one after another 
embedding a carbon dimer (yellow atoms) into fullerene C40. 
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Fig. 16. Fullerenes C42, C44, C46, C48, and C50 were obtained one after another by embedding a 
carbon dimer (yellow atoms) into fullerene C40: structure and graphs; energy in kJ/mol 

 
From the figure, it follows that only the initial and final fullerenes C40 and C50 have 

ordinary five-fold symmetry. They are perfect fullerenes. The intermediate fullerenes from 
C42 to C48 have topological five-fold symmetry. Among the intermediate fullerenes, there are 
two isomers of fullerene C44 and two isomers of fullerene C46 having one and the same 
topological symmetry but different shapes. The shape difference is connected with the diverse 
location of embedded dimers at the equator. These fullerenes obtained will be named 
permutation isomers and be denoted as 11 and 101, and as 111 and 1101. Indices 11 and 111 
indicate that the embedded dimers are the nearest (first) neighbors; indices 101 and 1101 
point to the fact that two dimers are the second neighbors. It is worth noting that the energy of 
fullerenes is less in the second case. To gain a better understanding of the mechanism of 
dimer embedding, its main features are shown schematically in Fig. 17. 

 

 

Fig. 17. Scheme of the main structural changes during the first stage growth of fullerene C40 
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Second cycle. The growth can continue producing imperfect fullerenes from C52 to C58 
and perfect fullerene C60 (Fig. 18). To gain a better understanding of the process, its main 
features are given in the form of schematic representation (Fig. 19).  

 

 

 

 

C52 

E=1145 E=1898

C54-11 

E=1925 E=1165 

C54-101 

E=2161 E=1157 

C56-111   

E=1133 E=1808 

C56-1101  

E=1162 E=2168 

62 A.I. Melker, M.A. Krupina, A.N. Matvienko



 

 
 

Fig. 18. Fullerenes C52, C54, C56, C58, and C60 obtained by one-after-another embedding a 
carbon dimer (yellow atoms) into fullerene C50: structure and graphs; energy in kJ/mol 

 

 
 
Fig. 19. Scheme of the main structural changes during the first stage growth of fullerene C40 

 
We see that fullerene C50 can grow by embedding the dimers only at an angle to its 

main axis of symmetry; it follows from Figs. 18 and 19. The phenomenon is connected with 
the fact that embedding can be realized only normally in a direction along which a hexagon 
has two neighboring mutually antithetic pentagons. During further growth, one obtains 
fullerenes C52, C54, C56, C58, and C60. Similar to the first cycle, the intermediate fullerenes are 
imperfect, but fullerene C60 having five embedded dimers is perfect. It should be emphasized 
that in this case, the number of embedded dimers is equal to the degree of symmetry. It should 
be emphasized that this fullerene differs from that obtained by the fusion of cupolas (Fig. 11). 
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Growth of fullerene C50 (Non-classical fullerenes). The growth of fullerene C50 can 
continue in another way producing also imperfect fullerenes C52, C54, C56, C58, and perfect 
fullerene C60 (Fig. 20). The fullerenes are obtained as a result of embedding one after another 
carbon dimer into fullerene C50 parallel to the five-fold axis. From the figures, we notice 
again that only the initial and final fullerenes C50 and C60 have ordinary five-fold symmetry. 
They are perfect fullerenes. The intermediate fullerenes C52, C54, C56, and C58 have 
topological five-fold symmetry. 
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Fig. 20. Fullerenes C52, C54, C56, C58, C60 were obtained one-after-another embedding a 

carbon dimer into fullerene C50 parallel to the five-fold axis: structure and graphs; energy in 
kJ/mol 

 
These results deserve further comment. For a detailed discussion of this subject 

see [10]. According to the authors, "In general, classical fullerenes are cage-like, hollow 
molecules of pseudospherical symmetry consisting of pentagons and hexagons only, resulting 
in a trivalent (and in the most ideal case) convex polyhedron with exactly three edges (bonds) 
joining every vertex occupied by carbon, idealized as sp2 hybridized atoms. What happens if 
we relax the rules a little bit, and allow for other types of three-valent (sp2) carbon 
framework? There are many generalizations that lead to structures of beautiful shapes that 
have both elegant mathematical theory and physical realizations: allowing for polygons with 
faces different from pentagons and hexagons. What kinds of fulleroids, which are fullerene-
like structure, are allowed? Can we tile a sphere or a torus with heptagons only, or with only 
pentagons and heptagons?" Figure 20 answers the questions.  

From the configurations shown it follows that the first embedding, which transforms 
fullerene C50 into fullerene C52, influences deeply only one of the hexagons and two of its 
hexagon neighbours. This hexagon transforms into two adjacent pentagons and its hexagon 
neighbors become heptagons; the fullerene C52 losing ordinary five-fold symmetry. It 
becomes an imperfect fullerene with the ordinary D1h symmetry, however conserving 
topological five-fold symmetry. At that in the fullerene, there appears a cell that contains four 
pentagons. The second embedding transforms fullerene C52 into fullerene C54. The third 
embedding leads to transition from fullerene C54 to fullerene C56. It transforms one more 
hexagon and two of its neighbors into two adjacent pentagons with about heptagons. The 
fourth embedding acts in a similar manner. At last, the fifth embedding restores D5h 
symmetry. The perfect fullerene C60 obtained contains only pentagons (22) and heptagons 
(10), and no hexagons. It is a penta22-hepta10 polyhedron; its shape resembles more a 
disk than a spheroid.  

Growth of fullerene C70. The fullerene belongs to the column of basic perfect 
fullerenes having five-fold symmetry. It can produce the natural isomers shown in Fig. 21. 
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Fig. 21. Fullerenes C58, C60, C62, and C64 as a result of one-after-another carbon dimer 

embedding into fullerene C56: structure and graphs; energy in kJ/mol 

5. Corannulene, sumanene and fullerene C60  
We have designed the most abundant and most celebrated fullerene molecule C60 by fusion of 
two cupolas C30 (Fig. 11). The atomic structure corresponding to a perfect polyhedron is a 
truncated icosahedron, which consists of twelve isolated pentagons and twenty adjacent 
hexagons. It should be emphasized that the formation and structure of cupolas were 
postulated. The question arises: Are there in nature similar molecules, from which it is 
possible to obtain the cupolas? To our mind corannulene C20H10 with C5v symmetry  
and sumanene C21H12, which possesses C3v symmetry, could be such molecules. These 
molecules are usually considered key fullerene fragments [14,15]. Being π-conjugated 
compounds, they are bowl-shaped or cupola-shaped species; it depends on a point of view 
(Fig. 22). The bowl of sumanene (1.15 Å) is anticipated to be deeper than that of corannulene 
(0.89 Å). According to [13], deeper π-bowls are more interesting because they may have 
properties more similar to those of fullerenes.  

Early we investigated the possible ways of fullerene obtained from sumanene [16]. Now 
discuss the role of corannulene and compare it with those of sumanene. Suppose that we have 
removed ten hydrogen atoms from corannulene, then we obtain cupola C20. If afterward  
add ten carbon atoms to the cupola, one gets cupola C30 (Fig. 23). The fusion of two cupolas 
leads to the appearance of the most famous fullerene molecule C60 (Fig. 24). To gain a better 
understanding of the fusion reactions, their main features are given in the form  
of a scheme (Fig. 25). 
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Fig. 22. Corannulene as a cupola and sumanene as a bowl (energy, kJ/mol) 

 
 

 
Fig. 23. Carbon cupolas generated on the basis of corannulene: energy in kJ/mol 

 
 
Fig. 24. Fullerene C60 was obtained by the fusion of two corannulene cupolas C30: energy in 

kJ/mol 
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Fig. 25. Scheme reflecting the main structural changes during the fusion of cupolas:  
a) boundary-atom configuration of separate cupolas; b) fusion zone 

 
In a similar manner it is possible to obtain from sumanene successively cupolas C21 and 

C30 and afterward fullerene C60 (Figs. 26 and 27). Interestingly enough that the final structures 
of the fullerenes obtained in different ways are the same. However, in the second case, there 
are possible fusion faults (Figs. 28 and 29).  
 

 
Fig. 26. Carbon cupolas generated on the basis of sumanene: energy in kJ/mol 

 

 
 

Fig. 27. Fullerene C60 was obtained by the fusion of two sumanene cupolas C30: energy in 
kJ/mol 
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Fig. 28. Fullerene C60 was obtained by the fault-fusion of sumanene cupolas C30: energy in 

kJ/mol 
 

 
Fig. 29. Scheme reflecting the main structural changes during the fusion of cupolas:  
a) boundary-atom configuration of separate cupolas; b) fusion zone, perfect reaction;  

c) fusion zone, fault one 
 

These results deserve further comment. The mechanism of fusion resembles that known 
in biophysics as lock-key adhesion [17]. The adhesion is due to the formation of specific 
molecular bonds between complementary pairs of proteins which are denoted by "lock" (L) 
and "key" (K). In our case, the boundary-atom configurations of cupolas play simultaneously 
the role of both lock and key. For the corannulene cupolas, the LK atoms are rather rigidly 
connected with the whole cupolas by two interatomic bonds; it follows from Fig. 25a. On 
contrary, for the sumanene cupolas thermal fluctuations are more important for the LK atoms 
since these atoms are connected with the cupolas only by one bond, single or double, 
(Fig. 29a). As a result, the "sumanene" fullerenes can contain fusion faults (Fig. 29c).  
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6. Conclusion  
We have studied possible ways of generating and growing the fullerenes having five-fold 
symmetry. Beginning with cyclopentane C5H10 and clusters C5C5, we obtained at first 
elementary fullerenes C10 and mini-fullerenes C20, and then the fullerenes from C30 to C80, 
perfect and imperfect, as well as nanotubes. The imperfection is connected either with extra 
'interstitial' carbon dimers, the dimers playing the role of defects. Only the basic fullerenes 
C30, C40, C50, C60, C70, and C80 have the ordinary five-fold symmetry in the corresponding 
column of the periodic system of fullerenes, the intermediate fullerenes having no such 
symmetry. Considering the latter as imperfect due to defects, one can define them as  
the fullerenes conserving topological five-fold symmetry. We have calculated the energies of 
the possible fullerenes. 
 We have designed the most abundant and most celebrated fullerene molecule C60 by 
fusion of two cupolas C30. The atomic structure corresponding to a perfect polyhedron is a 
truncated icosahedron, which consists of twelve isolated pentagons and twenty adjacent 
hexagons. It should be emphasized that the formation and structure of cupolas were 
postulated. The question arises: Are there in nature similar molecules, from which it is 
possible to obtain the cupolas? To our mind corannulene C20H10 with C5v symmetry and 
sumanene C21H12, which possesses C3v symmetry, could be such molecules. These molecules 
are usually considered key fullerene fragments. Being π-conjugated compounds, they are 
bowl-shaped or cupola-shaped species. The mechanism of fusion resembles that known in 
biophysics as lock-key adhesion. The adhesion is due to the formation of specific molecular 
bonds between complementary pairs of proteins which are denoted by "lock" (L) and "key" 
(K). In our case, the boundary-atom configurations of cupolas play simultaneously the role of 
both lock and key. For the corannulene cupolas, the LK atoms are rather rigidly connected 
with the whole cupolas by two interatomic bonds. On contrary, for the sumanene cupolas, 
thermal fluctuations are more important for the LK atoms since these atoms are connected 
with the cupolas only by one bond (single or double). As a result, the "sumanene" fullerenes 
can contain fusion faults. 
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Abstract. The article presents the results of a magnetism study in quasi-two-dimensional 
MAX3 (M=Cr, A=Ge, Si and X=S, Se, Te) systems. We calculated the microscopic magnetic 
parameters using quantum mechanical methods and showed that MAX3 can have a high spin 
polarization. The easy magnetization axis lies normal to the layer plane. The main magnetic 
order of the CrGeSe3, CrGeTe3, CrSiSe3, and CrSiTe3 atomic systems is ferromagnetism. 
CrGeS3 and CrSiS3 exhibit antiferromagnetism. The low energy stability of the magnetic 
order is confirmed by the calculated values of the exchange interaction integral (J). We 
showed that the magnetic order realizes only at low temperatures. A study of the dependences 
of J and the magnetic anisotropy energy on the structural (distance between magnetic ions, 
distortion of the octahedral complex) and electronic properties (population and hybridization 
of atomic and molecular orbitals) has been performed. The dependences indicate three 
possible mechanisms of the exchange interaction. We have given ways of influencing a 
specific mechanism for managing exchange interaction. 
Keywords: ab initio calculation, exchange energy, exchange integral, magnetic anisotropy, 
nanomagnetic, CrSiS3, CrGeTe3, CrSiTe3 
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1. Introduction  
Low-dimensional magnetism is a quantum cooperative phenomenon. It belongs to the 
promising area of research in condensed matter physics. The objects under study are atomic 
systems in which the magnetic interaction is limited in one or more spatial directions. The 
Mermin-Wagner-Hohenberg (1966) theorem [1] states that thermal fluctuations destroy the 
long-range magnetic order at any finite temperature in low-dimensional isotropic magnetic 
systems. However, confirmation of the possibility of low-dimensional magnetism in 
monolayer samples was presented earlier (1944) in the theoretical work [2]. The arising 
contradictions are explained by different representations of spin magnetic moments in the 
Ising model [3], which was used in the work by Onsager, and the Heisenberg model [4], 
which was used for the proof of the Mermin-Wagner-Hohenberg theorem [1]. 
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Limiting the dimensionality of magnetic systems can lead to strong magnetic anisotropy 
[5]. In this case, the vector of the magnetic moment of an atom has an orientation along only 
one crystallographic direction. The total spin of atoms has only one spatial coordinate. The 
Heisenberg model is not suitable for describing such materials. Therefore, the Mermin-
Wagner-Hohenberg theorem, which is valid only for the isotropic Heisenberg model, cannot 
be applied to low-dimensional magnets. Such atomic structures are usually represented within 
the framework of the Ising model, which provides for only one degree of freedom of the 
magnetic moment of an atom [6]. These materials belong to the class of Ising magnets [7]. 
In 2016, a new stage began in the physics of low-dimensional magnetism due to the 
development of mechanical and chemical exfoliation of thin films from van der Waals 
structures [8]. These structures have strong chemical bonds in the layer plane and weak 
interplanar bonds. Such structure leads to a strong magnetic uniaxial anisotropy in the 
monolayer which is necessary for observing low-dimensional Ising-type magnetism. 

Low-dimensional ferromagnetic order (FM) was implemented in unstable structures  
[8-13]. Also, the magnetic order was obtained in van der Waals systems for bulk 
modifications [14-29] which structures consist of several layers [30-34]. A stable low-
dimensional magnetic order at a high Curie temperature (room temperature) has not yet been 
realized. Ternary MAX3 (M=Cr, A=Ge, Si and X=S, Se, Te) compounds are van der Waals 
structures. The bulk phase consists of three monolayers located through the van der Waals 
gap with ABС stacking (Fig. 1). 

 

 
Fig. 1. Structure of transition metal chalcogenide MAX3 

 
The energy of magnetocrystalline anisotropy and the energy of exchange interaction 

make the dominant contributions to the magnetic energy of an atomic system for low-
dimensional magnets as was shown by using quantum mechanical calculations. Spin-orbit 
interaction and exchange interaction are the sources of these contributions. These phenomena 
have a strict dependence on the composition, structure, and electronic properties of materials. 

For practical applications of low-dimensional magnetic materials, research efforts 
should be directed to such important issues as increasing Tc for the operation of spintronic 
devices at room temperatures and above, searching for two-dimensional materials with 
magnetic anisotropy in the sample plane to reduce the switching current and increasing the 
residual magnetic induction. Such materials with magnetic anisotropy energy more than the 
thermal activation energy kBT, having reduced thermal noise, expand the element base. 

The article presents the study of the relationship between the composition, structure, 
magnetic and electronic properties in the framework of quantum mechanical calculation of 
microscopic magnetic parameters. Theoretical substantiation of the MAX3 properties allows 
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finding ways to enhance the magnetic energy and furnish insight into the nature of low-
dimensional magnetism.  
 
2. Methods 
The study of MAX3 magnetic parameters was carried out in several stages. In the first stage, 
the quantum mechanical calculation was carried out with spin polarization preliminary ionic 
relaxation in the VASP software package [35]. Static self-consistent calculations were 
performed for the ground state structural parameters. Calculations of the ground quantum 
state band structures were carried out for the Г-K-M-Г contour in the Brillouin zone. In the 
second stage, the microscopic magnetic parameters were calculated. The exchange interaction 
integral was calculated using the Heisenberg model [4]. 
 Computational cells consisting of 2×2×1 elementary cells were created to take into 
account the exchange interaction between the central Cr ion and the first (J1), second (J2), and 
third nearest magnetic ion. Four magnetic configurations were set for each cell, three 
corresponding to the antiferromagnetic state and one to the ferromagnetic state (Fig. 2). 
 

 
Fig. 2. Magnetic configurations of the chromium sublattice 

 
The equations of the total energy of the system for four magnetic configurations are: 

𝐸𝐸𝐴𝐴𝐴𝐴𝐴𝐴1 = 𝐸𝐸0 + 1
2
𝑆𝑆2(−𝐽𝐽1 − 𝐽𝐽2 + 𝐽𝐽3), (1) 

𝐸𝐸𝐴𝐴𝐴𝐴𝐴𝐴3 = 𝐸𝐸0 + 1
2
𝑆𝑆2(𝐽𝐽1 − 𝐽𝐽2 − 𝐽𝐽3), (2) 

𝐸𝐸𝐴𝐴𝐴𝐴𝐴𝐴2 = 𝐸𝐸0 + 1
2
𝑆𝑆2(−3𝐽𝐽1 + 3𝐽𝐽2 − 𝐽𝐽3), (3) 

𝐸𝐸𝐴𝐴𝐴𝐴 = 𝐸𝐸0 + 1
2
𝑆𝑆2(3𝐽𝐽1 + 3𝐽𝐽2 + 𝐽𝐽3).  (4) 

The computational cells of quasi-two-dimensional atomic structures were optimized for 
all considered magnetic configurations, which are presented in Fig. 2. The final structural 
parameters correspond to the ground magnetic state. 

The Curie temperature (Tc) was calculated using the equation: 
𝑇𝑇𝐶𝐶 = 2𝑧𝑧𝐽𝐽𝑆𝑆(𝑆𝑆 + 1)/3𝑘𝑘𝐵𝐵,  (5) 
where z is the number of the nearest neighbors, S is the spin of the magnetic ion, k is 
Boltzmann constant. 

Spin polarization was calculated by the equation: 
𝑃𝑃 = (𝑛𝑛↑ − 𝑛𝑛↓)/(𝑛𝑛↑ + 𝑛𝑛↓), (6) 
where 𝑛𝑛↑ is the density of states of electrons with spin up, 𝑛𝑛↓ is the density of states of 
electrons with spin down. 

The deviation of the angles of the octahedral complex from the ideal value was 
calculated by the equation [36]: 
𝜍𝜍2 = � [(𝜃𝜃𝑖𝑖 − 90)2 6⁄ ]𝑛𝑛

𝑖𝑖=1 ,  (7) 
where θi is the bond angle in the octahedral complex. 
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In the third stage, the dependence of microscopic magnetic parameters on structural and 
electronic properties was analyzed. 

 
3. Results and Discussion 
Quantum mechanical simulation. An analysis of the magnetization distribution showed a 
local magnetic moment on Cr atoms, which ranges from 2.94 to 3.44 μB. This indicates the 
presence of three electrons with uncompensated spins. Therefore, the chromium atom in 
MAX3 compounds is an ion with a charge of +3e (Cr3+). According to the calculations,  
90-95% of the total magnetic moment is localized on the d-orbitals of Cr3+. It makes it 
possible to use magnetic models based on the principles of localized electronic states, such as 
the Ising and Heisenberg models [3,4], as well as to interpret the results in terms of the  
crystal field theory. 

The main magnetic order of the studied compounds is FM, except for those compounds 
where S acts as a chalcogen. In this case, the main magnetic order is AFM. Deviation of the 
local magnetic moment from an integer value upwards is observed in compounds with FM, 
and downwards in compounds with AFM. It indicates the possible hybridization of  
Cr3+ d-electrons with surrounding ions. A study of this issue is given below. 
 Electronic properties calculations of the MAX3 two-dimensional configurations for the 
main magnetic states show that all compounds are indirect-gap semiconductors. Figure 3 
presents the band structure of CrSiSe3 as an example. The top of the valence band is at the Г-
point. The bottom of the conduction band is located between points M and Г. 
 

 
Fig. 3. CrSiSe3 band structure 

(Red solid bands correspond to the energy states of electrons with spin up, and blue dash 
bands correspond to the energy states of electrons with spin down) 

 
The bottom of the conduction band is formed due to the d-orbitals of Cr. The p -orbitals 

of chalcogens make the main contribution to the formation of the top of the valence band in 
all cases, except for AFM atomic systems with X=S. In this case, the top of the valence band 
is formed by the d-orbitals of Cr, the p-orbitals of chalcogens, and the p-orbitals of Ge and Si 
ions. In the CrGeS3 compound, p-orbitals of Ge prevail in the formation of the top of the 
valence band. The band gaps for the two spin subsystems differ by factors of 1.51 and  
1.60 (Eg

up /Eg
dw) in CrSiSe3 and CrSiTe3, respectively. This makes it possible to generate the 
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motion of spin-polarized charge carriers with a large polarization coefficient. The energy gap 
between the top of the valence band and Ef ranges from 0.08 eV to 0.18 eV. These values are 
0.08 eV and 0.11 eV for CrSiSe3 and CrSiTe3, respectively.  
 With an increase in temperature or the application of an external electric field, it is 
possible to change the band structure from a semiconductor type of conductivity to a metal 
one. The conductivity, similar to a semimetallic, can be obtained for CrSiSe3 and CrSiTe3 
using an external action. 

Calculation of microscopic magnetic parameters in MAX3. The exchange interaction 
integral was calculated based on the results of the local magnetic moments simulation and 
using the Heisenberg Hamiltonian. Spin in equations (1-4) is taken as 3/2 because the 
magnetic moment has a strong localization on Cr3+. The equations for calculating the 
exchange interaction integral are determined through the difference in energies of various 
magnetic configurations: 
𝐽𝐽1 = (−𝐸𝐸𝐴𝐴𝐴𝐴𝐴𝐴2 + 𝐸𝐸𝐴𝐴𝐴𝐴𝐴𝐴3 + 𝐸𝐸𝐴𝐴𝐴𝐴 − 𝐸𝐸𝐴𝐴𝐴𝐴𝐴𝐴1),  (8) 
𝐽𝐽2 = (𝐸𝐸𝐴𝐴𝐴𝐴𝐴𝐴2−𝐸𝐸𝐴𝐴𝐴𝐴𝐴𝐴3)

288
+ 𝐽𝐽1,  (9) 

𝐽𝐽3 = (𝐸𝐸𝐴𝐴𝐴𝐴𝐴𝐴3−𝐸𝐸𝐴𝐴𝐴𝐴𝐴𝐴1)
216

+ 𝐽𝐽1.  (10) 
The exchange interaction integrals calculated are given in Table 1.  

 
Table 1. Microscopic magnetic parameters 

МАХ3 J1, meV J2, meV J3, meV EMAE, 
meV Tc, K P 𝑑𝑑𝐴𝐴−𝐴𝐴, 

Å 
αCr-X-Cr, 

deg ς2, deg2 

CrGeS3 -0.06 0.04 0.09 – – – 3.47 91.31 51.52 
CrGeSe3 0.68 -0.18 0.0005 -0.55 59.22 0.69 3.64 90.87 72.61 
CrGeTe3 2.07 0.04 0.50 -0.27 180.50 0.38 3.98 92.14 47.98 
CrSiS3 -1.53 0.17 0.01 – – – 3.40 88.68 39.18 
CrSiSe3 1.74 -0.13 0.07 -0.92 151.68 0.98 3.99 91.82 37.00 
CrSiTe3 1.48 -0.03 -0.16 -0.28 129.01 0.73 3.98 89.71 32.19 

 
Dependence of microscopic magnetic parameters on electronic properties. In the 

MAX3 atomic structures, the Cr3+ ion is surrounded by six chalcogen ligands (Fig. 4a). This 
allows analyzing the electronic properties within the framework of the theory developed for 
octahedral complexes. The crystal field of the ligands causes the d-orbitals to split into three-
fold degenerate states (t2g), which consist of dxy, dzx and dyz, and two-fold degenerate states 
(eg), which consist of dz2 and dx2-y2. 

Before calculating the partial density of electronic states (DOS), the vectors of the 
computational cells were rotated. Accordingly, the bonds between the vertices of the 
octahedron (chalcogen ions) and the Cr3+ located in the center were parallel to the axes of the 
Cartesian coordinate system (Fig. 4a). Otherwise, the calculation results will show a non-
standard linear combination of atomic orbitals and "mixing" of partial DOS. This impedes 
analyzing the results. The partial DOS for Cr3+ d-electrons with rotated computational cells 
shows the classical splitting of energy levels into t2g and eg states (Fig. 4b). 

Figure 5 shows the obtained partial DOS for octahedral complexes consisting of Cr3+ 
and ligands in the corresponding MAX3 compounds. 
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Fig. 4. Rotated computational cell (a); partial DOS of d-electrons (b) 

 
A common feature of the obtained partial DOS is the existence of localized t2g states 

that are located below the Fermi level for electrons with spins up, i.e., correspond to filled 
states, and also above the Fermi level, i.e., correspond to unoccupied states. Unoccupied eg 
orbitals have energy higher than t2g. The energy difference between these orbitals is 
determined by electrostatic splitting and is responsible for the formation of the high-spin state. 
In all atomic systems, this parameter does not change. The presence of filled eg levels is 
explained by the hybridization of the corresponding atomic states of Cr3+ and surrounding 
ions, which leads to the formation of a common molecular orbital σ with decreasing energy. 
The energy split between t2g and σ characterizes the degree of hybridization. In compounds 
with X=Se, the energy difference between filled molecular orbitals and t2g orbitals is higher 
than in atomic systems with Te, which indicates greater hybridization, since more overlap 
leads to an energetically favorable state. 

Bader analysis [37] presents that 5.8 electrons are located on the t2g orbitals of Cr3+ ions. 
This value is unchangeable for all atomic systems. The molecular orbital σ contains 8.40 and 
8.50 spin-up electrons, as well as 8.10 and 8.15 spin-down electrons in the CrSiSe3 and 
CrGeSe3 atomic systems, respectively. For CrSiTe3 and CrGeTe3, the corresponding values 
are 7.70 and 7.65 spin-up electrons and 7.10 and 7.15 spin-down electrons. Changes in the 
population of molecular orbitals are observed only when the chalcogen changes, and do not 
depend on other components of the atomic system. The increase in this value occurs due to 
the electronegativity of the chalcogen p-orbital (2.10 for Te, 2.55 for Se). Therefore, the 
degree of hybridization is affected by the p-orbitals of the chalcogen. 

We can conclude that Si and Ge do not have a direct effect on the corresponding 
dependencies between electronic properties and magnetic parameters, because the σ 
population depends only on the chalcogen, and t2g in the structures under study is determined 
by the crystal symmetry. Thus, it suffices to analyze the influence of ligands on J to formulate 
the dependencies of the magnetic parameters on the electronic properties. 

The electronic configurations of ligand atoms have the form: Te [Kr] 3d105s25p4, Se 
[Ar] 3d104s24p4, S [Ne] 3s23p4. The difference between the electronic configurations is the 
main quantum number (n) of the outer valence shell, while the filling of the sublevels is 
similar. The value of J3 increases with increasing n (Table 1), which characterizes the 
exchange interaction with the third neighboring magnetic ion. Therefore, the diffuseness of 
the valence shell affects the longest-range exchange interaction, i.e. J3. For example, the outer 
electron shell Te has a higher n and is more diffuse. Thereby CrGeTe3 and CrSiTe3 have the 

 

a) b) 
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highest modulus J3. Also, the diffuseness of the Te valence shell suggests the weakest 
hybridization in atomic systems with this element, and consequently the smaller exchange 
interaction J1. The energy difference between the occupied eg and t2g states is larger for 
CrGeSe3 than for CrGeTe3 according to the partial DOS (Fig. 3). The formation of a 
molecular orbital in CrGeSe3 is energetically more favorable, and hybridization should be 
stronger. However, the calculation results for J1 confirmed the above conclusion for 
compounds with A=Si but did not demonstrate this dependence for compounds with A=Ge. 
This is explained by the strong influence of structural parameters on magnetic properties. 

 

  

  

  
Fig. 5. Partial DOS of MAX3 two-dimensional atomic systems 
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Dependence of microscopic magnetic parameters on the structural properties. 
Atomic systems with Ge have a larger value of ς2 (Table 1) compared to atomic systems 
containing Si. Since EMAE (Table 1) depends on the crystal field [38], the symmetry lowering 
should cause modulation of this microscopic parameter. In CrSiSe3 and CrGeSe3, the ς2 
values are 37.00 and 72.61 deg2, respectively, which leads to a decrease in EMAE from 
0.92 meV to 0.55 meV. In CrSiTe3 and CrGeTe3, the difference in ς2 values is not so 
significant and equals 32.19 and 47.98 deg2, respectively. It leads to insignificant changes in 
the EMAE values (0.28 and 0.27 meV, respectively). This behavior is explained by the different 
diffuseness and the degree of deformation of p-orbitals of chalcogens. Therefore, lattice 
distortion affects the EMAE to a lesser extent in compounds where the chalcogens have a larger 
n value. Thus, EMAE has a significant dependence on Si and Ge, as well as on chalcogen. 

CrGeTe3, CrSiSe3, CrSiTe3 have a distance between the two nearest Cr3+ (dM-M) in the 
range from 3.98 to 3.99 Å. Moreover, these compounds possess FM. In CrGeSe3, this 
parameter is 3.64 Å, while the exchange interaction between the two nearest Cr3+ indicates 
FM several times weaker than in CrGeTe3, CrSiSe3, and CrSiTe3. In CrGeS3 and CrSiS3 the 
dM-M are 3.47 and 3.40 Å, and the exchange interaction is AFM. A decrease in the distance 
between the nearest Cr3+ leads to a weakening of the FM and an increase in the AFM. This 
dependence indicates the direct exchange interaction responsible for the AFM. The difference 
in J1 for CrSiS3 and CrGeS3 is then explained by the strong dependence of the direct exchange 
interaction on the symmetry breaking of the crystal. Direct exchange interaction enhances 
AFM, but FM dominates in the compounds where dM-M has a large value. Thus, the dominant 
mechanism of the exchange interaction between Cr3+ in CrGeSe3, CrGeTe3, CrSiSe3, and 
CrSiTe3 is superexchange through chalcogen atoms. The above conclusion confirms the 
Goodenough-Kanamori-Anderson rule [39], which states that superexchange interaction is 
possible between half-filled Cr3+ d-orbitals and filled ligand orbitals at a value of αCr-X-Cr 
close to 90 deg. 

Exchange interaction mechanism. Figure 4 shows two octahedral complexes with 
central Cr atoms connected through common vertices. Chalcogens are located in the vertices. 
The spatial arrangement of Cr in the environment of chalcogens leads to the emergence of six 
hybrid atomic orbitals of the sp3d2 type in Cr, which consist of dz2, dx2-y2, s, px, py, pz according 
to Pauling's hybridization theory. These orbitals correspond to bonding states. The other three 
orbitals dxz, dyz and dxy keep atomic-like (t2g according to the crystal field theory). They are 
filled with electrons, which form the intrinsic magnetic moment of the transition metal. The 
hybrid atomic orbitals are directed from the central atom towards the vertices of the 
octahedral complex, where they bond with the p-orbitals of the chalcogen and form the 
bonding molecular orbital σ. 

Exchange interaction is possible to implement by three mechanisms. The first 
mechanism occurs between d-orbitals of the same symmetry (t2g) of two Cr3+. This is a direct 
kinetic exchange (Jkin, Fig. 6). The interaction angle is 180° or close to it, and the exchange 
occurs between partially filled orbitals. In this case, according to the Goodenough-Kanamori-
Anderson rules, AFM can be formed. The evidence for the implementation of this mechanism 
into MAX3 is based on the following: the distance decrease between two nearest Cr3+ 
weakens FM and increases AFM. Besides the larger ς2 is in compounds with AFM (CrSiS3 
and CrGeS3), the smaller J1.  

The second mechanism is carried out due to electron hopping (tunneling) between the 
molecular orbital σ of the first Cr3+ and t2g atomic orbitals of the second Cr3+ (Jte , Fig. 6). The 
proof for the implementation of this mechanism rests on the results listed below. Firstly, the 
hybridization of sp3d2 orbitals with p-orbitals of the chalcogen was observed in all studied 
atomic systems (i.e., σ orbital) in accordance with the partial DOS presented in Fig. 3. 
Secondly, the exchange occurs between an empty electron shell and a partially filled one, the 
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valence angle of exchange interaction path having a value close to 90° (from 88.68° to 
92.14°). According to the Goodenough-Kanamori-Anderson rules, such an exchange 
interaction is a superexchange interaction that forms FM. Thirdly, the FM increases with 
increasing dM-M, which indicates a weakening possible direct exchange interaction, 
which is the AFM. 

The third mechanism is AFM. It occurs between t2g orbitals of different symmetry on 
two Cr3+ through hybridization with p-orbitals of the chalcogen (Jtt, Fig. 6). This exchange is 
insignificant and is determined by a small deviation of the local magnetic moment on the t2g 
orbitals. The total exchange interaction integral consists of contributions given by each 
exchange interaction mechanism: 
𝐽𝐽 = 𝐽𝐽𝑡𝑡𝑡𝑡 + 𝐽𝐽𝑘𝑘𝑖𝑖𝑛𝑛 + 𝐽𝐽𝑡𝑡𝑡𝑡 . (11) 

The first and second terms of the equation are responsible for the AFM. The third term 
has a negative sign and reflects the contribution of the FM. Thus, to form a stable high-
temperature FM, it is necessary to increase Jte using strategies aimed at enhancing 
hybridization and/or decreasing Jtt and Jkin using strategies that affect structural properties. 

 

 
Fig. 6. Mechanisms of exchange interaction 

 
Influence of the Hubbard coefficient on the simulated magnetic order. The 

hybridization of electron orbitals is highly dependent on the Hubbard coefficient (U) in 
quantum mechanical calculations. Since hybridization is the key phenomenon that determines 
the dominant exchange interaction mechanism in MAX3, then U can have a strong influence 
on the main magnetic order and the quantitative value of J. We performed quantum 
mechanical calculations of J1 for various U (Table 2). 

AFM weakens as U increases from 0 to 3 eV, in CrSiS3. The weak AFM in CrGeS3 
transforms into an unstable FM. FM is enhanced in other atomic systems. The choice of U 
remains an important criterion for characterizing the exchange interaction. The differences 
between the results of similar theoretical works mainly lie in different choices of 
this parameter. 
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Table 2. Exchange interaction integral for different values of U, meV 
МАХ3 J1 (U=0 eV) J1 (U=1 eV) J1 (U=3 eV) 

CrGeS3 0.72 0.06 -0.39 
 CrGeSe3 -0.18 -0.68 -1.04 
 CrGeTe3 -1.73 -2.07 -2.35 

CrSiS3   2.47  1.53  0.85 
CrSiSe3 -1.59 -1.74 -1.88 
CrSiTe3 -1.26 -1.48 -1.61 
 

4. Conclusions 
The main magnetic order of CrGeSe3, CrGeTe3, CrSiSe3, and CrSiTe3 atomic systems is FM. 
CrGeS3 and CrSiS3 exhibit AFM. 90-95% of the total magnetic moment is localized on the  
d-orbitals of Cr3+ and ranges from 2.94 to 3.44 μB. A slight deviation from the integer value 
indicates the hybridization of the Cr3+ d-electrons with the surrounding ions. 
 Increasing the principal quantum number of the outer electron shell of the chalcogen 
leads to weakening the hybridization of the atomic orbitals of Cr3+ and surrounding ions, with 
the formation of a common molecular orbital σ, as well as increasing J3. Si and Ge do not 
have a direct influence on the relationships between electronic properties and magnetic 
parameters. An increase in dM-M leads to FM, as well as an increase in ς2 in AFM compounds 
(CrSiS3 and CrGeS3) leads to a decrease in the value of J1. 

The found dependencies indicate three competing mechanisms of exchange interaction. 
FM is formed due to the mechanism of superexchange interaction. AFM exchange interaction 
is carried out by kinetic direct exchange and superexchange interaction. 
 It has been established that the axis of easy magnetization lies normal to the plane of 
quasi-two-dimensional layers, i.e., along the [001] crystallographic direction. This provides 
an increase in the energy efficiency of spintronic devices. Тс for the studied compounds lying 
in the range from 59.22 to 129.01 K. To form a stable high-temperature FM, the exchange 
interaction by the superexchange FM mechanism should be increased using strategies aimed 
at enhancing hybridization (external electric field, deformation), and/or reducing AFM direct 
exchange interaction through the use strategies that affect structural properties (deformation). 
Another way is to increase the EMAE by varying the composition. 
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Abstract. An analytical model is developed for evaluating the characteristic parameters of 
silicon carbide (SiC) based capacitive micromachined ultrasonic transducer (CMUT) under 
the effect of a high-k dielectric insulation layer. The performance of parallel plate structured 
CMUT is investigated by considering various widths of the insulation layer, membrane 
thickness, diameter, and bias followed by validation of results using finite element method 
(FEM) simulation. Consideration of the fringing effect results in noticeable improvements in 
device capacitance. This enhancement leads to improvement in displacement due to static 
bias, signal, and coupling coefficient. The comparative analysis is carried out between 
hafnium oxide (HfO2) and silicon nitride (Si3N4) insulation layers. CMUT having 
HfO2 insulation of 500 nm thickness exhibits resonance at 1.62 MHz and displacement of 
405 nm. Approximately 20% enhancement occurs in displacement as compared with 
Si3N4 as insulation.  
Keywords: CMUT, HfO2 insulation, High-k dielectric material, SiC actuation layer 
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1. Introduction
Ultrasonic transducers are involved in medical imaging, which involves the usage of 
ceramics, different crystals of polymer, piezoelectric, and piezo composite materials. To 
overcome the shortcomings of piezoelectric transducers, micromachined ultrasonic 
transducers (MUTs) are introduced. Based on the variation of device capacitance CMUT 
works and thus modulation of electrostatic force takes place. This capacitive device is mostly 
involved in the emission and detection of ultrasonic waves [1-4]. The MEMS fabrication 
technique allows for the creation of CMUTs with high flexibility, low-temperature 
fabrication, downsizing, and, most importantly, good reproducibility. Significant 
advancements in material science have made it possible to use a wide choice of MEMS 
materials for fabrication, based on the prime needs in the various application domains. Metals 
like Ni (nickel), Al (aluminium), non-metals like Si (silicon), Ge (germanium), polymers like 
SU8, polyimide like diamond, SiC (silicon carbide), Si3N4 (silicon nitride), and SiO2 (silicon 
dioxide) are utilised in membrane fabrication [5-8]. Many research have shown that the 
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structure and composition of the membrane have a significant impact on resonance frequency. 
Employing surface micromachining technology Si3N4 is used for fabricating both the 
membrane and the insulating layer material. Si is used as the membrane in another Si3N4-
based CMUT, and SiO2 is used to form insulation layer in transducers fabricated by wafer-
bonding technique. [9-11].  

Modeling a CMUT cell with a circular Si3N4 membrane and varied electrode 
configurations is used to investigate the effects of collapse and snapback voltage. The 
CMUT's static finite element calculations were validated using a licenced FEM application 
(PZFlex) [12-13]. Applying bias to the structure, an equivalent swing will take place due to 
the membrane's displacement while operating in transmission mode. Electrostatic force holds 
a non-linear relationship for the bias to the transduction gap [14], hence, to operate at a low 
voltage effectively, transduction gap between top and bottom electrodes is to be reduced. 
Considering all the limitations caused by fabrication, transmission of desired pressure at 
operating frequency is only possible by maintaining a minimum transduction gap. During a 
complete swing in transmission mode and a collapsed condition in receiving mode, the 
distance between the top and bottom electrodes can be spanned, which results in an electrical 
shock. As a precaution against being affected by electric shock, a dielectric layer must now be 
presented. Due to electrostatic attraction force, the insulating layer must withstand the 
generated electric field in the device.  

In addition to this during collapsed mode also electrodes get separated due to this 
insulation layer [14-15]. Inclusion of the insulation layer reduces both the electric field and 
device capacitance as separation between two electrodes increases, so to retain the same 
membrane displacement the choice of a dielectric layer is an essential factor for determining 
the performance. The parameters can be rescued from having detrimental value by laying the 
actuation layer patterning above the top electrode. In case of less separation gap, the 
generated electrostatic pressure is a much smaller value compared to Van der Waals pressure. 
When the top electrode approached the bottom electrode and made contact, it remained stuck 
due to the low energy level, as the total removal energy reached a minimum level. This total 
energy is made up of energy that has been restored due to the surface's deformation 
and attraction. 

Analytical modeling [16] is well demonstrated about a SiC-based CMUT having an 
insulation layer of Si3N4 having a 110 µm diameter membrane. A resonance of 1.65 MHz is 
exhibited by this CMUT array which consists of higher device capacitance, enhanced 
displacement in the membrane, larger coupling factor, and lower collapse voltage as 
compared to a non-insulated counterpart with the same device dimension. As a transducer, the 
features of the insulated construction are desirable. All of the results are compared to FEM, 
and there is a lot of consistency. The use of a high-k dielectric material improves the 
effectiveness of creating a high electric field while keeping the transduction gap the same. 
Moreover further increase of bias is not required for both in transmitting and receiving mode.  

In this paper, a comparative analysis is done based on different high- k dielectric 
materials [17-19] strongly supported by FEM simulation outcomes. 
 
2. Structure of insulated CMUT with silicon carbide-based membrane 
CMUT is a capacitive device having metalized membrane upon a top electrode and another 
bottom electrode [20-27]. The insulating layer is developed by patterning the top electrode 
just below the thin metalized membrane of 2 µm and electrode diameter of 110 µm forming 
one of the electrodes over a tiny gap of 450 nm over the entirely doped Si in an insulated 
element as shown in Fig. 1.  
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Fig. 1. 3D model of insulated CMUT 

 
3. Proposed analytical model  
Considering the fringing effect by Landau and Lifschitz's approach [16], the gap capacitance 
is gfC  and ifC  is the same for the insulation layer. This gives, the following equations 
respectively 
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Now eqfC is considered as the equivalent series capacitance due to fringing for both the 
insulation layer and the air gap. As a result, an insulated structure's equivalent device 
capacitance can be represented as 
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Here, gt is denoted for the air gap, it  is the width of the insulation layer and the area of 
the electrodes is represented by 2

eA rπ= , where er  is the electrode radius. Permittivity of the 

insulating layer is expressed as i g iK e e= , the dielectric constant of the insulation layer is 

iK . the gap permittivity value ge  is 8.85 × 10-12 C2/(N-m2). Generally, the electrostatic force 
due to fringing can be expressed as 
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A large bias is rendered along the signal to produce an observable amount of 
electrostatic force at resonance. Mason's analysis can be used to determine the mechanical 
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behaviour of the CMUT membrane. The motion of a membrane under strain will be 
expressed as 
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Here tm is the membrane thickness, Ym is Young's modulus of the membrane, σm is the 
Poisson ratio and wm is the membrane displacement involving Mason's model, Tm is the 
membrane tension and ρm is the material density of actuating material. For an insulated 
element with a fringing effect, the peak displacement at the centre under static bias becomes 
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The dynamic response is carried out due to the application of signal in the device and 
is given by 
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The description of the membrane's Zm acoustic impedance is now essential for the 
model's correct calculation. The measurement of effective mechanical impedance of the 
membrane is carried out by the ratio of the applied pressure to the surface's average velocity. 
Estimation of the volume velocity through the device is attained by integrating the velocity 
given by wm(rm,t) over the surface, considering the entire circular membrane. 
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The applied pressure to the surface's average velocity will be given by 

( ) ( ) ( )
r r r

signal
average 02 2

a a 00 0 0

Pj2πω j2 1V = w r r dr = r J kr dr - r dr
πr r ωρ t J kr

 
 
  

∫ ∫ ∫
m m m

m m m m m m m m
m m m

.               (9) 

Employing the well-known integral, ( ) 1
0

J (kr)rJ kr dr =
k∫ , The membrane's effective 

mechanical impedance is defined as 
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For a capacitive element, measurement of collapse voltage is quite an impacted factor 
while operated at its best working point. The operating bias applied to the MUT determines its 
performance. Different operating modes exist based on the membrane's behaviour under static 
conditions, such as collapsed mode and conventional mode. The electrostatic force generated 
by the applied DC voltage pulls the membrane towards the substrate, which is countered by 
the membrane's mechanical restoring force. An increase in bias also enhances membrane 
displacement. A voltage imbalance between these restorative and electrostatic forces occurs 
over a specific voltage, causing the membrane to collapse down onto the substrate. The 
mathematical analysis is initiated with the assumption that the sum of the capacitor and spring 
forces actuates mass, hence the equation is expressed as  

CAPACITOR SPRING MASSF F F+ = .    (11)                                                         
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Hence, the collapse voltage can be expressed as 
3

8

27

g
m g i

i
collapse

g

K t t
V

A

e
e

e

  
+  
  = ,          (12) 

where Km is the spring constant. The dimensionless factor coupling coefficient is a 
characterization parameter that measures the energy transformation capability of the 
transducer from one type to another. Most influencing parameters that have a great impact on 
coupling coefficients are stress distribution, presence of the electric field, and cell geometry, 
as well as the type of material, all of which influence coupling coefficients [16]. The dynamic 
coupling factor is expressed as 
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4. Results and Discussion 
A mathematical model is used to investigate the capacitance behaviour, collapse voltage, and 
coupling factor of the CMUT. For optimizing the device's energy conversion, sensitivity, 
operating point, and efficiency, all the factors should be considered. A smaller gap and 
thinner insulator suggest a closer distance between the pair of electrodes, resulting in a higher 
voltage across the plates (field force) and charge composed on the plates (flux) for any 
voltage applied across the two electrodes, resulting in larger capacitance. Materials with a 
high dielectric constant have a higher permittivity than materials with a lower permittivity, 
allowing them to suggest less field flux disagreement for a given field force. All of these 
results may be deduced from a simple observation of ordinary capacitor plates, and the 
analytical model can be used to calculate capacitance for any pair of unconnected conductors. 
FEM simulation is used to verify all of the results. At a 55 µm membrane radius, the device 
capacitance calculated for the CMUT is 0.163 pF, providing a force of 1.263 µN. 
 

0 200 400 600 800 1000
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4
fringing   without (a)    with(a)
fringing  without (b)   with (b)
fringing  without(c)   with (c)

C
ap

ac
ita

nc
e 

(p
F)

Gap Thickness (nm)  
Fig. 2. Capacitance of the device with varying width of air gap for a) er = 55 µm, it = 500 nm, 

b) er = 65 µm, it = 300 nm, c) er = 27.5 µm, it = 650 nm 

Silicon carbide membranes for micro-electro-mechanical-systems based CMUT with influence factors 89



Figure 2 depicts the variance in device capacitance as a function of gap thickness. With 
regard to gap thickness, the capacitance drops in a parabolic way. The device capacitance is 
higher when the electrode radius is larger and the insulation thickness is thinner. As seen in 
Fig. 3, the gap thickness increases the fringe capacitance.  

The fringing effect is amplified by greater gap thickness, smaller electrode radius, and 
larger valued insulation thickness. An average '

CE  of 13.27% enrichment takes place for  

gt = 650 nm, it = 300 nm, and 16.79% for gt = 300 nm, it = 650 nm. 
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Figure 4 illustrates the electrostatic force as a function of insulation thickness, with the 

electrostatic force decreasing as the insulation thickness of the dielectric layer increases. It is 
critical to select the proper dielectric insulation thickness because it is one of the determining 
factors in producing excellent accuracy and electrostatic force. Figure 5 further indicates that 
the fringing approach improves electrostatic force significantly with respect to insulation 
thickness. The fringing effect has a bigger impact above 300 nm of insulation thickness and 
lesser in lower values. An average value '

FE  of 11.24% is observed by changing the 
insulation thickness while designing is done. 
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Figure 6 illustrates that when the membrane radius is at its largest, the material 
permittivity displacement is at its highest. The figure depicts the changing type of membrane 
displacement as both parameters are increased. Displacement decreases as insulation 
thickness increases, resulting in maximum displacement at the minimum insulation width and 
maximum membrane radius, as shown in Figure 7. 

The coupling capacitance reduces as the coupling distance (effective gap distance) 
grows, diminishing the intensity of the output energy. The membrane in CMUT transports in 
the presence of an applied electric field, with no transverse membrane vibration. In a CMUT, 
the coupling distance is also influenced by the gap distance and insulator thickness. At a bias 
voltage of 40 V DC, the coupling factor of the proposed structure is 0.384, indicating that the 
CMUT's coupling efficiency is 38.3 percent. When the surface tension of the membrane 
increases, the surface area of the membrane reduces, diminishing the coupling capacitance 
and the coupling factor. CMUTs have been shown in numerous investigations to work in both 
the conventional and collapse modes. The predicted collapse voltage is 78.16 V, with a 
coupling factor of 0.7, indicating that increasing the coupling factor has a substantial impact 
on transducer efficiency. The collapse voltage characteristics indicate that the collapse voltage 
decreases with increasing membrane radius and increases with increasing membrane 
thickness. This is connected with the fact that when the membrane's spring constant 
decreases, it becomes less stiff, and when it increases, it becomes stiffer, resulting in greater 
elasticity. FEM simulation is also used to validate all of the data. 

 

 
Fig. 6. Deviation of static displacement with simultaneous change in mr  and K  
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Fig. 7. Deviation of static displacement with simultaneous variation in mr  and it  

 
Figure 8 depicts the variation of the membrane's spring constant and collapse voltage 

with changing membrane radius. Because the collapse voltage has a linear connection with 
the spring constant, an increase in radius reduces the spring constant. Furthermore, as 
demonstrated in Fig. 9, a decrease in membrane thickness lowers the collapse voltage value. 
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Fig. 8. Collapse voltage and spring constant as functions of a membrane radius 
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Figure 10 represents the variation of 3D displacement as a feature of frequency and 
membrane radius. The displacement of the membrane has maximum at the device's centre 
point. The resemblance of the designed structure's resonance during AC actuation, where 
resonance can be seen at 1.62 MHz [18], can be used for further validation. The resonance 
displacement is a maximum of 50 Ǻ which matches the displacement shown in the 
constructed structure and is validated by simulation results. The presence of several 
resonances in CMUT is observed, as shown in the image. At first resonance, the maximum 
amplitude is observed, with sole dependency upon material usage and geometrical features of 
the device. The mechanical impedance is determined by the pressure-to-velocity ratio at the 
membrane's centre. As shown in Fig. 11, by obtaining the displacement with a particular 
pressure load, the variation of mechanical impedance can be measured. At the device 
resonance frequency, overall impedance is reduced to a minimum. 
 

 
Fig. 10. 3D Frequency response of 110 μm actuated membrane 
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5. Conclusion 
The general functionality of SiC membranes CMUT is demonstrated in this study, along with 
its influencing factors. Higher sensitivity is achieved when the device capacitance is greater 
than the force exerted by the membrane. To achieve a high-sensitivity CMUT, the 
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transduction gap and insulator layer thickness must be extremely thin, with a wide membrane 
radius, and the insulating layer material must have a high relative permittivity. A novel 
approach to fringing field capacitance is also included in the characteristic study of SiC-based 
CMUT. When compared to PECVD Si3N4, the performance of CMUT is superior in all 
respects. This increase in CMUT parameters will surely improve its sensitivity for high-
frequency applications and in the acoustic medium. The AC response and impedance profile 
of the CMUT element were simulated using Mason's model for circular-shaped devices. 
Theoretical findings are supported by simulation findings, leading to even greater agreement. 
The imitative analytical model for the vented capacitive element contains multiple 
resonances. Because main resonance has a greater peak value displacement than secondary 
resonance, it will take precedence over secondary resonance. Because of its matched 
impedance to air and water, the device is suitable for both acoustic and air mediums. In this 
case, the coupling coefficient is around 0.67, and it is higher for thinner but larger-diameter 
membranes. In terms of membrane material, SiC outperforms Si3N4 as a structural layer in 
larger deformation and high-frequency implementations. 
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Abstract. The thermal stability of devices based on GaN, AlN, and Al0.5Ga0.5N 
semiconductors is a critical property for efficient and reliable operation. The thermal 
conductivity of these materials has anisotropic nature. We proposed an approach for 
calculating the anisotropic thermal conductivity based on harmonic and anharmonic 
interatomic force constants of a lattice. The thermal-conductivity coefficient of GaN, AlN, 
and Al0.5Ga0.5N in the [100], [001], and [111] directions were calculated using ab initio 
methods by solving the linearized Boltzmann transport equation. It equals λ[100] = 259.28, 
λ[001] = 335.96 and λ[111] = 309.56 W/(m·K) for GaN; λ[100] = 396.06 , λ[001] = 461.65 and  
λ[111] = 435.05 W/(m·K) for AlN; and λ[100] = 186.74, λ[001] = 165.24 and  
λ[111] = 177.62 W/(m·K) for Al0.5Ga0.5N at 300 K. The dependence of the coefficient λ(T) on 
temperature in the range from 250 to 750 K is presented. A comparative analysis of the GaN 
thermal conductivity investigations has been carried out for experimental studies and 
theoretical calculations. 
Keywords: aluminum nitride, first-principle calculation, gallium nitride, thermal conductivity  
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1. Introduction 
The structures based on GaN, AlN, and AlGaN semiconductor nitrides are considered 
promising materials for electronic and optoelectronic technology. For many applications, 
GaAs is gradually changed by GaN because of its high polarization, chemical, and physical 
stability, and wide band gap. Gallium nitride appears as a perspective material for the 
development of the high-frequency, heat-resisting, and power semiconductor devices [1]. 
GaN transistors, unlike GaAs transistors, are suitable as high-frequency power amplifiers via 
high operating voltage and working temperatures [2]. Strong self-heating is typical for similar 
devices that give rise to thermal properties investigation of this material since the temperature 
stability is critical for effective and reliable work in many electronic devices and systems.  
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Thermal simulation can help to manage temperature mode, define the main reason for 
heating and estimate the wide spectrum of alternative variants for construction optimization. 
Heat transfer simulation in the device structure consists in solving the heat flow equation. The 
main parameter of this equation is thermal conductivity [3]. 

Discrepancies both in experimental and theoretical values given in the literature 
motivated our investigation. The empiric values of GaN and AlN thermal conductivities differ 
from each other significantly which is mostly associated with the difference in purity and 
microstructure of samples [4-9]. Theoretical models of thermal conductivity consist of a 
combination of the first-principle calculations and the solution of the linearized Boltzmann 
transport equation for phonons. They also have distinction, although less significant [10-15]. 

Furthermore, AlN, GaN, and Al0.5Ga0.5N have C6v
4-P63mc symmetry space group that 

corresponds to hexagonal syngony [16]. Thus, anisotropy manifestation of the thermodynamic 
properties (including thermal conductivity) is typical for these materials. In this case, λ is 
introduced as a second rank tensor. However, in many papers, the thermal conductivity 
coefficient is considered a constant value [4-7,9,11,12]. Therefore the thermal conductivity 
models which take into consideration both temperature dependence and anisotropy are 
necessary for applied aims. 

The main task of the presented work is the temperature dependence calculation of 
thermal conductivity of AlN, GaN, and Al0.5Ga0.5N for different crystallographic directions 
via first-principal methods. Moreover, a comparative analysis of our results and those of  
other authors, where the results were obtained by both theoretical and experimental  
methods, is given.  

 
2. Methodology of thermal conductivity calculation 
For the thermal conductivity calculation, we take into account interactions at some physical 
levels. The first level is the atomic one (~ 10-9 m or some nanometers). The main objects on 
this level are recognized to be electrons. The calculations of structural and electronic 
properties of the systems studied are performed through the use of quantum-mechanics 
methods [17]. For the result verification, the obtained physical properties were compared with 
the experimental data of other authors. On the basis of the crystal structure got, the phonon 
spectra were determined by the methods [18,19]. We ignore electron contribution to the 
thermal conductivity since in the case of wide band gap gallium nitride GaN, aluminum 
nitride AlN, and gallium nitride – aluminum nitride alloy AlxGa1-xN, the contribution of 
electrons to the heat transfer is negligibly small compared to phonons. Really, according to 
[20], electron contribution to the thermal conductivity is about 1000 times less than phonon 
contribution for bulk crystal GaN sample (dopant concentration ~1016-1018 cm-3). 

The next physical level is microscopic (~ 10-6 m or some micrometers), at which the 
interaction of objects of study (ions and valence electrons) can be described via classic 
interatomic potentials. On this level calculation of the lattice thermal conductivity of the 
material is performed using the software Phono3py [21,22]. In this case, the lattice thermal 
conductivity of a material is defined by solving the linearized Boltzmann equation (LBTE) for 
the phonons with the one-mode approximation of relaxation time [23] on the basis of 
calculated second rank harmonic interatomic force constants (IFC) and third rank 
anharmonic IFC. 

The last physical level is macroscopic (~ 10-2 m or some centimeters), which is of 
interest for technology applications. Interactions in the system are usually described by the 
phenomenological theories on the macroscopic scale [24]. On this level, the crystal anisotropy 
and geometric dimensions are taken into account. 
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3. Results of the thermal conductivity calculations 
First-principle calculation. Choice of the parameter set (computational grid for k-points, 
cutoff energy, etc.), exchange-correlation energy calculation methods, and pseudopotential set 
was performed based on convergence criteria of test calculation. During calculations of the 
structure properties, the energy difference between two iterations must not exceed 10-6 eV; 
during calculations of the phonon properties; the analogous value must not exceed 10-8 eV.  
The obtained numerical values of structural properties (crystal elementary cell characteristics) 
with setting calculation parameters must be close to experimental values (difference less than 
5%). The supercells for further phonon dispersion calculation and for evaluating thermal 
conductivity were created by the elementary cell in the ground state. 

To perform a series of first-principle calculations we used VASP software. PBE 
functional was used as exchanged-correlation functional. For all investigated structures, the 
cutoff energy of the plane waves was equal to 520 eV. The valence electron configurations for 
nitrogen N, aluminum Al, and gallium Ga were taken as [He]2s22p3, [Ne]3s23p1, and 
[Ar]4s23d104p1, respectively. Non-self-consistent calculations were performed along the 
contour "M-K-Г-A" between high symmetry points of the first Brillouin zone. 

In Table 1 calculated crystal structure characteristics of GaN, AlN, and Al0.5Ga0.5N are 
compared with the experimental data [25,26].  
 
Table 1. Structure properties of the investigated crystals 

Crystal Symmetry group 
Lattice constants, Å 

Dispersion, % 
Calculated Experimental 

GaN C6v
4-P63mc 

a = 3.164 
c = 5.114 

a/c = 0.618 

a = 3.189 
c = 5.186 

a/c = 0.615 [25] 
1.388 

AlN C6v
4-P63mc 

a = 2.983 
c = 4.933 

a/c = 0.605 

a = 3.112 
c = 4.982 

a/c = 0.624 [25] 
4.145 

Al0.5Ga0.5N C6v
4-P63mc 

a = 3.135 
c = 4.917 

a/c = 0.637 

a = 3.149 
c = 5.079 

a/c =0.621 [26] 
3.189 

 
For calculating the harmonic-second-rank-interatomic-force constants, 2×2×2 supercells 

were created. The 3×3×3 supercells with atom displacement of 0.01 Å were used for 
anharmonic IFC calculations. We considered the phonon-phonon interaction with the three 
closest atoms inside the supercell. The necessary information for supercell building was taken 
from the calculations of the structure properties. 

Based on the harmonic and anharmonic interatomic force constants calculated with 
quantum-mechanics methods, the thermal conductivity coefficients were determined in the 
main crystallographic directions [100], [010], and [001] for GaN, AlN, and Al0.5Ga0.5N in the 
temperature range from 0 to 1000 K with the help of software Phono3py. The hexagonal 
syngony of the crystals under investigation points on thermal conductivity characteristic 
features in crystallographic directions: λ[100] = λ[010] = λ[110], and also λ[101] = λ[011] = λ[111]. 

The obtained values of calculated thermal conductivity coefficients at 300 K are  
λ[100] = 259.28 and λ[001] = 335.96 W/(m·K) for GaN crystal; λ[100] =396.06 and  
λ[001] = 461.65 W/(m·K) for AlN crystal; λ[100] = 186.74 and λ[001] = 165.24 W/(m·K) for  
Al0.5Ga0.5N crystal. 
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Anisotropy of the thermal conductivity. Using calculated values of the thermal 
conductivity coefficients in the crystallographic directions [100], [010], and [001], it is 
possible to define numerical values of thermal conductivity coefficients for crystallographic  
direction [u v w]. 

For some physical properties described by the second rank symmetric tensor (electrical 
conductivity, electrical dielectric permittivity, dielectric susceptibility, diffusion, thermal 
conductivity, thermal expansion, deformation), there is the simple geometric method of their 
presentation in quadric view. The thermal conductivity quadric for hexagonal syngony 
represents the spheroid generated by the rotation of an ellipse about the Z-axis with semi-axes 
λxx, λxx, and λzz (Fig. 1a). Form of the thermal conductivity tensor for crystals with hexagonal 
syngony is presented in Fig. 1b. Conversion from Cartesian coordinate system to spherical 
was performed for quadric presentation of thermal conductivity. 

 

a  b  

 
Fig. 1. Crystals with hexagonal syngony:  

a) thermal conductivity quadric; b) form of thermal conductivity tensor 
 

According to the Fourier law, heat flow q is associates with the temperature gradient 
and material thermal conductivity λ in the following way: 
𝑞𝑞 = −𝜆𝜆 ∙ 𝛻𝛻𝛻𝛻, (1) 
where 𝑞𝑞 is the local heat flow density, W/m2,  𝜆𝜆 is the thermal conductivity of the material, 
W/(m·K), 𝛻𝛻𝛻𝛻 is the temperature gradient, K/m. 

Since the thermal conductivity in the anisotropic materials appears to be a second-rank 
tensor, then the thermal-conductivity Fourier law (1) can be presented in a tensor form when 
transiting to a spherical coordinate system through the use of the following ratio: 

𝑞𝑞(𝜃𝜃,𝜑𝜑) = −[sin𝜃𝜃 ∙ cos𝜑𝜑 sin𝜃𝜃 ∙ sin𝜑𝜑 cos𝜃𝜃] �
𝜆𝜆𝑥𝑥𝑥𝑥 𝜆𝜆𝑥𝑥𝑥𝑥 𝜆𝜆𝑥𝑥𝑥𝑥
𝜆𝜆𝑥𝑥𝑥𝑥 𝜆𝜆𝑥𝑥𝑥𝑥 𝜆𝜆𝑥𝑥𝑥𝑥
𝜆𝜆𝑥𝑥𝑥𝑥 𝜆𝜆𝑥𝑥𝑥𝑥 𝜆𝜆𝑥𝑥𝑥𝑥

�
𝜕𝜕𝛻𝛻
𝜕𝜕𝜕𝜕

�
sin𝜃𝜃 ∙ cos𝜑𝜑
sin𝜃𝜃 ∙ sin𝜑𝜑

cos𝜃𝜃
� = 

               = −𝜆𝜆(𝜃𝜃,𝜑𝜑)
𝜕𝜕𝛻𝛻
𝜕𝜕𝜕𝜕

, 

(2) 

where 𝜃𝜃 is a polar angle, 𝜑𝜑 is an azimuth angle. 
Eq. (2) allows determining the material thermal conductivity in any crystallographic 

direction, taking into account that for this direction relevant θ and φ angles are defined. 
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For the definition of the thermal conductivity coefficient in crystal directions of interest 
with hexagonal syngony (𝜆𝜆𝑥𝑥𝑥𝑥 = 𝜆𝜆𝑥𝑥𝑥𝑥 ≠ 𝜆𝜆𝑥𝑥𝑥𝑥), inserting numeric values of thermal conductivity 
tensor in the main directions [100] and [001] reduces equation (2) to the simpler form: 
𝜆𝜆(𝜃𝜃,𝜑𝜑) = 𝜆𝜆𝑥𝑥𝑥𝑥 ∙ sin2𝜃𝜃 + 𝜆𝜆𝑥𝑥𝑥𝑥 ∙ cos2𝜃𝜃. (3) 

The polar angle θ for crystallographic direction [111] can be defined using the ratio: 

𝜃𝜃 = 𝑎𝑎𝜕𝜕𝑎𝑎𝑎𝑎𝑎𝑎 �
𝜆𝜆[100]

𝜆𝜆[001]
�. (4) 

For visualizing the thermal conductivity coefficients of the material having hexagonal 
syngony, it is convenient to use an isotherm instead of a bulk quadric. This connected with the 
fact that according to eq. (3) the value of the thermal conductivity coefficients does not 
change at any value of azimuth angle φ. To set the isotherm, we need to know the numerical 
values of the thermal conductivity coefficients in the [100] and [001] directions. 

Figure 2 presents the calculated isotherms of the thermal conductivities for AlN, GaN, 
and Al0.5Ga0.5N crystals at a temperature of 300 K and the values of the polar angle θ in the 
range from 0 to 360 degrees. 

 

 
Fig. 2. Isotherms of the thermal conductivity dependencies of AlN, GaN, and Al0.5Ga0.5N 

crystals on the polar angle θ (at 300 K) 
 

As one can see in Fig. 2, the maximum of the thermal conductivity coefficient for AlN 
and GaN refers to the [001] direction and equals 461.65 and 335.96 W/(m·K), respectively.  
The minimum is directed along the [100] direction and equals 396.06 and 259.28 W/(m·K), 
respectively. For Al0.5Ga0.5N crystal maximum λ = 186.74 W/(m·K) lies in the [100] 
direction, and minimum λ = 165.24 W/(m·K) is in the [001] direction.  

Temperature dependence of the thermal conductivity. For traditional silicon 
technology, the electronic devices usually are limited by work temperatures less than 380 K. 
In GaAs and GaN technologies work temperatures can reach 770 K. Thereby the range from 
250 to 750 K was chosen for investigating the temperature dependence of the thermal 
conductivity of AlN, GaN, and Al0.5Ga0.5N. Figure 3 shows for AlN, GaN, and Al0.5Ga0.5N 
compounds the dependence of the thermal conductivity on temperature along the 
crystallographic directions. The temperature dependence of the lattice thermal conductivity of 
the material can be expressed as follows: 

First-principles study of anisotropic thermal conductivity of GaN, AlN, and Al0.5Ga0.5N 101



𝜆𝜆(𝛻𝛻) = 𝜆𝜆300 · �
𝛻𝛻

300
�
𝛿𝛿

, (5) 

where 𝜆𝜆300 is the thermal conductivity of material at 300 K, δ is a temperature  
changing coefficient. 

The dot lines represent the smoothing power functions derived from eq. (5). Calculated 
constants of the thermal conductivity equations for materials under investigation are 
presented in Table 2.  
 

a  

b  

c  
Fig. 3. Dependencies of the thermal conductivity for AlN, GaN, and Al0.5Ga0.5N on 

temperature along the directions: a – [100], b – [001], and c – [111] 
 

Reliability values of approximations R2 are calculated. The closer R2 value to 1, the 
more reliable the power function is. Since numeric values R2 are in the range from 0.997 (for 
AlN in the [001] direction) to 1.000 (for GaN in the [111] direction), it can be concluded that 
the reliability level of the power equations obtained for the thermal conductivity is very high. 
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Table 2. Constants for the thermal conductivity power equations 
Structure Direction λ300, W/(m·K) δ R2 

AlN 
[100] 394.4 -1.28 0.997 
[001] 459.5 -1.29 0.997 
[111] 431.9 -1.28 0.997 

GaN 
[100] 259.2 -1.03 1.000 
[001] 335.7 -1.07 0.999 
[111] 307.2 -1.06 1.000 

Al0.5Ga0.5N 
[100] 186.3 -1.15 0.999 
[001] 164.6 -1.21 0.998 
[111] 176.8 -1.17 0.998 

 
4. Analysis of results 
We have compared the calculated thermal conductivity of GaN with the data of other authors 
who used both first-principle calculation methods and experimental ones. The values from the 
first data published by Sitchel and Pankov in 1977 to the results obtained by us in 2021 are 
presented in Fig. 4. The quantum-mechanical results differ from the experimental values.  

For comparison, we accepted the following assumptions. If the thermal conductivity of 
material was presented with one numerical value without pointing the crystallographic 
direction, we assumed that this value refers to the [001] direction. In the case when the 
thermal conductivity was given as a range of values (without designation of the 
crystallographic direction), it was recognized that the smallest value refers to the [100] 
direction, and the largest to the [001] direction. The temperature of measurements was not 
specified, it is assumed to be equal to 300 K. 

 

 
Fig. 4. GaN thermal conductivity investigations over the years (theoretical data are displayed 

as circles, experimental ones as triangles, and our data as rhombuses) 
 

Comparison to theoretical works. In [10] the highest thermal conductivity values 
were obtained. The distinction from other works can be explained by the fact that crystal 
structure parameters had been taken right from experiments, i.e. structural relaxation had not 
been performed. Unlike other works the authors [11] calculated using different software. In 
[12] GaN lattice thermal conductivity and its dependence on isotopic composition were 
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investigated. The thermal conductivity value corresponding to a natural isotope concentration 
was in good agreement with experimental values in a wide range of temperatures. The authors 
have shown that rising of the gallium isotope concentration leads to a large frequency gap 
between acoustic and optic phonon branches. The gap produces unusually weak anharmonic 
phonon-phonon scattering that enters into the heat transfer mechanism of the material. 

The remaining works gave values which are close to ours. Some different model 
parameters used by other authors, e.g. supercell size, cutoff energy, etc. lead to minor 
inconsistencies in the numerical values of lattice thermal conductivity [13-15]. 

Comparison to experimental works. The tendency of increasing the numeric value of 
thermal conductivity obtained experimentally from the earliest to the last works was noticed. 
This fact can be explained by the improvement of methods of crystal growing and sample 
preparation, betterment of measuring equipment, and mathematical treatment of the results 
obtained. Experimental results depend on the crystal orientation of a sample, its thickness, 
point defects presence (impurities or vacancies), and the substrate on which the 
sample is placed. 

In all experimental works, GaN samples were grown by chloride-hydride gas-phase 
epitaxy (HVPE). Unlike the liquid phase, epitaxy HVPE allows controlling of crystal growth. 
Thermal conductivity values in the experimental works correspond to room temperature. One 
of the first studies on GaN thermal conductivity is [4]. The authors investigated a bulk GaN 
sample of thickness of 400 μm on the sapphire substrate, roughly rectangular shape with sizes 
5×2.65×0.31 mm. The thermal conductivity was equal to 130 W/(m·K) along the [001] 
direction. As it will be shown further, the thermal conductivity of a monocrystal exceeds this 
value significantly. Up to 2000, Sichel-Pankov's work was the only one on GaN thermal 
conductivity when progress in the synthesis of this material allowed create high-quality 
crystals. That led to comprehensive research of its properties with application perspectives 
in electronics.  

In [5] GaN films were grown on sapphire (0001) substrate in a vertical type reactor. 
Film thermal conductivity was about 195 W/(m·K) at a gallium concentration of  
N = 6.9×1016 cm-3 in the sample. The authors [6] have got GaN monocrystal samples on the 
sapphire substrate. The thermal conductivity value of 200 W/(m·K) was obtained for GaN 
sample with the impurities of oxygen (N = 2.1×1016 cm-3) and silicon (N = 0.37×1016 cm-3). 
According to [7] GaN thermal conductivity is equal to 226 W/(m·K). The samples under 
investigation had the following impurities: oxygen (N = 1×1020 cm-3), silicon 
(N = 1×1017 cm-3), hydrogen (N = 7×1017 cm-3), carbon (N = 1×1019 cm-3) and magnesium  
(N = 1×1018 cm-3). Concentration of Ga vacancies was equal to N = 1×1018 cm-3. 

It is known that the heat properties of a gallium monocrystal are very sensitive to 
structure defects, but the authors [8] managed to get an almost perfect GaN crystal with the 
minimum number of point defects. GaN monocrystal thermal conductivity had been measured 
by the vertical type laser flash method at room temperature and was equal to  
253 ± 8.8 % W/(m·K). There is the experiment [9] where the measured value of thermal 
conductivity is equal to 269 W/(m·K) at room temperature with high oxygen impurity 
concentration. The authors explained it by the fact that at this oxygen impurity concentration 
phonon scattering on free charge carriers is negligible, which leads to thermal 
conductivity increases. 

The distinction between the results of theoretical investigation and experimental data 
can be explained as follows. Phono3py determines all possible variants of atomic 
displacements in the supercell under study. Depending on atom number in the supercell and 
crystal symmetry, the number of atomic-pair configurations can be large enough and exceed 
computation resources. To reduce computation time and the number of supercells with 
displacements, the "cutoff-pair" parameter is used which limits the distance between cutoff 
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pairs in the supercell. Thereby, some amount of the supercells with displacements could be 
not taken into account. 

The large variety of defects arises during material layer formation. For example, the 
presence of impurities and dislocations significantly reduces the thermal conductivity of GaN 
films [27,28]. The measured thermal conductivity for GaN thin films [29] is significantly less 
than the thermal conductivity for bulk GaN crystal at room temperature [6]. 

The type of defects and their number depends on the synthesis method, subsequent 
thermal processing, substrate materials, etc. Receiving the result that will represent the real 
picture by using quantum-mechanical calculations is impossible because of the huge number 
of possible defect variants. 

The supercell method lets us evaluate point defects' impact on properties of a material 
under investigation, in particular, structural and electron properties. However, in the case of 
thermal conductivity calculations huge computing resources are needed. For this reason for a 
wide range of materials, heat properties calculations are performed for idealized structures. It 
is worth noting that the influence of crystal grain boundaries and surface is not taken into 
account in quantum-mechanical calculations. So the periodic boundary conditions, which 
assume that the crystal under study has quasi-infinite size, are used.  

Methodology of thermal conductivity experimental measurements gives values without 
many factors accounting: 1) contribution of heat exchange to the substrate, on which the film 
of the material under investigation is applied; 2) significant contribution of the heat exchange 
with the environment; 3) technical difficulties of measurements associated with small sample 
size. Thereby the thermal conductivity data taken from the literature and obtained 
experimentally are not ideal. In its turn, computer simulation at the atomic level does not 
allow taking into account all the factors described above. 
 
5. Conclusions 
The thermal conductivity along the [100], [010], and [001] main crystallographic directions  
for GaN, AlN, and Al0.5Ga0.5N materials have been calculated in the temperature range from 
250 to 750 K. An equation is presented for determining the thermal conductivity of a material 
in the required crystallographic direction. 

The maximum values of the thermal conductivity coefficients of AlN and GaN are in 
the [001] direction and equal to 461.65 and 335.96 W/(m·K), respectively, while the 
minimum values are along the [100] direction and equal to 396.06 and 259.28 W/(m·K), 
respectively. For the Al0.5Ga0.5N crystal, the maximum λ = 186.74 W/(m·K) is in the [100] 
direction, and the minimum λ = 165.24 W/(m·K) is in the [001] direction.  

Models are presented that describe changes in the lattice thermal conductivity of 
materials with temperature. The calculated constants (the temperature change coefficient and 
the thermal conductivity of material at 300 K) are given for the power-law heat conduction 
equations along the [100], [001], and [111] crystallographic directions for the studied AlN, 
GaN, and Al0.5Ga0.5N materials. The values of the reliability approximations R2 are in the 
range from 0.996 (for AlN in the [001] direction) to 0.9996 (for GaN in the [111] direction).  
It means that the level of reliability of the obtained power-law equations of heat conduction 
is quite high. 

A comparative analysis of the GaN thermal conductivity studies has been carried out. 
The peculiarities of determining the thermal conductivity of GaN were established for 
experimental studies and theoretical calculations. 

The technical complexity of measurements in the experiment is associated with a small 
size of sample. Besides, the measuring technique for thermal conductivity of materials 
neglects the contribution of substrate and environment. Thus, the experimental data of the 
numerical values of thermal conductivity taken from the literature are not ideal, since they 

First-principles study of anisotropic thermal conductivity of GaN, AlN, and Al0.5Ga0.5N 105



include a number of shortcomings in the measurement methods. At this moment it is 
impossible to obtain a result that reflects the real picture due to limitations on the power of 
computing equipment and time resources for quantum mechanical simulation. The atomic 
level of computer simulation does not allow taking into account the influence of most 
structural defects (impurities, dislocations, crystal grain boundaries, surface effects). 
Therefore, calculations of the thermal properties of materials are carried out for an idealized 
structure. 
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Abstract. Nuclear geometry has been developed by analogy with the fullerene geometry. On 
the basis of this geometric approach, it was possible to design the structure of potassium, 
calcium, scandium, and titanium isomers as well as their isotopes, which can be obtained by 
means of nuclear synthesis. The nuclei can be classed into two groups: basic nuclei having 
equal numbers of protons and neutrons and isotopes having one, two, and more neutrons. The 
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1. Introduction
There are various models of nuclear structure, but [1] "all the nuclear models play the role of 
more or less probable working hypotheses. The nuclear models are approximate 
representations used for the description of some properties of nuclei. It is assumed that a 
nucleus is identical to a physical system, which properties are well studied". Although these 
models often contradict each other, usually they describe different features of a nucleus and 
therefore supplement each other. Any model is based on experimental facts and allows 
explaining some properties which are of interest. At the same time "the consistent explanation 
of the most important properties of atomic nuclei on the firm basis of general physical 
principles is one of the unsolved fundamental problems of nuclear physics" [1]. 

The modern existing nuclear models were developed in the framework of the proton-
neutron conception. Their general feature is that they are shapeless, i.e. they describe quantum 
states but not the geometry of nuclei. How to find the firm basis for constructing a consistent 
nuclear theory? Let us return to Aristotle (384-322 BC). He assumed that all essential 
originates and consists of two principia: matter and form; the form being the leading 
principle. The matter in itself is the passive principle of nature; it is the possibility for the 
appearance of a real thing. In order for the thing to become reality; it must receive the form, 
which transforms the possibility into reality [2, p. 27].  

Up to now in nuclear physics, we have only the matter (protons, neutrons, electrons, 
etc.), but no space form. In other words, the leading principle is absent in nuclear physics 
elsewhere. To my mind, the firm ground for constructing a new consistent theory of nuclear 
physics is nuclear geometry, i.e. 'Aristotle's form' of nuclei. The nuclear geometry has been 
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created and developed by analogy with fullerene geometry in [3-7]. It should be emphasized 
that such a geometric approach explained not only the generation of elements from hydrogen 
to argon but also that of their isotopes and isomers in the framework of one and the same 
unified approach. Moreover, the geometric models of nuclei have given us an insight into the 
problem, of why the nuclei have a definite number of stable isotopes and isotopes having a 
large half-decay period. 
 
2. Parallels between tetrahedral fullerene C4 and helium 2He4 
Tetrahedral fullerene C4 can be inscribed into a sphere (Fig. 1a). The atoms and shared 
electron pairs, forming covalent bonds, are located on one and the same sphere [3]. It should 
be emphasized that the covalent bond can be represented not only as a straight line but as a 
small arc on a geodesic line (great circle). Being less than a semicircle, it is the least path 
between the ends of the arc [8].  

The covalent bonds are created by shared electron pairs [9]. According to the theory by 
Sidgwick and Powell [9,10], each shared electron pair can be considered as a point charge; all 
the charges repel each other and arrange themselves into such a configuration, which ensures 
their maximal removal from each other. Tetrahedral fullerene C4 has four atoms and six point 
charges. All the charges are located on the great circles, which pass through any two atoms 
connected by a respective electron pair. It is interesting to note that six point charges form a 
regular octahedron inscribed into the same sphere (Figs. 1b and 1c). 

 

 
Fig. 1. Tetrahedral fullerene C4; large turquoise spheres are atoms and small green spheres are 

shared electron pairs. Here: (a) position of the shared electron pairs on geodesic lines;  
(b) point charge octahedron corresponding to (a); (c) usual form of a regular octahedron 

 
Consider a nucleus of helium 2He4. The name derives from the Greek ηλιος for "sun". 

The element was discovered by spectroscopy during a solar eclipse in the sun's chromosphere 
by the French astronomer Pierre-Jules-Cesar Janssen in 1868. It was independently 
discovered and named helium by the English astronomer Joseph Norman Lockyer. It was 
thought to be only a solar constituent until it was later found to be identical to the helium in 
the uranium ore cleveite by the Scottish chemist William Ramsay in 1895. Ramsay originally 
called his gas krypton, until it was identified as helium. The Swedish chemists Per Theodore 
Cleve and Nils Abraham Langet independently found helium in cleveite at about the 
same time [11].  

According to the proton-neutron conception [1], helium 4 has 2 protons and 2 neutrons. 
Similar to tetrahedral fullerene C4, they can form a tetrahedron; however such tetrahedron is 
asymmetric from the physical and geometric standpoint. The structure does not look beautiful, 
so it cannot be a veritable from an aesthetic point of view. In order to conserve the symmetry 
of proton-neutron tetrahedron, one is compelled to accept for a fact that 
● Each neutron in a nucleus decomposes into a proton and negatively charged particles.  
● All the apices of the tetrahedron are equivalent and therefore they must be protons. 

 

b) 

 

a) 

 

c) 
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● For helium 4, the number of negatively charged particles is equal to the number of the 
tetrahedron edges, so they must have a charge ⅓ that of an electron. 

 The negatively charged particle will be named a tertion (Latin tertia − one third).  
 Interaction of the tertions creates hidden symmetry of the electronic pattern (tertion net).  
 The electronic symmetry does not coincide with that of the protonic cell but determines it. 

It should be emphasized that the last postulate is advanced by analogy with the 
experimental result for fullerenes [12]. The example is shown in Fig. 1. 

The question arises as to whether postulate 1 is formulated on legal grounds. It is 
known that a free neutron is unstable and decays according to the scheme eepn ~   
into proton, electron, and antineutrino (β−decay), the average lifetime being equal 
approximately to 15.3 min [13]. It seems very illogical that the neutron becomes stable 
inside a nucleus in the strong electric field created by surrounding protons. Apparently "the 
absolutely new assumption according to which each nuclear electron is connected with one 
of the nuclear protons forming a neutron" (George Gamov, 1932) needs to be reformulated. 
To my mind, neutron electrons are similar to valence electrons in molecules and solids, 
having a possibility to be removed from their parent neutrons in order to create "covalent" 
bonds. At that, the neutron electron can form various orbitals. Moreover, both subsystems, 
nuclear protons, and nuclear electrons produce their own patterns of different symmetry. 

On the basis of these postulates, it is possible to design the structure of other nuclei [3-
7]; for helium, which are shown in Fig. 2.  

 

 
Fig. 2. Proton cells (red) and tertion nets (brown) of helium and its isotope 

 
3. Parallels between lithium, beryllium, and body-centered crystals  
The name lithium derives from the Latin lithos for "stone" because lithium was thought to 
exist only in minerals at that time. It was discovered by the Swedish mineralogist Johan 
August Arfwedson in 1818 in the mineral petalite LiAl(Si2O5)2. Lithium was isolated in 1855 
by the German chemists Robert Wilhelm Bunsen and Augustus Matthiessen [11]. There are 
two stable isotopes of lithium: 3Li6 (7.5 %) and 3Li7 (92.5 %) [14]. 

The name beryllium derives from the Greek word βηρυλλος for a gemstone "beryl" 
(3BeO_Al2O3_6SiO2), in which it is found. It was discovered by the French chemist and 
pharmacist Nicholas-Louis Vauquelin in beryl and emerald in 1797. The element was first 
separated in 1828 by the French chemist Antoine-Alexandre-Brutus Bussy and independently 
by the German chemist Friedrich Wöhler. Because the salts of beryllium have a sweet taste, 
the element was also known as glucinium from the Greek γλυκυς for "sweet", until IUPAC 
selected the name beryllium in 1949 [11]. There is only one stable isotope of beryllium: 
4Be9 (100 %) [14]. 

On the basis of the postulates considered above, it is possible to design the structure of 
these nuclei and explain also their stability (Fig. 3). 
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Fig. 3. Proton cells (red) and tertion nets (brown) of lithium, beryllium, and their isotopes 

 
These results deserve further comment. The radioactive isotope 1H3 is also known as 

tritium with the symbol T; its nucleus is named triton. Combining triton with helium 3 
through the use of reaction 1H3 + 

2He3 →  
3Li6, one can obtain lithium 3Li6. The further 

reaction n + 3Li6 → 3Li7 gives lithium 7. Here a neutron penetrates into lithium 3Li6, where it 
decays producing a proton and an electron. It is reasonable to accept that a neutron inside 
lithium 6 is similar to a hydrogen atom. It is known that spectral-line splitting in an electric 
field (Stark effect) depends on the principal quantum number n. For hydrogen, if n=1, there is 
no splitting at all; if n=2, there appear three states of equal energy [15]. By analogy with the 
hydrogen atom, it is valid to say that formally the core-neutron electron gives rise to 2s, 2px, 
2py orbitals, producing a 'valent state' of the core neutron. This state corresponds to the 
excited sp2 state, where each of three valent tertions is not in s- or p-state, but in a hybridized 
state, which can be obtained by mixing a single 2s-state with two 2p-states. The latter is 
described by a wave function being a linear combination of s- and p-functions. At that, three 
sp2 orbitals are located on a plane normal to the three-fold axis of symmetry of lithium. The 
negatively charged particles (tertions) of the core neutron correspond to three sp2 orbitals; 
they are incorporated in the existing tertion net lithium 6 and are painted brown-green in 
Fig. 3. As a result, there forms a denser tertion net. The proton cell, having a shape of a 
regular triangle prism, becomes a body-centered one. Such structure is more abundant. 

Similar to the algorithm developed for lithium, consider reaction n + 4Be8 → 4Be9. Here 
a neutron penetrates into beryllium 4Be8, where it decays. As a result, there forms a denser 
tertion net, and the proton cell, having a shape of a cube, becomes a body-centered cube 
(Fig. 3). While beryllium 8 is unstable, the abundance of 4Be9 is 100%. Therefore its structure 
has super stability. To my mind, stability is ensured by two factors. The first is the packing 
density of the proton cell; the second is the density of the coat of mail (tertion net).  
Both factors take place in the case of beryllium 9, giving its structure super stability and 
abundance of 100%. 

One further comment should be made. Hitherto it was assumed that the negative particle 
charge is ⅓. From the results obtained for beryllium 9, it follows that the core neutron decays 
into a proton and six negatively charged particles, having a charge 1/6. The difference may be 
attributed to the Stark effect, where spectral-line splitting depends on the principal quantum 
number n. If n=2, there are three states of equal energy, for n=3, the number of states becomes 
six [15]. Formally the neutronic electron gives rise to 2px, 2py, and 2pz orbitals, producing a 
'valent state' of the core neutron.  
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Now consider potassium. I hope that after the rather detailed introduction a reader can 
easily catch the author's meaning. Designing the structures, it is necessary to bear in mind that 
the structures obtained must satisfy "the principle of least complexity", i.e. they are the 
simplest among all possible.  
 
4. Isomers of potassium and their isotopes 

The name derives from the English "potash" or "pot ashes" because it is found in caustic 
potash (KOH). The chemical symbol K derives from the Latin kalium via the Arabic qali for 
alkali. It was first isolated by the British chemist Humphry Davy in 1807 from the electrolysis 
of potash [11]. What do we know about potassium? There are two stable isotopes of 
potassium: 19K39 (93.2581%) and 19K41 (6.7302%), and one isotope 19K40, has a very large 
half-decay period being equal to 1.277∙106 [14].  

The problem is how to explain these data in the framework of a unified model. 
Previously [3-7] the nuclei were separated into two main types: basic nuclei having equal 
numbers of protons and neutrons, and isotopes having one or more additional core neutrons. 
A better understanding can be gained if we begin with basic nuclei having equal numbers of 
protons and neutrons. Consider again the parallels between fullerenes and nuclei. 

Isomers of fullerene C38. From the periodic table of fullerenes [16,17], it follows that 
there is only one perfect fullerene of the mass 38, having 3-fold S-symmetry. To it, one needs 
to add the semi-perfect fullerene having rotation-reflection 4-fold symmetry. The reason is 
connected with the fact that this semi-perfect fullerene has almost the same energy as the 
perfect one. The fullerenes, which were considered, were designed previously [17,18]. With 
knowledge of the fullerene structure, it is possible to design nuclear structures. They can be 
obtained in various ways through the use of the most probable geometrically compatible 
reactions. Consider some possible reactions.  

Joining deuteron to argon. One of the possible reactions is illustrated in Fig. 4. It can 
be written as d+18 Ar 36(1) → 19 K 38(1). The structure of argon was obtained in [7]. Here a 
deuteron is incorporated into the surface of the basic nucleus of argon. From Figure 4 it 
follows that for argon only four protons from thirty-six take part in the reaction. They are 
pink. The nucleus obtained contains one square, ten pentagons, and ten hexagons. The graph 
representation of this reaction is shown in Fig. 5.  

 
Fig. 4. Attachment of deuteron to argon (1) and formation of potassium (1) 

 
Fig. 5. Graph of nuclear reaction d + 18 Ar 36(1) → 19 K 38(1) 
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Joining three-fold symmetry-cupola oxygen to two-fold-symmetry sodium. 
Consider the reaction 16O + 

22Na → 38K (2). It consists in joining a cupola of three-fold 
symmetry to a spheroid having two-fold symmetry (Fig. 6). Their structures were obtained 
previously [5,6,19].  

 

 
Fig. 6. Fusion of oxygen with sodium and formation of potassium (2): neutral protons (dark 
pink spheres), reacting protons (light pink spheres), proton bonds (red lines), intermediate-

compound bonds to be broken (red dot lines), new bonds to be formed (lilac firm lines) 

The graph representation of this reaction is shown in Fig. 7. To fully appreciate the 
nuclear reactions discussed above, the electronic structure (tertion net) of the potassium 
isomers is presented in Fig. 8. Similar to beryllium 8, these basic nuclei are unstable.  
 

 
 

Fig. 7. Graph of nuclear reaction 8O16 + 11 Na22 → 19 K 38(2). Embedding the sodium graph 
into the oxygen graph: a) separate graphs, b) embedding, c) graph of potassium (2) 

 
Fig. 8. Electronic structure of potassium isomers 
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One-neutron-core isotopes. From the results obtained for the basic nuclei, it follows 
that the isotope 19K39 having different symmetry is able to form two isomers. They can be got 
by incorporating a neutron, n + 19K38 → 19K39. The protons cells and tertion nets of the 
isomers are shown in Fig. 9. 

 

 
Fig. 9. Protonic cells and tertion nets of the isomers of potassium isotope 19K39 

 
It should be emphasized the following. Extra core neutrons of isotope isomers are inside 

the corresponding nuclei. Here they are subjected to the electric field of their surroundings. It 
turned out that, due to the Stark effect [15], the decomposition of an internal core neutron into 
a proton and tertions differs from that of an external neutron; namely, the number of 
components of electron splitting depends on the symmetry of the surroundings. It is 
reasonable to leave the name "tertian" for an electron component, but change its charge. In 
our case, the internal core neutron's tertions have the charge 1/10 e for 39K (1) and 1/9 e for  
39K (2). The regular thing is that the number of such tertions is equal to the number of 
hexagons in the tertion net of a basic nucleus. 

Two-neutron-core isotopes. It is possible to obtain two isomers of the isotope 19K40 
through the use of the reaction n + 19K39 → 19K40 (Fig. 10). 

 

 
 

Fig. 10. Protonic cells of the isomers of potassium isotope 19K40 
 

Consider isotopes 40K. From Figure 10 it follows that two core neutrons are removed 
from one another at the distance larger than the parameter of the proton cell. When the 
neutrons decompose into protons and tertions under the action of the external surroundings, 
the protons fell in the minima of the double-well potential directed along the main symmetry 
axis. However, now the protons are only slightly connected with one another. It means that 
they behave themselves almost independently sending their tertions into the existing coat of 
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mail. As a result, the shape of tertion net does not change. It looks like in Fig. 9, but the 
tertions produced by the core neutrons now have double charge, 1/5 e for 40K (1) and 2/9 e  
for 40K (2), respectively. 

Three-neutron-core isotope. From the results obtained for silicon, sulfur, and 
argon [7], it follows that, if the isotopes contain more than two internal neutrons, they can 
form clusters inside the nucleus. However, the cluster symmetry must be compatible with that 
of the external surroundings. In our case, only the isotope 40K(2) of three-fold S-symmetry is 
able to incorporate one more neutron and generate a core of compatible symmetry. There are 
two possible isomers of the core: a linear chain and an equilateral triangle (Fig. 11). The 
approximate position of the "neutron" triangle can be found in a purely geometric way as it is 
shown in Fig. 11, at the right. In the first case, the tertions of the third neutron have the charge 
½ e, and in the second one ⅓ e. The structure of the coat of mail (the external tertion net) 
remains unchanged.  

 

 
Fig. 11. Protonic cell of isotope 41K(2) and the equatorial section (at the right) 

 
These results deserve more consideration. Up to now, when there were two internal core 

neutrons, they were decomposed into protons and tertions by the external surroundings, the 
protons being tightly connected with the electronic coat of mail and maybe only slightly 
connected to one another. Now it is seen that the internal protons form the linear or triangle 
core, they being tightly connected to one another. In the second case, the triangle-core 
structure resembles that of helium-3 proposed previously [3]. The fact that there are two 
stable core structures sets one thinking that helium-3 may also be realized as an isomer having 
the liner shape. Moreover, one is inclined to think that the existence of the two isomers 
provokes the appearance of two superfluid phases of helium-3.  
 
5. Isomers of calcium and their isotopes  
The name derives from the Latin calx for "lime (CaO)" or "limestone (CaCO3)" in which it 
was found. It was first isolated by the British chemist Humphry Davy in 1808 with help  
from the Swedish chemist Jöns Jacob Berzelius and the Swedish court physician  
M.M. af Pontin [11]. 

There are five stable isotopes of calcium: 20Ca40 (96.947%), 20Ca42 (0.647%), 20Ca43 
(0.135%), 20Ca44 (2.086%), 20Ca46 (0.004%) and 20Ca48 (>2∙1018 y, 0.187%). Besides, there is 
isotope 20Ca41, having a very large half-decay period equal to 1.4∙105 y, and isotope 20Ca45 
with an average half-decay period of 164 diurnals [14]. The problem is the same as before, 
how to explain these data in the framework of a unified model. Consider again the parallels 
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between fullerenes and nuclei. A better understanding can be gained if we begin with basic 
nuclei having equal numbers of protons and neutrons.  

Isomers of fullerene C40. From the periodic table of fullerenes [16,17], it follows that 
there are three perfect fullerenes of the mass 40. They belong to 4-fold-symmetry, 5-fold, and 
tetrahedral. To them, one needs to add the two perfect fullerenes having rotation-reflection 4-
fold symmetry and tetrahedral one, and moreover, the imperfect fullerene having 3-fold S-
symmetry (simultaneously the perfect fullerene of 2-fold symmetry). The reason is connected 
with the fact that the latter fullerene has an energy which is close to that of the perfect ones 
and even less. The fullerenes, which are considered, have been designed previously [20,21]. 
They can be obtained through the use of the most probable geometrically compatible 
reactions in different ways.  

With knowledge of the fullerene structure, it is possible to obtain nuclear structures. 
They can be designed in various ways through the use of the most probable geometrically and 
physically compatible reactions. By analogy with the fullerenes, consider some possible 
nuclear reactions.  

Joining deuteron to potassium of three-fold symmetry. The possible reaction is 
presented in Fig. 12. It can be written as d + 19 K 38(2) → 20 Ca40(1), the structure of potassium 
being obtained above. Here a deuteron is incorporated into a basic nucleus of potassium. 
From Figure 12 it follows that for potassium only four protons from thirty-eight take part in 
the reaction. They are pink. The nucleus obtained contains six pentagons and ten hexagons. 
The graph representation of this reaction is shown in Fig. 13.  
 

  
Fig. 12. Attachment of deuteron to potassium (2) and formation of calcium (1) 

 

 
Fig. 13. Graph representation of the nuclear reaction d + 19 K 38(2)→ 20 Ca 40(1) 

 
Joining two deuterons to argon of four-fold symmetry. The reaction is illustrated in 

Fig. 14 and can be written as d + → 18 Ar 36(4-fold) + d → 20 Ca 40(2). Here two deuterons are 
incorporated in series into one of the basic nucleus of sulfur having four-fold symmetry. From 
Figure 14 it follows that for argon eight protons from thirty-six take part in the reaction. They 

 

38K(2) 

2D 

40Ca(1) 

 →  + 2D 

38K(2) 40Ca(1) 

116 A.I. Melker



are pink. The nucleus obtained contains twelve pentagons and five hexagons. The graph 
representation of the two-stage reaction is shown in Fig. 15.  

 
Fig. 14. Attachment of two deuterons to argon (4-fold) and formation of calcium (2) 

 

 
Fig. 15. Graph representation of the nuclear reaction d + 18 Ar 36(4-fold)→ 20 Ca40(2) 

 
Joining deuteron to potassium having rotation-reflection 4-fold symmetry. One of 

the possible reactions is illustrated in Fig. 16. It can be written as d + 19 K 38(1) → 20 Ca 40(3), 
the structure of potassium 38 (1) being obtained above. Here a deuteron is incorporated into a 
basic nucleus of potassium. From the figure, it follows that for potassium only four protons 
from thirty-eight take part in the reaction. They are pink. The nucleus obtained contains two 
squares, eight pentagons, and twelve hexagons. The graph of this reaction is shown in Fig. 17.  
 

 
Fig. 16. Attachment of deuteron to potassium (1) and formation of calcium (3) 

 
Fig. 17. Graph representation of the nuclear reaction d + 18 K38(1) → 20 Ca 40(3) 

 

2D 2D 

40Ca(2) 36Ar (4-fold) 

 → 

 + 

36Ar (4-f) 

2D  + 

2D 

40Ca(2) 

 

 40Ca (3) 

2D 

38K(1) 

 →  + 

40Ca (3) 

2D 

38K(1) 

Nuclear geometry: from potassium to titanium 117



To fully appreciate the nuclear reactions discussed above, the electronic structure 
(tertion net) of the calcium isomers is presented in Fig. 18.  

 

 
Fig. 18. Electronic structure of calcium isomers 

 
Nuclear polymerization, folding, and fusion. Consider the parallels between polymers 

and nuclei. By analogy with biosynthesis [22], one inclines to think that there is the following 
chain of nuclear reactions creating α-process (Fig. 19). At first, two single alpha-particles (a) 
combine forming a dimer (b). Then the dimer adds another alpha-particle producing a linear 
trimer. The trimer has one proton, which is slightly connected with the trimer through the use 
of only one bond (c). Then the trimer attaches one more alpha-particle creating a four-link 
chain with two slightly connected protons (d). The process is continuing producing a five-link 
chain (e). Similar to the interactions of electronic and atomic degrees of freedom in molecules 
[23], the interaction of tertions (they are not shown in the figure) and protons leads to internal 
rotation [24] of the slightly connected protons (f). This structure is able to fold up creating the 
neon nucleus of five-fold symmetry (g) in the shape of a cupola Therefore calcium isomers of 
five-fold symmetry can be also obtained by means of the following reactions  
4He +4He→(4He4He)+4He→(4He4He4He)+4He→(4He4He4He4He)+4He  → 20Ne 

→ 20Ne + 20Ne → 
40Ca. 

It should be emphasized that there are two ways of neon cupola fusion: mirror 
symmetry and rotation-reflection. As a result, there appear two isomers of calcium. The 
protons cells and tertion nets of the isomers are shown in Fig. 20. The graphs of the nuclear 
cells are presented in Fig. 21. 

Fusion of two neon-dodecahedron nuclei. There are three isomers of neon 20: 
classical dodecahedron of pentagons, (tetra-hexa)3-penta6-dodecahedron, and (tetra-hexa)6 
dodecahedron [5]. Among the fullerenes having similar shapes, the classical dodecahedron 
has the highest probability of formation [19]. For this reason, it is worthwhile to investigate 
the reaction 10 Ne 20 + 10 Ne 20 → 20 Ca 40, where both constituents are classical dodecahedra. 
The reaction is illustrated in Fig. 22.  
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Fig. 19. Generation of cupola-neon-20 isomer: a) single α-particle; b) dimer formation; c) 
trimer formation with one slightly connected proton; d) four-link chain with two slightly 

connected protons; e) five-link chain with three slightly connected protons; f) internal rotation 
of five protons, g) folding of the five-link chain and formation of a five-fold symmetry cupola 
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Fig. 20. Protonic and electronic structure of the isomers of calcium 20Ca40 (4 & 5) 

 

 
Fig. 21. Graph of the tetra5–penta2−hexa15 polyhedron at the left and that of the 

penta12−hexa10 polyhedron at the right 
 

 
 

Fig. 22. Fusion of two neon nuclei and formation of calcium (5) 
 

From the figure, it follows that for each neon nucleus only five protons from twenty 
take part in the reaction. They are pink. The nucleus obtained contains twelve pentagons and 
ten hexagons; it has five-fold symmetry. The graph of the reaction is shown in Fig. 23.  
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Fig. 23. Graph representation of the nuclear reaction 10 Ne 20 + 10 Ne 20 → 20 Ca 40(5) 

 
Joining carbon of six-fold symmetry with tetrahedral silicon. The reaction is 

illustrated in Fig. 24 and can be written as 6 C12 + 12 Si28 → 20 Ca 40(7). The nucleus obtained 
consists of pentagons and hexagons only. The graph representation of this reaction is shown 
in Fig. 25. It should be emphasized that the first reacting component has six-fold symmetry 
whereas the second one refers to tetrahedral symmetry. By analogy with designing the 
fullerenes of tetrahedral symmetry [25], it was assumed that this reaction would give a 
nucleus of tetrahedral symmetry. However, contrary to the expectation, the nucleus obtained 
had no tetrahedral symmetry. Under such circumstances, I should look again at the 
fullerene science. 

 

 
Fig. 24. Fusion of carbon with silicon and formation of calcium (7) 

 

 
Fig. 25. Graph representation of the nuclear reaction 6 C12 + 12 Si28 → 20 Ca 40(7) 
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Stone-Wales transformation of fullerenes. Sometimes an asymmetric fullerene  
is undergone to Stone-Wales transformation [26] for obtaining a more stable and symmetric 
isomer [27-30]. The transformation [26] was designed for "spheroidal molecules of  
sp2 hybridized carbon atoms with different arrangements of the hexagonal and pentagonal 
rings. The rearrangement formally requires two sigma bonds to be broken and new  
bonds to be formed."  

Stone-Wales transformation of nuclei. However, the scheme [26] shows only an 
isolated event. When one has to deal with a whole molecule or with a whole nucleus, where 
many such events take place, for clarity's sake, it will be more illustrative and informative to 
use graph language. The Stone-Wales' graph transformation for calcium (4) is shown in 
Fig. 26. Here the broken edges (bonds) are given using red dot lines; new edges are specially 
marked, they being painted lilac; the other color designations are the same as before. Really, 
using three Stone-Wales' transformations we obtained the tetrahedral nucleus of calcium (5). 
The space shape of protonic cells and tertion nets is shown in Fig. 27. 

 

 
Fig. 26. Graph representation of three Stone-Wales' transformations 

 

 
Fig. 27. Protonic cell and tertion net of the calcium isomers 7 and 8 

 
One-neutron-core isotopes. The results obtained for the basic nuclei 20Ca40 show that it 

is able to form seven isomers. Therefore for the isotope 20Ca41 there is also such possibility. 
The corresponding isomers can be got by incorporating a neutron into the basic nucleus 
according to reaction n + 20Ca40 → 20Ca41. The protons cells and tertion nets of the isomers 
obtained are shown in Fig. 28. 
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Fig. 28. Protonic cells and tertion nets of the isomers of calcium isotope 20Ca41. 

It should be emphasized the following. Core extra neutrons of isotope isomers are inside 
the corresponding nuclei. Here they are subjected to the electric field of their surroundings. It 
turned out that, due to the Stark effect [15], the decomposition of an internal core neutron into 
a proton and tertions differs from that of an external neutron; namely, the number of 
electronic-splitting components depends on the symmetry of the surroundings. It is reasonable 
to leave the name "tertian" for an electron component, but change its charge. In our case the 
tertions of the core neutrons have the charge 1/10 e for 41Ca (1), 1/12 e for 41Ca (2) and 41Ca (3), 
1/15 e for 41Ca (4), 1/10 e for 41Ca (5), 41Ca (6), 41Ca (7) and 41Ca (8). The regular thing is that 
the number of such tertions is equal to the number of hexagons in the tertion net of a 
basic nucleus. 

Two-neutron-core isotopes. It is possible to obtain seven isomers of the isotope 20Ca42 
through the use of the reaction n + 20Ca41 → 20Ca42 (Fig. 29). 
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Fig. 29. Protonic cells of the isomers of calcium isotope 20Ca4 

 
Consider isotopes 42Ca. From Figure 29 it follows that two internal neutrons are 

removed from one another at the distance larger than the parameter of the proton cell. When 
there are two internal neutrons, the latter decomposes into protons and tertions by the external 
surroundings. The protons are localized in the minima of the double-well potential directed 
along the main symmetry axis. However, now the protons are only slightly connected with 
one another. It means that they behave themselves almost independently sending their tertions 
into the coat of mail. As a result, the shape of tertion net does not change. It looks like in 
Fig. 28, but the neutron's tertions now have double charge, 1/5 e for 42Ca (1), 1/6 e for 42Ca (2) 
and 42Ca (3), 2/15 e for 42Ca (4), 1/5 e for 42Ca (5), 42Ca (6), 42Ca (7) and 42Ca (8), respectively. 

Three-neutron-core isotopes. From the results obtained for silicon, sulfur, argon [7], 
and potassium, it follows that, if the isotopes contain more than two internal neutrons, they 
can form clusters inside the nucleus. However, the cluster symmetry must be compatible  
with that of the external surroundings. The simplest structure of the core is a linear chain of 
three protons lying along the main axis of symmetry. Therefore the seven isotopes having 
such a core can be generated. Besides the isotope 42Ca(7t) with a triangle core can be  
created (Fig. 30).  
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Fig. 30. Protonic cells of the isomers of calcium isotope 20Ca43 

 
Four-neutron-core isotopes. In view of the symmetry restrictions considered above, 

only two isomers from eight, 44Ca(2) of four-fold symmetry and 44Ca(8) of tetrahedral one 
can be formed (Fig. 31). The cores of these isotopes have symmetry compatible with 
the surroundings. 

 

 
Fig. 31. Protonic cells of the isomers of calcium isotope 20Ca44 

 
Five-neutron-core isotopes. Similar to the four-neutron-core isotopes, in view of the 

symmetry restrictions, only two isomers from eight, 45Ca(4) and 45Ca(5) of five-fold 
symmetry can be formed (Fig. 32). The cores of these isotopes have symmetry compatible 
with the surroundings. 

 

 
Fig. 32. Protonic cells of the isomers of calcium isotope 20Ca45 

 
Internal rotation. The isotope 45Ca(5) has a rotation-reflection axis of five-fold 

symmetry. The core of isotope 45Ca(5) can occupy two different positions inside the nucleus; 
one in the upper part of the nucleus, and another identical position in the lower part can be 
achieved through a spiral motion of the core. The core's protons in the lower part of nucleus 
are specially marked in the figure; they and their bonds are pale pink. Similar to the molecules 
[1], one can consider such different space core forms of one and the same nucleus as nuclear 
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conformers. In our case, there are two conformers. One can continue the analogy and come to 
the conclusion that there exists internal rotation of some cores inside some nuclei.  

Six-neutron-core isotope. Only one isomer from eight, 46Ca(7), can be formed. 
However, it has two different space cores which have symmetry compatible with the 
surroundings (Fig. 33). 

 

 
Fig. 33. Protonic cells of the calcium isotopes 20Ca46 

 
Eight-neutron-core isotope. As before, only one isomer from eight, 48Ca(2), can be 

formed. However, it has two different space cores which have symmetry compatible with the 
surroundings (Fig. 34). 

 

 
Fig. 34. Protonic cells of the calcium isotopes 20Ca48 

 
Summary. The results obtained deserve further comment. From the figures above it 

follows that the nucleus cores are compact. What is more interesting, is the fact that in some 
cases the cores have the shape of the first elements of the periodic system; namely, helium-3, 
helium-4, lithium-6, and beryllium-8. As for the electronic structure, it is the same one as for 
the isotopes with a lesser number of internal core neutrons. Really, although each next 
neutron above two ones gives an additional electron or some tertions, they are going for 
constructing the core; the external coat of mail remains without changing.  
 
6. Isomers of scandium  
The name derives from the Latin scandia for Scandinavia, where the mineral was found. It 
was first isolated by the Swedish chemist Lars-Fredrik Nilson in 1879 in an ytterbium sample. 
In the same year, the Swedish chemist Per Theodore Cleve proved that scandium was 
Mendeleev's hypothetical element "eka-boron" [11].  

What do we know about scandium? There are 21 elements that are considered to be 
monoisotopic. Among them: Be, F, Na, Al, P, and Sc; the first five ones were investigated 
before now. With the exception of beryllium, all monoisotopic elements have odd numbers of 
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protons, even numbers of neutrons, and, therefore, odd atomic numbers. Scandium has one 
stable isotope 21Sc45 (100%) [14].  

The problem is how to explain these data in the framework of a unified model. 
Previously [3-7] the nuclei were separated into two main types: basic nuclei having equal 
numbers of protons and neutrons, and isotopes having one or more additional neutrons. A 
better understanding can be gained if we begin with basic nuclei having equal numbers of 
protons and neutrons. Consider again the parallels between fullerenes and nuclei. 

Isomer of fullerene C42. From the periodic table of fullerenes [16,17], it follows that 
there is only one perfect fullerene of the mass 42, having 3-fold T-symmetry. The fullerene 
was designed previously [17,18]. With knowledge of the fullerene structure, it is possible to 
obtain a nuclear structure. It can be designed in various ways through the use of the most 
probable geometrically compatible reactions. Consider one of the possible reactions.  

Joining two deuterons to potassium of three-fold S-symmetry. The reaction is 
presented in Fig. 35. It can be written as 19 K38(2)+d+d → 20 Ca40(1), the structure of potassium 
being obtained above. Here two deuterons are incorporated into a basic nucleus of potassium. 
From the figure, it follows that for potassium only six protons from thirty-eight take part in 
the reaction. They are pink. The nucleus obtained contains two trigons, six pentagons, and ten 
hexagons. The graph representation of this reaction is shown in Fig. 36.  
 

 
Fig. 35. Attachment of two deuterons to potassium (2) and formation of scandium 

 

 
Fig. 36. Graph representation of the nuclear reaction 19 K38(2)+d+d→ 21 Sc42(1) 

 
Three-neutron-core isotope. The only stable isotope 45Sc can be designed from the 

basic nucleus 42Sc of three-fold T-symmetry by incorporating three neutrons into the center of 
the basic nucleus. From the results obtained for silicon, sulfur, and argon [7], it follows that 
the isotopes, containing more than two internal neutrons, form clusters inside the nucleus. 
With all this going on, the cluster symmetry must be compatible with that of the external 
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surroundings. In our case, it means that the core must have the shape either of a linear chain 
of three protons, lying along the main axis of symmetry or of an equilateral triangle (Fig. 37). 
The approximate position of the neutron triangle can be found in a purely geometric way as it 
is shown in Fig. 37, at the right. The tertion nets of the isotopes 42Sc and 45Sc are  
shown in Fig. 38. 

 

  
Fig. 37. Protonic cells of isotope 45Sc and the equatorial section at the right (100%) 

 

 
 

Fig. 38. Electronic structure of scandium isotopes 

These results deserve more consideration. One can see that the internal protons of 45Sc 
form the linear or triangle core, they being tightly connected to one another. Three internal 
neutrons give three electrons. It is reasonable to assume that one of them remains in the 
internal core forming two tertions of the charge ½ e or three tertions of the charge ⅓ e. The 
other two electrons can be sent to the external electronic coat of mail (tertion net) where they 
decompose into tertions. The number of tertions must be equal to that of the hexagons of the 
tertion net of the basic nucleus. In our case, there are fifteen hexagonal faces of the coat of 
mail. Therefore the tertions sent have the charge 2/15 e. At that, the tertion-net hexagons 
became face-centered. 
 
7. Isomers of titanium and their isotopes  
The name derives from the Latin titans, who were the mythological "first sons of the earth". It 
was originally discovered by the English clergyman William Gregor in the mineral ilmenite 
(FeTiO3) in 1791. He called this iron titanite menachanite and the element menachin,  
for the Menachan parish where it was found. It was rediscovered in 1795 by the German 
chemist Martin Heinrich Klaproth, who called it titanium because it had no characteristic 

 

2 

1 

45Sc 

 

42Sc 45Sc 

Nuclear geometry: from potassium to titanium 129



properties to use as a name. Titanium metal was first isolated by the Swedish chemists  
Sven Otto Pettersson and Lars Fredrik Nilson [11]. 

There are five stable isotopes of titanium: 22Ti46 (8.0%), 22Ti47 (7.30%), 22Ti48 (73.8%), 
22Ti49 (5.5%), 22Ti50 (5.4%). Besides, there is isotope 22Ti44, having the rather large half-decay 
period being equal to 47.3 y [14]. 

From the periodic table of fullerenes [16,17], it follows that there is only one perfect 
fullerene of mass 44, having 3-fold S-symmetry. The fullerene was designed previously 
[17,18]. With knowledge of the fullerene structure, one is able to design a nuclear structure. 
The problem is the same as before, how to design the nuclear structure of titanium's isotopes 
and isomers. A better understanding can be gained again if we begin with the basic nucleus 
having equal numbers of protons and neutrons. Consider some possible reactions. 

Joining three deuterons to potassium of three-fold S-symmetry. The possible 
reaction is presented in Fig. 39. It can be written as 19 K 38(2)+d+d+d→22Ti44(2). Here three 
deuterons are incorporated into a basic nucleus of potassium having three-fold S-symmetry. 
From Figure 39 it follows that for potassium only four protons from thirty-eight take part in 
the reaction. They are pink. The structure of the titanium design is shown in Fig. 39 on the 
right. The nucleus obtained contains twelve pentagons and twelve hexagons and has three-
fold S-symmetry. The reaction graph is presented in Fig. 40.  
 

 
Fig. 39. Attachment of three deuterons to potassium (2) and formation of titanium (1) 

 

 
Fig. 40. Graph representation of the nuclear reaction 19 K38(2)+d+d+d→ 22 Ti44(1) 

 
Joining two α-particles to argon of six-fold symmetry. The reaction is presented in 

Fig. 41. It can be written as 18 Ar36(2)+α+α→22Ti44(1). Here two alpha-particles are 
incorporated into a basic nucleus of argon having six-fold symmetry. From Figure 39 it 
follows that for argon twelve protons from thirty-six take part in the reaction. They are pink. 
The structure of the titanium design is shown in Fig. 41 on the right. The nucleus obtained 
contains twelve pentagons and twelve hexagons and has also three-fold S-symmetry. The 
graph of this reaction is presented in Fig. 40.  
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Fig. 41. Attachment of two alpha-particles to argon (3) and formation of titanium (2) 
 

 

Fig. 42. Graph representation of the nuclear reaction 18 Ar36(3)+α+α→ 22 Ti44(2) 
 

 

Fig. 43. Electronic structure of two basic titanium isomers 
 

Neutron-core isotopes of titanium isomers. As pointed out above, there are five stable 
isotopes of titanium: 22Ti46, 22Ti47, 22Ti48, 22Ti49, and 22Ti50. They can be got by successive 
incorporating neutrons: 22Ti44+n→22Ti45+n→22Ti46+n→22Ti47+n→22Ti48+n→22Ti49+ 
n→22Ti50. The protons cells of the isotopes are shown in Figs. 44 and 45.  
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Fig. 44. Isotopes of titanium-1 isomer 

 

 

 
Fig. 45. Isotopes of titanium-2 isomer 
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Fig. 46. Tertion nets of the isomers of titanium isotope 22Ti46 

 
From the results obtained previously, it follows that the isotopes, containing two 

internal core neutrons, decompose into two protons and two electrons. The latter decomposes 
into the tertion, the number of which and hence the charge being depended on the structure of 
the external coat of arms (tertion net). Being removed from one another at the distance larger 
than the parameter of the proton cell, the core protons do not interact with each other and send 
their tertions to the external coat of mail. Since there are twelve hexagons, each face-centered 
hexagon has a tertion of charge 1/6 e.  

If the isotopes contain more than two internal neutrons, the latter form clusters (core) 
inside the nucleus. However, the core symmetry must be compatible with that of the external 
surroundings. From the figures above it follows that the nucleus cores are compact. What is 
more interesting, is the fact that the cores have the shape of the first elements of the periodic 
system; namely, helium-3, helium-4, and lithium-6. At the same time, the electronic structure 
is unchangeable; it is the same one as for the isotopes with two internal core neutrons. This is 
no surprise. Although each next neutron above two ones gives an additional electron (or three 
tertions), its tertions are going for fastening the formed proton to the already existing core, so 
the external coat of mail remains without changing. 
 
8. Summary 
By analogy with fullerenes, nuclear geometry has been designed. The nuclei can be classed 
into two groups: basic nuclei having equal numbers of protons and neutrons and isotopes 
having one, two, or more additional neutrons. The latter ensures the mechanical stability of 
the structure with respect to thermal vibrations and shear stresses. If the number of additional 
neutrons exceeds two, the latter can form a core whose symmetry is compatible with that of 
the basic nuclei.  

On the basis of the geometric approach, it is possible to design the structure of 
potassium, calcium, scandium, and titanium isomers together with their isotopes, within the 
framework of one and the same assumptions.  
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Abstract. The work was carried out within the framework of the cascade-probabilistic 
method, the essence of which is to obtain and further apply cascade-probabilistic functions. 
The obtained models make it possible to trace the entire process in development and in the 
future can be used in industry to obtain materials with predetermined characteristics. The 
results of the obtained studies can also be used by specialists in the field of solid-state 
radiation physics, in сosmophysics. The cascade-probability functions, the energy spectra of 
primary knocked-on atoms (PKA), and the concentration of vacancy clusters in molybdenum 
irradiated with alpha particles were simulated. Some of their properties and patterns were 
established. Methods of mathematical analysis, probability theory, and numerical methods 
were used in the research process. 
Keywords: cascade-probability function, energy spectrum, modeling, primary knocked-on 
atom  
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1. Introduction 
As is known, the main cause of changes in the structure and physicochemical properties of 
materials during radiation exposure is the formation of defects [1-4]. In contrast to light 
particles (electrons, photons, etc.), the interaction of ions with matter creates not only isolated 
Frenkel pairs, as is considered in many papers, but mostly the clusters of vacancies and 
interstitial atoms [5]. 
 The process of interaction of ions with matter and their passage through matter is a 
rather difficult task when creating both physical and mathematical models [5-8]. First of all, 
this is due to a catastrophic increase in the cross-section for their interaction with electrons 
and atoms of the medium. At the same time, the depth of penetration of particles into 
materials with an increase in the mass of incident particles decreases sharply. In calculating 
the cascade-probability functions in this case it is necessary to apply special methods and 
techniques. A set of types of incident particles and targets is a huge number of variants. In this 
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case, we can consider different situations where the mass number of incident ions A1 is less 
than the mass number of the target A2, i.e. A1 <A2, the case when A1 becomes commensurate 
with A2, and finally, very unique processes, with A1> A2. As a preliminary analysis shows, all 
these cases must be taken into account – each of them has its own patterns [9-12]. 

In addition, using a certain sort of incident particles in a particular material, it is 
possible to form a predetermined structure and chemical compounds that are rather stable in a 
wide temperature range [12-16]. Naturally, in this case, the physicochemical properties of 
such substances will differ from those of the initial materials. 

Thus, when considering the passage of ions (including light ions: protons, and alpha 
particles) through the matter, it is necessary to solve a large variety of physical and 
mathematical problems [12,17-20]. Most of our work in this direction will be carried out in 
the framework of the cascade-probability method [12]. 
 
2. Calculation method 
In this paper, we simulated cascade-probability functions (CPFs), the energy spectra of 
primary knocked-on atoms (PKA), and the concentration of vacancy clusters in substances 
irradiated with light ions (protons and alpha particles) taking into account the energy loss.  
It is assumed that a primary particle formed at a depth of h' interacts with the substance 
as follows (Fig. 1): 

1. A charged particle loses energy for ionization and excitation (the main type of energy 
loss). These losses are considered continuous during the implantation of the particle into the 
material. 

2. The primary particle forms PKA, at those several interactions creating PKA occur 
simultaneously with hundreds of interactions with the electrons of the medium 
(ionization losses). 

3. PKA does not form Frenkel pairs (vacancy and interstitial atom) but produces 
vacancy clusters. 

4. For protons, alpha particles, and ions, the nonrelativistic case is considered, the 
interaction cross-section is selected as the Rutherford cross-section, ionization losses for 
protons and alpha particles are calculated using the Bethe-Bloch formula, for ions are taken 
from the tables of parameters of the spatial distribution of ion-implanted impurities 
(Kumakhov-Komarov). 

 

 
Fig. 1. Physical model of the interaction of ions with target 
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For protons and alpha particles forming primary knocked-on atoms, the dependence of 
the cross-section on energy, which, in its turn, depends on the penetration depth, is 
represented as follows: 

( )0
0

1( ) 1 ,h
а Е kh

σ σ
 

= +  − 
                                              (1) 

where a and E0 are the approximation parameters obtained by comparing (1) with the 
calculations of true sections, for example, by electrodynamics methods, by conventional 
methods, etc. 

We have calculated the cascade-probability function (CPF) for ions taking into account 
the energy loss depending on the interaction parameters. The cascade-probability function, in 
this case, has the following form (for protons and alpha particles it is the same): 
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where n is the number of interactions, 
0 01l σ= , ( )01l akl= ; 'h , h  are the depths of 

generation and registration, respectively.  
PKA spectrum for ions is determined by the following expression: 
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The concentration of vacancy clusters that formed during irradiation of solid with ions 
is calculated by the formula: max 
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where 
CE  is the minimum energy for cluster formation. 

 
3. Results and discussions 
As the calculations show, approximation (1) describes the modified cross-sections quite well 
with a correlation coefficient above 0.99, in particular for molybdenum (Table 1). 

 
Table 1. Approximation values and theoretical correlations for protons in Mo 

E0, [MeV] σ0 a E0 k η 
1 17176 0.22 4.39 5600 0.999 
5 2919 0.0249 31.35 3719 0.9999 
10 2123 1.45 1.06 42.1 0.999 
15 1694 2.68 0.84 16.92 0.999 
20 1413 2.33 1.23 15.19 0.997 
25 1227 1.89 1.85 15.64 0.99 
30 1067 1.60 2.43 15.01 0.996 
40 912.2 0.13 37.98 142.36 0.996 
50 790.3 0.11 53.77 136.92 0.99 
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Let us consider some properties of CPF taking into account the energy loss for protons 
and alpha particles. 
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3) Extremes, areas of decrease and increase.  
Find the derivative of ( )'

0 0', ,h h Eψ  with respect to h : 
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therefore h = E0/k + 1/ak is the point of the extremum. 
If h < E0/k + 1/ak, the function ψ0(h′, h, E0) decreases monotonously, and at h > E0/k + 

1/ak increases monotonously, in this case he = E0/k + 1/ak is the point of minimum. 
At h = E0/k + 1/ak 
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At n ≥ 1 the equation dψn/dh = 0 can be solved only numerically. The point of 
minimum he = E0/k + 1/ak does not belong to the definition area of ψn(h′, h, E0), since he>hmax 
and therefore was not taken into account. 
4) Inflection points, the intervals of convexity and concavity. Let us find  and equate it to 
zero. The equation d2ψ0/dh2 = 0 takes place when 
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Solving this equation, we find: 
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Since the derivative  does not change the sign near points h1 and h2 (  > 0), the 
found points are not inflection ones. 
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5) Asymptotes. To find the vertical asymptotes, we calculate: 
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Consequently, 
0h E k=  is not a vertical asymptote for protons and alpha particles. 

Obviously, there are no inclined and horizontal asymptotes too, since h’≤ h≤ hmax. The 
remaining properties of CPF for protons and alpha particles are the same as the properties of 
the cascade-probability function, which takes into account the energy loss for electrons. 

For large values of n, CPF calculations were performed using the following modified 
formula: 
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 (5) 

The software package for calculating CP-functions and selecting the type of theoretical 
curves is implemented in a Python environment using the Django framework. The 
calculations are made for protons and α-particles in various targets. As an example, Figures 2 
and 3 show the dependence of CPF on the number of interactions and the penetration depth 
for alpha particles in Mo at E0 = 10 MeV. 

The calculations show that with values of n = 0,1 CPF decrease, depending on h, with 
increasing n, they increase, reaching a maximum and begin to decrease. As E0 grows, the 
curves shift to the right.  

Further to that, the energy spectra of PKA were calculated with formula (3), in 
particular, for α-particles in Mo. It can be seen that they are decreasing functions (Figs. 4,5). 
In a good approximation, W (E2) ~ 1/E2. 
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Fig. 2. Dependence of CPF on the number of interactions for alpha particles in molybdenum 

at E0 = 10 MeV, h = 0.006; 0.008; 0.01; 0.012; 0.014 cm (1-5) 
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Fig. 3. Dependence of CPF on the penetration depth for alpha particles in molybdenum at  

E0 = 10 MeV; n = 1, 4, 7, 10, 13 (1-5) 
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Fig. 4. Dependence W (E0, Е2, h) for protons in Mo at E0 = 10 MeV on Е2 at the depths: 

 h = 40 μm (1), h = 156 μm (2), h = 238 μm (3) 
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Fig. 5. Dependence ω (E0, Е2, h) for α-particles in Mo at E0 = 10 MeV on Е2 at the depths:  

h = 4 μm (1), h = 10 μm (2), h = 25 μm (3) 
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Using formula (4), the concentrations of vacancy clusters were calculated at  
E0 = 10, 50 MeV. With increasing depth h, Сk increases, and at the end of the run, it drops 
sharply to zero. With increasing Ec, the concentration of clusters decreases (Figs. 6 and 7). 

Earlier, we calculated the dependence of Ck on h under proton irradiation, which are in 
satisfactory agreement with experiments on two-photon positron annihilation [2]. 
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Fig. 6. Dependence of the vacancy clusters concentration on the penetration depth for alpha 

particles in molybdenum at E0 = 10 MeV, EC = 50, 100, 200 keV (1-3) 
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Fig. 7. Dependence of the vacancy clusters concentration on the penetration depth for alpha 

particles in molybdenum at E0 = 50 MeV, EC = 50, 100, 200 keV (1-3) 
 

4. Conclusions 
• The analysis of modified cross-sections and the calculation of cascade-probability 

functions for protons and alpha particles were carried out. It was shown that the correlation 
coefficients η > 0.99 (calculated and modified values), which is a good approximation. 

• CPF was analyzed and its main properties were established. When k = 0, this function 
goes to the simplest CPF. There are inflection points and maxima. With increasing n, CPF 
increases, reaches a maximum, and further decreases. As h increases, the maxima of the 
curves shift to the right. 
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• The energy spectra of PKA in Mo were calculated. In a good approximation, we have 
W(E2) ~ 1/E2. With increasing depth, Сk increases slowly, reaches a maximum near the end of 
the path and drops sharply to zero. With increasing Ec, Ck decreases. 
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Abstract. We have studied gamma-ray scattering on rolled graphene atomic layers of high-
ordered multiwalled-carbon-nanotubes which organized a bilayer. Radiation high-energy 
topological defects of a type of pair "vortex-antivortex" in electron and hole densities have 
been revealed. We suppose that the fluxes of the vortex-antivortex pairs are produced by 
gamma-quanta in the graphene plane.  
Keywords: carbon nanotube, gamma-ray scattering, radiation defect  
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1. Introduction  
Among applications of graphene-like materials in nuclear technologies, the development of 
radiation-resistant materials and of protective shielding nanostructured coatings are in great 
demand. Graphene is stable to irradiation because the knocked-on neutral carbon atoms reside 
on the graphene plane. The radiation resistance of graphene can be caused by an interaction of 
gamma-quanta with the graphene charge vortical carriers of the pseudo-Majorana type [1,2]. 
A mechanism of the interaction between gamma-quanta and the pseudo-Majorana charge 
carriers in the graphene plane leading to a Compton scattering on super-dense fluxes of the 
pseudo-Dirac charge carriers has been not ascertained yet.  
 In the paper, we will study gamma-ray scattering on rolled graphene atomic layers of 
high-ordered multiwalled-carbon-nanotubes (MWCNTs) which organized a bilayer. Our goal 
is to reveal radiation high-energy topological defects of a type of pseudo-Majorana pairs 
"vortex-antivortex" in graphene electron and hole densities.  
 
2. Materials 
MWCNT bundles were fabricated utilizing Langmuir-Blodgett (LB) nanotechnique. The 
carboxylated and stearic-acid-functionated MWCNTs under 2.5–5 nm in diameter have been 
decorated by nanocyclic complexes (Fe(II)DTP) of Ce and/or high-spin octahedral Fe with 
ligands being conducting oligomer of dithionylpyrrole series in the following way. As a 
preliminary, an alkyl hydrocarbon chain C 16 H 33  was linked chemically to the oligomer. 
Chemical formula of the oligomer has the following form: 3-hexadecyl-2.5-di(thiophen-2-yl)-
1H-pyrrole (H-DTP). A 5-monolayer graphene-like film of the nanocyclic organometallic 
complexes is fabricated by means of LB-nanotechnique. Then, inverse micelles of stearic acid 
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with MWCNTs inside are obtained by mixing stearic acid and MWCNTs in hexane by the 
ultrasound treatment, and the 2-monolayer MWCNT films fabricated from these micellar 
MWCNTs by the LB-nanotechnique are deposited on the nanocyclic-complex LB-cover. 
 We have used the planar capacitive sensor of interdigital-type on such glass-ceramic 
support as pyroceramics [3]. Ne pairs, Ne = 20, of aluminium electrodes of the sensors are 
arranged in an Archimedes-type spiral configuration. Every such pair is an "open type" 
capacitor. The dielectric coating of the electrodes represents itself nanoporous anodic alumina 
(AOA) with a pore diameter of 10 nm. The MWCNT LB-bundles decorated by 
organometallic complexes or the LB-films of nanocyclic organometallic complexes were 
deposited on the interdigital structure of aluminium electrodes, on the surface of which the 
AOA layer was previously formed.  
 
3. Methods  
Exposure to radiation and radiation spectroscopy. The standard low-intensive source of 
ionizing radiation (IRS) 137Cs (CsJ) was utilized. A low-intensive beta-particles beam from 
IRS has been attenuated by a thin-film aluminium shield. The radiation source has the form of 
a drop with an average diameter of about d = 1.5 mm. An absolute IRS activity 0A  equal to 
124.4 kBq on the date 1 April 1990 was quoted to about 1% precision. A sample with a 
diameter D = 4 mm is exposed through the lead collimator being of the order of 5 mm in 
diameter and L = 25, 50 mm long. The IRS is placed above the collimator. At the ratio  

/ 0.03,0.06d L =  the IRS can be considered a point source. Then an estimate of the fluence rate 
φ0 for the primary gamma radiation within the irradiated sample gives φ0 = 8.5 103 m−2s−1 at 

/ 0.03d L =  in supposing that the percentage of the emitted photons per one decay (quantum 
yield) is equal to 0.851 for the IRS 137Cs. The fluence-increase factor is 24 for / 0.06d L = . A 
number of gamma quanta coincide with a number of 0.512 MeV electrons emitted by 137Cs 
atoms in the decay process. Since the percentage of 1.174 MeV electrons is of 5.3 %, the 
fluence of beta-quanta with the energy 1.174 MeV is less than 485 m−2s−1 at / 0.03d L = . 
MWCNTs were exposed to radiation for 1 or 3 hours at / 0.03d L =  and 86 min at 

/ 0.06d L = . Accordingly, we have registered approx 9200 events at / 0.06d L = . A graphene 
monolayer deposited on an insulator surface becomes conducting under action of β-radiation 
[4]. But, since in our case the intensity of the beta rays is very small due to aluminium shield, 
the doping of the MWCNT layer is negligible.  
 An analysis of secondary electrons spectra has been performed by a lab-quality 
radiation spectrometric facility "Nuclear Physics" (BSU, Minsk, Belarus). The scintillation 
crystal thallium-activated sodium iodide, NaI(Tl) (diameter of 25 mm, height of 40 mm)) was 
utilized as a detector crystal. A photoelectric-multiplier supply voltage U changes from 100 to 
1000 V; the number of channels (a maximal pulse height) is 1024; the integral nonlinearity 
(transducer characteristic error) is less than 0.1%.  
 Impedance measurements. Electrophysical properties of the ultra-thin LB-films were 
studied by means of the impedance spectroscopy methods as a variation in dielectric 
polarization of a Helmholtz double electrically-charged layer formed at the interface between 
a surface of the fabricated electrochemical sensor and water. Electrochemical measurements 
were carried out in deionized water at room temperature.  
 The non-faradic impedimetric sensor operates on surface-polarization-decreasing effects 
originated by the conducting ultra-thin LB-layers screening the electrodes. The dielectric 
losses ε ′′  due to a dielectric-polarization relaxation process occur in a frequency range where 
the sensor capacitance C falls down. The ε ′′  is the imaginary part of the complex dielectric 
permittivity iε ε ε′ ′′= + , and, correspondingly, presents a resistivity because  

/ ( ) / ( ) / .e e V V I Vε σ ω σ ω′′ = ℜ =ℜ   
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Here I and V are the electrical current and bias, respectively; σ  is the conductivity.  
Then, as Figure 1 (at the left) shows, the discharging (charging) current chI  emerges 
producing the bias 

chV Iε ′′  
in an RC oscillator. The V determines the energy 2 / 2CV  stored at (released from) the 
capacitance change /C T  as 

2 / 2 chCV I VT , 
where T is the charging-process duration. Substituting the expression for the V into the 
expression for the energy, one can assume that 

/T Cε ′′  . 
The signal power /W T  recorded by the Fourier analyzer is proportional to the dielectric 

dispersion ε' because W is the stored energy determined by the following equation: 
W T D H×

 

  

with the electric displacement vector ED


'ε= , where E


 and H


 are the electric and 
magnetic fields vectors, respectively. 
 Let us suppose that N dipole-polarization processes proceed inside of the Helmholtz 
layer emerging near the electrodes. It signifies that an equivalent circuit diagram of both the 
capacitor-charging (capacitor-discharging) and polarization processes consists of N+1 RC 
circuits. The equivalent circuit of the sensor is presented in Fig. 1 (at the right). 
 

 
Fig. 1. Scheme of the sensor operation based on a dielectric-polarization relaxation process 

and an equivalent circuit diagram of the sensor. A square voltage pulse with a bias is applied 
to the sensor to excite the autooscillations; P



 is the polarization vector 
 

As one can see in Fig. 1 (at the right), forced oscillations with a frequency νi can be 
generated in the i-th parallel circuit for which the double-layer resistance i

dl
i RR ≡  i=1,…, N is 

much less than the instrument resistance 1+= Nns RR  in some frequency range i iν ± ∆ . If 

nsi RR <  i ≠ 1,…, N, then the forced oscillations with a frequency 1ns Nν ν +≡  are generated in 
the properly measuring (N+1)-th RC circuit. Thus, the dependence of /T C  on WT  will 
present N Cole-Cole plots and one Nyquist impedance plot for parallel connection of the 
capacitor to the instrument resistor nsR  (see Fig. 2).  
 To excite harmonic auto-oscillations of electric current (charge-discharge (charging) 
processes in the capacitors), the sensor was connected as the capacitance C into the relaxation 
resistance-capacitance oscillator (self-excited RC-oscillator) [5]. A self-excitation of an 
amplifier with positive feedback occurs in such RC-oscillator on quasiresonance frequencies. 
The capacitance change /C T  of the sensor, entered measuring RC-oscillating circuit, has 
been calculated by the formula ( )/ 1 / 2 nsC T R fπ= , where f is a quasi-resonance frequency. 
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Fig. 2. Dielectric spectra: 1) for nanoporous AOA, 2) and 3) for nanoheterostructure based on 

Ce-containing nanocyclic compound Fe(II)DTP and on decorated MWCNTs, respectively. 
Quasiresonance frequencies ν of Cole-Cole plots in the spectra are marked as νAi; i = 0, …, 5 

for AOA; νP for the organometallic compound and νCNTi; i = 1,2,3 for MWCNTs. Nyquist plot 
of impedance for the measuring circuit is marked by a yellow dash line with νN 

 
4. Analysis of radiation spectra  
Response functions of the detector with and without the absorber are shown in Fig. 3. The 
radiation spectrum of CsJ is a typical one recorded from the NaI(Tl) scintillation detectors. 
The IRS response function RCs feature peaks of photoelectric absorption (photopeak) and a 
characteristic X-ray at the lower and highest pulse heights respectively. The characteristic  
X-ray photons are emitted by free electrons filling non-occupied electron K-shells in atoms of 
the lead collimator. The photopeak appears at the energy of the original 137Cs gamma-ray 
photon. A Compton scattering gives rise to a single Compton continuum of energies and 
multiple-Compton-scattering events in the IRS spectra. The multiple Compton scattering 
occurs due to the sufficiently large size of the detector crystal. One observes also a peak 
caused by the bremsstrahlung generated in stopping the beta particles by the IRS shield and 
the backscatter peak caused by photons Compton scattered at large angles in materials 
immediately surrounding the scintillator crystal (see Fig. 3a). 
 Radiation background has been subtracted from original distributions; the exposure 
lasted 86 min at / 0.06d L = . The backscatter peak, the photopeak, the characteristic X-ray 
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peak, and the contribution from the bremsstrahlung are labeled by "BS", "Ph", "X", and 
"Brem", respectively; the absorber escape peaks of the pseudo-Majorana chiral, semichiral, 
nonchiral fermions, which are created at the interaction between graphene and gamma-ray, 
are designated as " chV ", " scV ", and " ncV ", respectively. The single Compton continuum and the 
area of multiple Compton scattering are labeled by "Single Compton" and "Multiple 
Compton", respectively. 
 

 
Fig. 3. Pulse height spectra RCs (a) and RCsG (b) for photon beam incoming from IRS 137Cs 

through the collimator without and with an absorber, respectively, and scattering on a detector 
crystal 

 
 Let us analyze MWCNT effects on the incoming 137Cs gamma-quanta beam. After 
placing the electromagnetic-radiation absorber with the bilayer of ordered MWCNT bundles 
decorated by the organometallic compound into the collimator, three additional peaks reveal 
themselves in the 137Cs-radiation spectrum of secondary electrons along with the photopeak, 
the single Compton continuum, the backscatter peak, the X-ray escape peak, and the 
bremsstrahlung. The spectra indicate narrowing of the 137Cs-radiation peaks. The shape of the 
single Compton continuum of 137Cs-radiation spectrum has a maximum being approximately 
in the 360th channel after placing the MWCNT sample into the collimator. Maxima of the 
three new peaks are approximately in the 260th, 460th, and 535th channels. It testifies that in 
creating pairs of charge carriers in graphene, the gamma-quanta escape from the detector. 
Collisions between the radiation defects of graphene and the photons of bremsstrahlung lead 
to decreasing the peak "Brem". 
 Now we will utilize the experimental data to elucidate a pseudo-Majorana nature of the 
graphene charge carriers. To do it, we offer the following mechanism of graphene radiation 
resistivity. The resistivity is generated by the creation of neutral vacancies V0 with knocked-
on neutral carbon atoms C0 fixed on a graphene monolayer by radiation defects of a pseudo-
Majorana type. The gamma-rays can escape from the detector crystal owing to the production 
of radiation-defect pairs. The pairs consist of topologically nontrivial defects of delocalized 
electron (hole) density in one part of the graphene plane and topologically nontrivial defects 
of hole (delocalized electron) density in another part.  
 The pseudo-Majorana vortex-antivortex pairs are created at the Compton scattering of 
the gamma-rays on the MWCNT graphene planes. The radiation defects decrease the energy 
deposited in the detector which results in the appearance of the additional peaks chV , scV , and 

ncV  in the response function CsGR  (see Fig. 3b). At colliding with carbon atoms the free 
pseudo-Majorana fermions are de-excited and confined by hexagonal symmetry near the 
Dirac touching valent and conductivity graphene bands. Meanwhile, the graphene pseudo-
Majorana band structure has degenerated and the vortex pairs transit from the flat area to the 

 

b) a) 
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conical one of the graphene band. It signifies that the branches of the vortex begin to move 
inconsistently. The vortex decay leads to the emergence of an electron-hole avalanche.  
 
5. Impedance analysis  
Dielectric spectra of non-exposed structures under investigation are presented in Fig. 2. 
Unlike graphene-like materials, the dielectric spectra of anodic alumina (AOA) do not have 
specific dielectric Cole-Cole plots with a diffuse element or Warburg impedance WZ . Since 
the Warburg impedance is absent for AOA and, consequently, aluminium-electrodes 
oxidation does not happen, the fabricated nanoheterostructures are stable. The Cole-Cole plot 
for metal-containing dithionylpyrrole LB-films testifies both the Warburg impedance element 

WZ  of a diffuse layer, in which the electrochemical reactions with mass transfer proceed and 
an electric capacity of the Helmholtz double layer. For the dithionylpyrrole LB-films, this 
oxidation-reduction potential is stipulated by a change of molecular-group charge state which 
arises due to self-redox activity of pyrrole residue and electrical charge transport along the 
chain of conjugated double bonds According to the Cole-Cole plot of the spectrum with WZ  in 
Fig. 2, MWCNTs, as LB-DTP-films, are redox self-active. Changing the charge state of 
valleys K(K') (Dirac points) of the graphene Brillouin zone in the momentum space is 
associated with the mass transfer that Kitaev-like chains with Majorana end states emerge. 
Meanwhile, the plasma oscillations of produced electron-hole pairs shield the electric field of 
charged electrodes. 
 The frequency dependences of electrical capacity for the two materials studied are  
shown in Fig. 4.  
 

 
Fig. 4. Frequency dependences of electrical capacity. 

(a) Fe-containing dithionylpyrrole LB-film: 
1) immediately after irradiation, 2) in two weeks after irradiation, 3) in three months after 

irradiation, 4) before irradiation; the duration of irradiation was 1 hour at / 0.03d L = . 
(b) MWCNTs decorated by nanocyclic complexes of Fe and Ce with dithionylpyrrole ligands. 

1) immediately after irradiation, 2) in 24 hours after irradiation, 3) in three weeks after 
irradiation, 4) in four months after irradiation, 5) before irradiation; the duration of irradiation 

was 3 hours at / 0.03d L =  
 

According to Bode capacity plots 1, 2, and 4 in Figure 4a for irradiated and non-
irradiated organometallic-compound LB-films, the dipole relaxation of radiation-vacancy 
clusters is observed simultaneously with increasing the shielding degree two weeks after the 

a) b) 
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irradiation by the weak gamma-ray fluence from IRS 137Ce at / 0.03d L = . The sharp increase 
of shielding degree indicates that the number of free charge carriers enlarges extremely. Since 
the electron-hole pairs are charge carriers in graphene and graphene-like materials, the 
increase in the free charge carrier's density indicates the localization of holes or electrons 
from electron-hole pairs after irradiation. The incoming particles can collide with electrons 
only. Since the carbon atoms are knocked out, the holes (vacancies), localized in the Dirac 
points, remain. The charge density of vacancy ensemble has the form of atom-like density of 
localized holes surrounded by delocalized electron density. The dipole relaxation of these 
individual radiation-vacancy ensembles disappears for a long enough time about three months 
according to the comparison of dielectric spectra 2 and 3 in Fig. 4a. Emerging only two weeks 
later after the irradiation, the individual atom-like vacancy arrays indicate a decay of very 
large cluster of radiation vacancies into the small atom-like arrays (artificial atoms) in 
graphene-like monolayer plane during self-repairing processes.  
 We submit the following mechanism of emerging clusters of radiation vacancies. Since 
the gamma rays created by IRS possess high energy, the atom-like ensembles of radiation 
vacancies are produced in the excited state with non-occupied both valence and internal 
orbitals. Due to overlapping the external orbitals of such artificial atoms in an excited state, 
there arise large clusters of radiation vacancies. Hydrate complexes of atom-like structures 
formed by vacancies are appeared due to the transition of the latter into the ground state after 
two weeks, as it follows when the Bode plots 1 and 2, Fig. 4a, are compared. This is evidence 
that the external orbitals in the ground state are not overlapped. The decay of large radiation 
clusters into the separate artificial atoms (electrically confined quantum dots) is testified by 
the corresponding resonance at a frequency of 280 kHz for the metal-containing LB-film. The 
lifetime of an individual quantum dot is very large so the dots exist for one or two months.  
 Mobile interstitial carbon atoms, being near a monolayer plane, can form chemical 
cross-links with hydrocarbon alkyl chains. From the frequency dependencies 3 and 4, Fig. 4a, 
it follows that after the decay of the artificial atoms the sensor electric capacity of metal-
containing dithionylpyrrole LB-films only slightly increases. The weak increase is stipulated 
by destroying the double-bound chains by the cross-links with near-lying alkyl hydrocarbon 
chains leads to an attenuation of the shielding effect.  
 The mechanism of MWCNT radiation resistivity is similar to that of metal-containing 
dithionylpyrrole LB-film. The dielectric spectra of irradiated and non-irradiated LB-films of 
MWCNTs decorated by nanocyclic complexes of Ce and octahedral high-spin Fe are 
presented in Fig. 4b. According to Bode plot 3, the dipole relaxation of hydrated atom-like 
clusters of radiation vacancies occurs at higher frequencies (about 1320 kHz) than in the 
dithionylpyrrole films. This is due to the restriction of the artificial atom size by the CNT 
diameter value. According to the Bode plots 1-4, Fig. 4b, the decay of excited radiation-
induced artificial-atom aggregates occurs three weeks after irradiation, while the restoration 
of electrophysical properties of MWCNTs occurs in three months after the irradiation when 
quasi-stationary artificial atoms disappear. The shift of the maximum in frequency 
dependence 1, Fig. 4b, towards low frequencies is registered immediately after irradiation too. 
This shift indicates the formation of atom-like clusters of vacancies under the action of 
gamma-rays in the metal-containing dithionylpyrrole LB-monolayers decorating MWCNTs. 
Decreasing the electric capacity of non-irradiated MWCNTs from 85.2 to 18.5 pF is 
registered immediately after three-hour irradiation. Accordingly, the intensity increase in the 
Bode plot 1 in respect of plot 5 in Fig. 4b testifies to the high shielding efficiency of 
MWCNTs-network and, accordingly, its high electric conductivity. It signifies that in the 
addition to the radiation-resistivity mechanism for metal-containing dithionylpyrrole LB-film 
there are cross-connections between graphene monolayers of MWCNT and interstitial 
knocked-out carbon atoms through chemical bonds into a high-shielding network.  
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 The shielding effect of the LB-films is revealed also as the intensity change of Compton 
scattering (see Fig. 3). Compare the single Dirac continuum in the detector spectrum in the 
presence of the absorber and without it. We observe a growth of the number of photons at the 
scattering angle θ = π. In accord with the Klein-Nishina formula [6], the number of photons 
scattered at θ = π grow with decreasing their energy [7]. Thus, as the quasi-relativistic 
graphene model predicts, the experimental study fulfilled discovered the existence of the 
Compton effect at irradiation of the graphene-like material.  
 
6. Conclusions  
Scattering the 661.7-keV gamma-rays in MWCNTs create pairs of topologically nontrivial 
radiation defects and antidefects. We assume that these high-energy graphene pairs of 
scattering centers are pseudo-Majorana vortical and antivortical fermions. Annihilating and 
scattering on carbon electron density, the pseudo-Majorana quasi-particles avalanche-likely 
produce electron-hole configurations of graphene charge density.  
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Abstract. Investigations of the mechanical, properties of unirradiated and irradiated 
plexiglass of various types have been carried out when tested for the flat straight bend. 
Exposure to temperature and radiation significantly affects the properties of the material.  
As a result of the research, the dependences of deformation on stress, length, and width  
of the specimens were obtained. The experimental curves are satisfactorily described by a 
linear model. 
Keywords: bend, deformation, mechanical properties, plexiglass, radiation, stress 
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1. Introduction 
Thermoplastic materials are now widely used by both the academic research community and 
industrial sectors due to their good physical, mechanical, thermal, and optical characteristics 
[1-3]. Polymer materials have several advantages over traditional products. For example, they 
have excellent dielectric properties, ease of use, lightness, and simplicity of manufacturing 
methods. Among other things, polymers have improved thermal and mechanical properties. 
The automotive industry has recently been focusing on polymer-based composites instead of 
conventional steel products. They have high rigidity and a large pressure rate than metals, the 
strength of which additionally depends also on the geometry and shape [4,5]. Polyethylene, 
polyimide, polyethylene terephthalate, polytetrafluoroethylene, polymethylmetacrylate 
(plexiglass), epoxy resin, etc. are used in laboratory research as well-known homogeneous 
model materials for experiments. In particular, they are employed in systems whose 
mechanical properties are critical to aircraft designers and engineers [6]. These materials also 
find application as candidate ones, where loading with a high deformation rate is likely in 
many structures [7]. The mechanical properties of composites can change at high strain rates 
and after irradiation with high–energy particles [8-10]. Such materials will also vary their 
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properties with an increase in load. This makes it obligatory to take into account changes in 
the design and operation of structures operating in harsh conditions [11,12]. There are very 
few studies on the effects of temperature, irradiation, and mechanical load on polymer 
properties when tested in tension, compression, shear, bending and etc. This work is devoted 
to the comprehensive study of various types of unirradiated and irradiated plexiglass when 
tested for a flat straight bend. 
 
2. Research methods  
Two types of smooth and corrugated plexiglass (pyramids and stripes) were taken as the 
materials under study. Specimens of smooth plexiglass had thickness (h) of 1 mm and a 
width (b) of 5 and 10 mm and different working lengths (L) – 20, 30, 40, 50, 60, and 70 mm. 
For corrugated specimens, plexiglass thickness was 3 mm in the corrugations of the convex 
portion, the width – 5 mm, and length – 40 mm. The experiment was carried out at 
temperature of 20, 25, and 50°С. The relative humidity of the room was 50 %. Electron 
irradiation of corrugated plexiglass samples was carried out on an ELA-6 linear accelerator 
with an energy of 2 MeV in air. The radiation dose was 100 kGy. The thickness of the 
specimens was measured along the entire perimeter with a micrometer. 

The experiments were carried out on a testing machine providing a uniform velocity  
v = 0.4 mm/s of the relative movement of the loading tip and supports, allowing 
measurements of the load with an error of ± 1%, and the deflection with an error of ± 2%. The 
impact took place at a constant rate. The specimens were loaded with one concentrated force 
applied in the middle of the specimen between the supports [13,14]. 

BI (bursting installation)-50 tensile testing machine was used for bending tests under 
various load conditions. It is the setup consisting of a loading device, a control panel, and rods 
connecting the loading device with a control panel. On the bottom of the device were a force 
sensor, a temperature chamber, and various supports. The test was carried out at an AC 
frequency of 9 Hz. Changing the frequency helps to control the speed of the loading 
crosshead of the installation. 
 
3. Results and discussion 
The dependences of deformation on stress, obtained for testing samples of smooth plexiglass 
of various sizes under flat straight bend, are shown in Figures 1 and 2. The figured points 
present the experimental results, and the lines display the calculation data. The physical and 
mechanical properties are displayed as functions ε (σ), because the dependence of σ on ε is 
incorrect, since σ is an argument, and ε is a function. 
 Figures 1 and 2 show that the dependence of deformation on stress is adequately 
described by a linear model for all sizes. Moreover, the maximum deformation of the 
specimens, depending on the sample length and the stress, varies in the range of 35 - 60%. 
 Figure 3 demonstrates the dependence of deformation on stress for unirradiated and 
irradiated specimens of corrugated plexiglass, in which plane bending occurs with and 
without taking into account the horizontal component (Fig. 3 a and b). 

According to the results, when the stress increases, the relative elongation of the 
corrugated plexiglass specimens (both unirradiated and irradiated) grows by virtue of linear 
law. Furthermore, the striped-corrugated material has greater strength and a relative 
elongation than the pyramid-corrugated material. It can be seen that smooth plexiglass by 
mechanical properties is much better than corrugated (Figs. 1-4). Moreover, its strength 
properties are more than 5 times higher than those of corrugated plexiglass. After exposure to 
a dose of 100 kGy, the corrugated plexiglass specimens lose their plasticity by 20 and 40 % 
respectively compared to the unirradiated materials. The changes in the strength of materials 
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after irradiation are insignificant. Visual analysis displays that the light transmittance 
(transparency) declines, while the specimens are painted brown. 
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Fig. 1. Dependence of strain on stress for unirradiated specimens of smooth plexiglass 5 mm 
wide and different lengths at 20°C (room) temperature 
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Fig. 2. Dependence of strain on stress for unirradiated specimens of smooth plexiglass 10 mm 

wide and different lengths at 20°C (room) temperature 
 
The experimental data are described with good precision by a linear model, for both 

smooth and corrugated plexiglass of two types [15] 
kε σ= , 

where k is the slope tangent. For unirradiated striped-corrugated glass k=0.14 and for 
pyramid-corrugated glass 0.2%/MPa. For irradiated materials k=0.1 and 0,13%/MPa, 
respectively. Figure shows that k ranges in the interval from 0.2 to 1.2%/MPa. In addition, it 
is the coefficient that is inverse to the modulus of elasticity, that is k=1/E. 

Figure 4 illustrates the relationships between strain and stress for the plexiglass (PMMA) 
specimens 5 and 10 mm wide at a temperature of 25ºС. It can be seen that the curves are 
consistent with linear model calculations. As the width of the specimens rises, the 
deformation reduces. Strength characteristics also undergo considerable changes. 
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figured points – experiment; lines – calculation 

Fig. 3. Dependence of strain on stress for unirradiated (1, 2) and electron irradiated (3, 4) 
specimens of striped – corrugated (a) and pyramid – corrugated (b) plexiglass, with plane 

bending, the horizontal component is taken into account (squares and asterisks) and without 
taking into account (points and triangles) 
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Fig. 4. Dependence of deformation on stress for the plexiglass smooth specimens of 5 mm 
wide (left) and 10 mm (right) for bending at a temperature of 25ºC 

 
Figure 5 presents the dependence of deformation on stress for the plexiglass smooth 

specimens 5 and 10 mm wide in a temperature heating chamber. The device maintained a 
constant temperature of 50°C. With a further increase in temperature, the specimens begin to 
bend without load, which makes analyzing the material behavior difficult. It can be seen from 
the figures that a long sample has a greater deflection (regardless of the temperature) than a 
short one and breaks at a lower value of mechanical stress. With increasing the temperature, 
in the range of 20-50 degrees, the deformation increases by 20% for all the sizes of the 
material, and the strength characteristics deteriorate by 10-30%. 
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Fig. 5. Dependence of deformation on stress for the plexiglass smooth specimens of 5 mm 
wide (left) and 10 mm (right) for bending at a temperature of 50°C 

 
4. Conclusions 

1. The experiments on the dependence of deformation on stress during flat straight 
bending testing of unirradiated and irradiated plexiglass specimens of various types in a 
temperature chamber have been carried out. It was found that the maximum deformation of 
specimens of different sizes varies in the range of 50-60%, depending on the stress, length, 
and width of the material. 

2. It has been established that electron irradiation leads to a noticeable change in the 
deformation-strength characteristics of the material, manifested in a decrease in plasticity. 
The relative elongation of striped plexiglass after irradiation changes by 20%, and that of 
pyramidal – by 40%. At the same time, there is practically no change in strength. 

3. With an increase in the temperature of the test specimen in the range of 20-50 degrees, 
an increase in deformation characteristics by 20% is observed for all sizes of the material, and 
the strength characteristics deteriorate by 10-30%. 

4. The obtained curves of the dependence of ε on σ are satisfactorily described within the 
framework of a linear model. 
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Abstract. To simulate the fragmentation of grains in cold deformed polycrystals,  
the underlying heterogeneity of crystal slip patterns should be quantified. Although it is 
understood that such patterns split owing to both the grain interaction and tendency to weaken 
the local strain hardening, properly justified numerical models for the considered effect  
are still wanted. This paper briefly surveys relevant extensions of rate-independent Taylor's 
theory and currently popular rate-sensitive formulations coupled with finite element 
modeling. Then, to exclude the limitations of such efforts, a novel rate-independent model is 
formulated that accommodates macroscopic deformation by the interfacial skeleton  
while suggesting specific slip patterns to keep the local strain compatibility across  
any grain boundary facet. Based on this approach, the fragmentation onset at grain  
junctions is predicted, and refinements of the model which should extend it to grain  
interiors are discussed.  
Keywords: crystal fragmentation, dislocation boundary, plasticity, slip pattern, strain rate  
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1. Introduction  
As shown by Rybin [1], the fragmentation of constitutive crystals into structural units 
separated by high-angle boundaries is a general regularity in polycrystals cold deformed to 
high strain degrees. Eventually detected on various metals [2-5], this effect attracts great 
attention because resulting ultrafine-grained structures provide extraordinary mechanical 
properties [4]. It is worth noting that piecewise uniform models extending the original 
Taylor's theory [6] still provide satisfactory predictions of the overall polycrystal texture even 
though they neglect the influence of the local orientation splitting [7]. Evidently, similar 
models average out related errors present on the grain scale; however, this simplification 
becomes irrelevant when the local grain fragmentation as such is considered.  

It has been understood that the slip pattern and hence lattice orientation in deformed 
grains can split for two main reasons. First, this is the grain interaction effect indicated by 
TEM data [1] on triple grain junctions where deformation-induced dislocation boundaries 
nucleate and often branch toward grain boundaries. Similar behavior is also observed in the 
deformation of macroscopic tri-crystals [8]. A simplified 2D model [9] ascribes such events to 
the interaction of a primary slip system with various boundary facets that activates specific 
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secondary systems. Another reason for the considered splitting is that simultaneous activity of 
many slip systems in the same local domain would significantly increase the strain hardening 
and, accordingly, the plastic work. Meanwhile, unlike the uniform flow by five slip systems 
of any crystal [6], it is possible to accommodate the given strain rate by a set of simpler slip 
patterns operating in its fragments [2,10]. Such a concept is supported by the prevailing 
dependence of slip patterns in constitutive grains on their own orientations [11], as well as by 
heterogeneity of orientation and plastic shearing in deformed single crystals [12,13] free of 
the grain interaction. A tendency to weaken the local hardening is also manifested by the 
single slip in shear microbands [14] and plastic accommodation of martensite laths splitting 
into partial simple shears of their constituents [15,16].   

The present paper briefly surveys the potentiality of various models for crystal plasticity 
from the standpoint of fragmentation. A crucial issue, in this case, is that slip patterns of 
adjacent crystal domains determining their emerging disorientation should be selected 
uniquely. Unambiguity of slip patterns on the grain scale is conventionally ensured by the 
rate-sensitive plasticity [17] admitting in any crystal activity of all its slip systems. However, 
let alone computational difficulties due to the weak rate sensitivity in cold deformation, such 
an approach does not comply with actual patterns of neighboring fragments, each involving 
only a few slip systems. To select the latter, a rate-independent model is formulated in terms 
of the deformed interfacial skeleton that keeps local strain compatibility across grain 
boundaries. It properly predicts the crystal fragmentation onset at triple grain junctions, and 
further refinements are discussed which should extend the model to the orientation splitting 
into grain interiors.  
 
2. Taylor-Bishop-Hill theory 
Current rate-independent models of plastically deformed polycrystals are based on the 
classical formulation by Taylor [6] while refining the latter in a way to allow for the grain 
interaction and to select crystal slip patterns. Although such models ignore the fragmentation 
effect, it is advisable to recollect some of their terms and relationships applicable to local in-
grain domains. According to [6], the arbitrary plastic strain rate 𝑫𝑫𝑔𝑔 of any grain is 
accommodated by five slip systems: 
𝑫𝑫𝑔𝑔 =  � 𝛾𝛾�̇�𝑘(𝒃𝒃𝑘𝑘⊗𝒏𝒏𝑘𝑘 + 𝒏𝒏𝑘𝑘⊗𝒃𝒃𝑘𝑘)/25

𝑘𝑘=1 , (1) 
where 𝛾𝛾�̇�𝑘 are the related shear rates, 𝒃𝒃𝑘𝑘 and 𝒏𝒏𝑘𝑘  are the shear directions and unit normal 
vectors to slip planes, respectively; ⊗ means the tensor product. The corresponding tensor of 
plastic rotation rate with respect to the invariant crystal lattice is  
𝑾𝑾𝑔𝑔 = � 𝛾𝛾�̇�𝑘(𝒏𝒏𝑘𝑘⊗𝒃𝒃𝑘𝑘 − 𝒃𝒃𝑘𝑘⊗𝒏𝒏𝑘𝑘)5

𝑘𝑘=1 /2. (2) 
Thus, if the total material spin 𝑾𝑾𝑔𝑔

(𝑇𝑇) of the grain is given, the lattice rotation rate  
is expressed by 
𝑾𝑾𝑔𝑔

(𝐿𝐿) = 𝑾𝑾𝑔𝑔
(𝑇𝑇) −𝑾𝑾𝑔𝑔. (3) 

To treat the grain interaction in the simplest way, it has been presumed that  
(a) 𝑫𝑫𝑔𝑔 = 𝑫𝑫, (b) 𝑾𝑾𝑔𝑔

(𝑇𝑇) = 0, (4) 
where D is the deviator part of macroscopic strain rate; however, these presumptions can be 
refined while saving general Eqs. (1) to (3). A challenging problem in the considered 
approach is that five active slip systems are selected from a greater number of candidates  
as, for instance, twelve in FCC crystals. Accordingly, an enormous multiplicity of C125  
selection variants should be checked. Moreover, although only combinations with the least 
amount of shear rates  
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� |𝛾𝛾𝑘𝑘̇ |5
𝑘𝑘=1 = 𝑚𝑚𝑚𝑚𝑚𝑚 (5) 

is admitted among them, the result remains non-unique and necessitates a random choice.  
 Corresponding to a certain shear resistance in all slip systems, Eq. (5) suggests the least 
plastic work on deformed grains and, as shown by Bishop and Hill [18], enables the model 
refinement in terms of the crystal yield surface. Facets of the latter correspond to the critical 
magnitude (CRSS) s of the resolved shear stresses (RSS)  
 𝜏𝜏𝑖𝑖 = 𝜎𝜎𝑔𝑔: (𝒏𝒏𝑖𝑖⊗𝒃𝒃𝑖𝑖) (6) 
in potential slip systems, where 𝜎𝜎𝑔𝑔 is the crystal stress tensor, and colon means the double 
scalar product. Thus, in the case of FCC lattice i=1, 2, …, 12 should be considered with Eq. 
(6). In this case, arbitrary 𝑫𝑫𝑔𝑔  involves five slip systems from six or eight ones forming an 
apex of the crystal yield surface depending on the crystal orientation. As compared to Taylor's 
model, this diminishes the above-mentioned multiplicity to C65 = 6 or C85 = 56, respectively, 
although the previous non-uniqueness of the admitted selections is retained.  

A principal origin of the considered ambiguity in the Tailor-Bishop-Hill (TBH) theory 
is Eq. (4a) which roughly extends an essentially local strain compatibility condition [19] to 
the interaction of whole finite crystals. The inaccuracy of this simplification is also evident in 
terms of the stress balance requirement. Indeed, contrary to the latter, any grain stress derived 
at a given 𝑫𝑫𝑔𝑔 from the crystal orientation does not depend on stresses in neighboring grains. 
A natural way to improve the model in accordance with experimental data on cold deformed 
polycrystals is to allow for in-grain heterogeneity of plastic shearing. However, as considered 
in the next section, some approaches still provide a unique slip pattern while keeping 
uniformity of the crystal strain rate.  
  
3. Unique selection of uniform slip pattern 
To save the uniqueness of crystal slip patterns, different ways are used. The most popular one 
admits simultaneous activity of all potential slip systems depending on related RSS and thus 
avoids the selection multiplicity. Another approach refines constraint (5) excluding inactive 
slip systems in rate-independent models. We will consider below specific advantages and 
drawbacks of such expedients in application to crystal orientation splitting. A common 
complication of them is the cumbersome treatment of hardening in all (k=1, 2, …, N) slip 
systems. The general expression for time derivatives of related CRSS [20] is 
𝑠𝑠�̇�𝑘 = ∑ ℎ𝑘𝑘𝑘𝑘|𝛾𝛾�̇�𝑘|𝑁𝑁

𝑘𝑘=1 ,  (7)  
where 𝑚𝑚 = 𝑘𝑘 and 𝑚𝑚 ≠ 𝑘𝑘 are due to the self-hardening and latent hardening, respectively. Let 
alone a great number 𝑁𝑁2of ℎ𝑘𝑘𝑘𝑘, none of these coefficients is determined independently; 
instead, the whole set of them is fitted to the macroscopic stress-strain diagram that is hardly 
relevant to specific slip patterns of local in-grain fragments.  

Rate-sensitive models. Following [17], the shear rate in whatever slip system number k 
is expressed by 
𝛾𝛾�̇�𝑘 = 𝛾𝛾�̇�𝑜|𝜏𝜏𝑘𝑘/𝑠𝑠𝑘𝑘|1/𝑚𝑚𝑠𝑠𝑚𝑚𝑠𝑠𝑚𝑚(𝜏𝜏𝑘𝑘), (8) 
where 𝜏𝜏𝑘𝑘 is its RSS, while m and  𝛾𝛾𝑜𝑜 ̇  are the rate sensitivity exponent and the reference strain 
rate, respectively. Suggesting activity of all slip systems in a stressed crystal, this expression 
provides its unique slip pattern. Moreover, since non-diagonal components (latent hardening) 
in matrix ℎ𝑘𝑘𝑘𝑘 are generally higher [21], they weaken essentially formal contributions of 
systems with low RSS to the crystal strain and reorientation. Combined with the finite 
element method (FEM), this approach enables the modeling of heterogeneous plastic shearing 
in individual grains [13,22-24] while properly allowing for their interaction. At the same time, 
there are significant limitations as follows. 
 Eq. (8) is hard to apply in the case of cold deformation when m approaches zero [21]; 
this complicates the modeling on both the grain and in-grain scales. Computational expenses 
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become enormous when the latter is treated in 3D by the crystal plasticity FEM. Indeed, an 
actual polyhedral grain has about 20 facets separating it from its next neighbors which should 
be allowed for to simulate the grain interaction. Furthermore, since typical fragments have 
submicron to micron dimensions [1-5], respective models should subdivide each grain or a 
more representative cluster into at least 105 finite elements. Hence, to utilize the potentiality 
of the considered approach, it would be highly desirable to decompose the modeling into 
separate constitutive crystals with properly predetermined boundary conditions.  

Rate-independent selection. According to Anand [21], the unique slip pattern of a 
single crystal subject to a given strain rate can be derived from the consistency condition 
𝑠𝑠�̇�𝑘 = |𝜏𝜏𝑘𝑘|̇  (9) 
between time derivatives of CRSS, which change during the strain hardening, and those of 
respective RSS magnitudes, which follow both the variation of deforming stress and gradual 
reorientation of the crystal. Among virtual selections satisfying Eq. (9), the unique pattern 
found by a special algebraic approach suggests the least quadric norm of shear rates:   
� 𝛾𝛾�̇�𝑘2

N
𝑘𝑘=1 = 𝑚𝑚𝑚𝑚𝑚𝑚, (10) 

where the contributions of inactive slip systems are zero. Accordingly, the substitution of the 
latter norm for Eq. (5) could reduce the ambiguity of slip patterns in Taylor's theory. 
Although the physical sense of Eq. (10) wants clarification, the considered rate-independent 
model, as well as its modifications [25,26] can be used to avoid the slip pattern uncertainty in 
the piecewise-uniform approach to plastically deformed polycrystals. However, they still do 
not allow for crystal orientation splitting. 
 
4. Local strain compatibility across interfaces 
To refine the treatment of strain compatibility between grains, this constraint should be 
adjusted to each specific facet of a grain boundary. When applied to a planar interface with 
normal vector N, the general compatibility equation [19] comes to  
𝑯𝑯𝑁𝑁 = 𝑵𝑵 × (𝑫𝑫+ − 𝑫𝑫−) × 𝑵𝑵 = 𝟎𝟎, (11) 
where the strain rates 𝑫𝑫+ and 𝑫𝑫− are due to the adjacent domains indicated by N and (-N), 
respectively, and × means the vector product. According to Kröner [27], any plastic 
incompatibility 𝑯𝑯𝑁𝑁 ≠ 𝟎𝟎 is accommodated by an elastic strain field; in other words, the related 
boundary area becomes a two-dimensional source of internal stresses. Excluding the latter, 
Eq. (11) suggests equal planar projections of 𝑫𝑫+ and 𝑫𝑫− i.e. similar strain rates of the 
boundary sides. This requirement applies to whichever inelastic strains. For instance [28], a 
collective effect of the lattice transformation and accommodative plastic shears in emerging 
martensite crystals is presumed to keep "invariant plane strains" for their habits. It is worth 
noting that a planar symmetric strain has only three independent components so that several 
components of tensor 𝑫𝑫+ − 𝑫𝑫− do not affect the interfacial strain compatibility. Accordingly, 
the "relaxed constraint" of heavily flattened grains [29] enables their simplified slip patterns. 
 Along with the local influence of the grain interaction tractable by Eq. (11), another 
special constraint should be employed to accommodate the given macroscopic deformation of 
a polycrystal. As considered in the next section, simultaneous allowance for the two issues is 
provided by cluster models. Besides, to avoid their limitations and facilitate the modeling, a 
novel approach to the same problem will be introduced in Section 7. 
 
5. Cluster models 
Complying with Eq. (11), the simplest cluster model called LAMEL [30] accommodates 
macroscopic strain rate by any couple of plate-like grains separated by a boundary parallel to 
a rolling plane. To simulate the overall polycrystal texture at high degrees of thickness 
reduction, this rate-independent model treats one by one various virtual bicrystals whose 
orientation statistics correspond to the given initial texture. Unlike ten active slip systems in 
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each couple according to Taylor's model, the partitioning of the imposed strain rate reduces 
their number to eight. Moreover, opposite shear rates of the two halves along the boundary, 
admitted by the interfacial compatibility, are selected to minimize the number of shear rates in 
the considered systems. The model has been eventually extended to admit various orientations 
of the planar interfaces [31] which gradually change their fractions following the grain shape. 
A more general approach of this sort [32] can involve the cluster whatever presumed number 
of constitutive grains. 
 As previously mentioned, statistical characteristics of the overall texture may implicitly 
allow for the in-grain orientation heterogeneity. Thus, a question appears of whether slip 
patterns splitting on the in-grain scale can be directly revealed in terms of the cluster concept. 
Such an effort [33] motivating the extension [31] of LAMEL model has been applied to thin 
bicrystals at the grain boundary facets, while a remaining part of the grain has been treated in 
terms of Taylor's model. As expected, the local slip patterns and resulting lattice orientations 
within the same crystal sharply split near triple junction lines. However, this interesting work 
still does not find any development because of some challenging issues. First, there is no 
rigorous criterion to select the thickness of the plate-like fragments. Second, it is not at all 
evident that their thin couples follow macroscopic strain rate. The latter issue gains in 
significance since the related disorientation strongly depends on the local distribution of 
plastic shearing. Finally, yet importantly, it is unclear how to extend this model to the 
eventual fragmentation of grain interiors.   
 
6. Successive selection of active slip systems 
It has been understood long ago [9,34] that the multi-slip gradually develops in disoriented 
constitutive crystals owing to their mutual plastic accommodation. There are two important 
aspects of this concept concerning crystal fragmentation. First, the local interaction of grains 
across their boundaries suggests a particular slip pattern at any interfacial facet; as considered 
in Section 7, such patterns trigger the orientation splitting near grain junctions. Second, each 
next slip system of a crystal is activated because of the strain mismatch and related reactive 
stress accumulated during the activity of the previous (incomplete) selection. We will make 
use of the successive activation events to quicken the selection of the final pattern. The 
algorithm does not follow the process in time; however, the whole sequence of its steps is 
explicitly reflected. As shown in the next section, simple combinations (N<5) of slip systems 
sought at the respective steps are relevant to local fragments near grain boundaries. 
Meanwhile, to better understand the formal grounds of this approach, it is reasonable to 
consider first a uniformly deformed crystal. For a case study, under consideration is the 
macroscopic strain rate tensor     

𝑫𝑫 = 𝐷𝐷 �
1 0 0
0 −1 0
0 0 0

� (12) 

roughly corresponding to the rolling. Axes of related Cartesian system XYZ are parallel to the 
rolling, normal, and transversal directions, respectively. Table 1 numbers treated slip systems 
{111}〈110〉 of the FCC lattice.  

Any local orientation is expressed by the rotation matrix R matching XYZ to the 
considered crystal domain; this matrix is derived as elsewhere from local crystallographic 
indices of the rolling plane (ND) and direction [RD]. Accordingly, normalized Burgers 
vectors 𝒃𝒃𝑖𝑖 and normal vectors 𝒏𝒏𝑖𝑖 to slip planes (𝑚𝑚 = 1, 2, … , 12) are determined in terms of 
their reference counterparts corresponding to Table 1: 
𝒃𝒃𝑖𝑖 = 𝑹𝑹𝒃𝒃𝑖𝑖

(𝑜𝑜), 𝒏𝒏𝑖𝑖 = 𝑹𝑹𝒏𝒏𝑖𝑖(𝑜𝑜). (13) 
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The active slip systems are successively marked by subscripts 𝑘𝑘 = 1 ÷ 5 which may 
differ from related numbers the table. Each of them is specified by the symmetric strain 
direction tensor  
𝒅𝒅𝑘𝑘 =  (𝒃𝒃𝑘𝑘⊗𝒏𝒏𝑘𝑘 + 𝒏𝒏𝑘𝑘⊗𝒃𝒃𝑘𝑘)/2, (14) 
and the selection procedure makes use of Taylor's approximation (Eq. (4a) for the strain 
compatibility. 
 
Table 1. Employed numeration of slip systems in FCC lattice 

Number 1 2 3 4 5 6 7 8 9 10 11 12 

Slip plane 

( 1
11

)  

( 1
11

)  

( 1
11

)  

( 1�
11

)  

( 1�
11

)  

( 1�
11

)  

( 1
1� 1

)  

( 1
1� 1

)  

( 1
1� 1

)  

( 1
11�

)  

( 1
11�

)  

( 1
11�

)  

Slip direction 

[ 0
11�

]  

[ 1
01�

]  

[ 1
1� 0

]  

[ 1
01

]  

[ 1
10

]  

[ 0
11�

]  

[ 0
11

]  

[ 1
10

]  

[ 1
01�

]  

[ 0
11

]  

[ 1
01

]  

[ 1
1� 0

]  

 
The first active system is selected to provide the maximum contribution to D i.e. 

|𝒅𝒅1:𝑫𝑫| = 𝑚𝑚𝑚𝑚𝑚𝑚��𝒅𝒅(𝑖𝑖):𝑫𝑫��, (15) 
where superscript (i) the strain direction tensors of trial slip systems according to Table 1. In 
the case of several admitted variants, a random choice should be made, and the same rule 
remains valid at other steps (𝑘𝑘 > 1). The selection of slip patterns with the least deviation 
from D somewhat complicates the second to fourth steps. In algebraic terms, it suggests the 
maximum orthogonal projection of D on the linear space generated by the current set 
{𝒅𝒅1, … ,𝒅𝒅𝑘𝑘} of direction tensors. To satisfy this condition, the procedure is repeated as follows 
at 𝑘𝑘 = 2, 3 ,4 with the same 𝒑𝒑1 = 𝒅𝒅1. Orthogonal to 𝒅𝒅1, … ,𝒅𝒅𝑘𝑘−1, the virtual basic tensors 
𝒑𝒑𝑘𝑘∗ = 𝒅𝒅𝑘𝑘∗ − 𝒑𝒑1(𝒅𝒅𝑘𝑘∗ :𝒑𝒑1)/(𝒑𝒑1:𝒑𝒑1)−. . .−𝒑𝒑𝑘𝑘−1(𝒅𝒅𝑘𝑘∗ :𝒑𝒑𝑘𝑘−1)/(𝒑𝒑𝑘𝑘−1:𝒑𝒑𝑘𝑘−1)    (16) 
are determined first for all trial 𝒅𝒅𝑘𝑘∗ ; next, acceptable 𝒅𝒅𝑘𝑘, 𝒑𝒑𝑘𝑘  and respective 𝑫𝑫𝑘𝑘 are found to get  
𝑫𝑫𝑘𝑘:𝑫𝑫𝑘𝑘 = 𝑚𝑚𝑚𝑚𝑚𝑚{𝑫𝑫𝑘𝑘

∗ :𝑫𝑫𝑘𝑘
∗ } (17) 

where 
𝑫𝑫𝑘𝑘
∗ = 𝒑𝒑1(𝑫𝑫:𝒑𝒑1)/(𝒑𝒑1:𝒑𝒑1)+. . . +𝒑𝒑𝑘𝑘−1(𝑫𝑫:𝒑𝒑𝑘𝑘−1)/(𝒑𝒑𝑘𝑘−1:𝒑𝒑𝑘𝑘−1) + 𝒑𝒑𝑘𝑘∗ (𝑫𝑫:𝒑𝒑𝑘𝑘∗ )/(𝒑𝒑𝑘𝑘∗ :𝒑𝒑𝑘𝑘∗ ). (18) 

Since 𝒅𝒅𝑗𝑗:𝒑𝒑𝑚𝑚 = 0 at any 𝑗𝑗 < 𝑚𝑚, the partial shear rates  �̇�𝛾𝑚𝑚 (𝑚𝑚 = 1, 2, … ,𝑘𝑘) are simply 
expressed by  
�̇�𝛾𝑚𝑚 = (𝑫𝑫𝑚𝑚:𝒑𝒑𝑚𝑚)/(𝒅𝒅𝑚𝑚:𝒑𝒑𝑚𝑚). (19) 

To further weaken ambiguity at intermediate steps (2 ≤ 𝑘𝑘 ≤ 4), one more constraint 
is applied:   
𝛤𝛤𝑘𝑘 = |�̇�𝛾1|+. . . +|�̇�𝛾𝑘𝑘| = 𝑚𝑚𝑚𝑚𝑚𝑚. (20)   

To exclude at 𝑘𝑘 ≥ 3 the slip systems geometrically dependent on previously selected  
ones, each  
𝒅𝒅𝑘𝑘∗ = 𝒑𝒑1(𝒑𝒑1:𝒅𝒅𝑘𝑘∗ )/(𝒑𝒑1:𝒑𝒑1)+. . . +𝒑𝒑𝑘𝑘−1(𝒑𝒑𝑘𝑘−1:𝒅𝒅𝑘𝑘∗ )/(𝒑𝒑𝑘𝑘−1:𝒑𝒑𝑘𝑘−1)     (21) 
is rejected.  
 At the last step, D can be accommodated by whatever available set of five slip systems. 
Among such patterns, only those with the least shear amount are admitted according to 
Eq. (5). Figure 1 shows the sequential selections at orientations (ND)[RD] = (231�)[115] and 
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(ND)[RD] = (123)�365��. Note that some intermediate slip systems suggested by the least 
incompatibility criterion have been excluded because of additional requirements (20).  

According to Eq. (6), the rate-independent approach [6,18] suggests RSS in active slip 
systems 𝑚𝑚 = 1 ÷ 5  is equal to certain CRSS-s. Since the RSS depend only on the deviator 
𝜎𝜎′of the grain stress 𝜎𝜎𝑔𝑔, the former can be derived from  
𝜎𝜎′:𝒅𝒅𝑚𝑚 = 𝑠𝑠 (22)  
that comes to five simultaneous equations in five unknowns because 𝜎𝜎′33 = −𝜎𝜎′11 = 𝜎𝜎′22. As 
soon as 𝜎𝜎′ is found, RSS in all remaining slip systems (𝑚𝑚 ≠ 𝑚𝑚) is determined by substitution 
of 𝒅𝒅(𝑖𝑖) for 𝒅𝒅𝑚𝑚 and the sought τi for s in the same Eq. (22). In what follows, this enables the 
comparison of our algorithm with the Taylor-Bishop-Hill (TBH) theory. 
 

  
Fig. 1. Selection of active slip systems at crystal orientations (a) (ND)[RD] = (231�)[115] 

and (b) (ND)[RD] = (123)�365��. Dash arrows indicate systems rejected because of excessive 
amount of shear rates at related steps 

 
Table 2 represents numerical simulation results at orientation (ND)[RD] = (231�)[115]; 

for brevity's sake, they are shown only for one of the two slip patterns (Fig. 1a) coinciding 
with Taylor's selections which have the least sum �̇�𝛤 = 2.829 of shear rate magnitudes. In the 
second pattern slip system 7, previously potentially active (|𝜏𝜏|/𝑠𝑠 = 1 but 𝛾𝛾 = 0), substitutes 
active system 4. Although in this case �̇�𝛤 remains the same, the underlying set of partial shear 
rates changes. According to Table 2, |𝜏𝜏| reaches s in six slip systems whereas, as considered 
below, another crystal orientation suggests eight ones. These findings comply with a specific 
property of FCC crystals according to the TBH theory where any apex of the yield surface 
[18] involves six or eight slip systems depending on the lattice orientations. Besides,  
as previously noted in [35], RSS in all inactive (|𝜏𝜏| < 𝑠𝑠) slip systems of our crystals proved 
to vanish.   

 
Table 2. RSS and magnitudes of related shear rates at orientation (ND)[RD] = (231�)[115] 

Slip 
system 

Active* Potential Inactive 
1 2 8 4 5 7 3 6 9 10 11 12 

𝜏𝜏/𝑠𝑠  -1 -1 1 1 1 1 0 0 0 0 0 0 
|�̇�𝛾|/𝐷𝐷 0.872 1.134 0.674 0.086 0.062 0 0 0 0 0 0 0 

*In order of selection 
 

The simulation results shown in Table 3 are due to orientation (ND)[RD] = (123)�365�� 
that suggests the yield surface apex formed by eight slip systems (active and potentially 
active) with |𝜏𝜏|/𝜏𝜏𝑐𝑐 = 1. Unlike the previous C65 = 6, in this case, the TBH approach should 
check C85 = 56 sets of five slip systems. This is much more computationally expensive than 
our algorithm that compares steps 3 and 4 (Fig. 1b) with only 2 + 4 = 6 potential variants of 
incomplete (𝑘𝑘 < 5) slip patterns. Thus, as the constitutive grains of the polycrystal generally 
have comparable fractions of both orientation types, the sequential selection enables much 
quicker simulations of the texture development. Although the algorithm finds almost all slip 

166 A.A. Zisman, N.Yu. Ermakova



patterns of Taylor's type, the above-mentioned complex combinatorics some of them can be 
missed since they do not provide the least strain rate incompatibility in selection steps 2 to 4. 
For instance, the least 𝛤𝛤 = 4.199 given by each of the found selections (Fig. 1b) is also the 
case when slip system 3 in the considered set is substituted by system 9 although the latter is 
excluded by our algorithm for the above-mentioned reason. To assess the statistical 
significance of such cases, it is advisable to consider related polycrystal textures.  

 
Table 3. RSS and magnitudes of related shear rates at orientation (ND)[RD] = (123)�365�� 

Slip 
system 

Active* Potential Inactive 
8 5 2 3 4 9 11 12 1 6 7 10 

𝜏𝜏/𝑠𝑠 -1 -1 1 1 -1 -1 -1 -1 0 0 0 0 
|�̇�𝛾|/𝐷𝐷 2.030 0.770 0.630 0.700 0.070 0 0 0 0 0 0 0 

*In order of selection 
 

Both the TBH model and the present method have been applied with strain increments 
of 0.01 to predict the texture of an FCC polycrystal subject to the thickness reduction of 50% 
at D expressed by Eq. (12). A random distribution of 5000 crystal orientations was generated 
for the initial state, and the only difference between two approaches was in a way to select 
active slip systems of constitutive grains. Table 4 lists the resulting fractions of texture 
components calculated within angular deviations of 15° from the indicated orientations. As 
expected, the rare slip systems admitted in the TBH model, but excluded by our algorithm, 
affect the predicted results rather weakly. We do not display respective pole figures because it 
would be hardly possible to distinguish between them. Note that the likeness of these textures 
confirms the statistical similarity of related slip patterns even though at high strains each of 
the two approaches loses accuracy because the grain flattening is neglected. Limited to 
uniform crystals, the grain shape effect is tractable by extensions [29,30] of the original TBH 
theory; however, they are also unable to predict the fragmentation of plastically deformed 
crystals into disoriented parts. 

 
Table 4. Predicted fractions of rolling texture components (per cent) in a FCC polycrystal at 
50 % thickness reduction  

Texture 
component 

{110}
〈001〉 

{110}
〈112〉 

{211}
〈111〉 

{123}
〈634〉 

{100}
〈001〉 

Present model 4.3 9.5 20.4 34.5 1.6 
TBH model 4.0 9.4 20.0 33.8 1.6 

 
To sum up this section, the considered approach quickens the selection of active slip 

systems while its essentially geometrical formulation avoids the poorly justified treatment of 
CRSS variations in strain hardening as well as specific limitations of rate-sensitive models. 
Although Taylor's problem of slip pattern ambiguity still has been retained, on the local scale 
at grain boundaries it can be resolved as demonstrated in what follows. 
 
7. Model of deformed interfacial skeleton 
While maintaining the local strain compatibility across grain boundaries considered in 
Section 4, a polycrystal should accommodate macroscopic deformation. To satisfy these two 
requirements at once, we will make use of a simple approximation. It presumes that the 
interfacial skeleton follows a macroscopic strain rate whichever in-grain heterogeneities and 
projection of D onto any boundary facet is accommodated at both its sides to keep the 
interfacial compatibility. Since a symmetric planar strain has three independent components, 
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three slip systems in each of the two differently oriented crystalline domains will be sufficient 
to satisfy the latter condition.  

Specific details of the proposed scheme are available elsewhere [36]; briefly, the 
previous tensor terms and related procedures minimizing the strain rate incompatibility are 
projected on planar boundary facets. According to Fig. 2, a trial simulation has been 
implemented at the perfect (120ᵒ) junction of three grain boundaries parallel to axis Z. 
Normal vectors to the considered facets are 𝑵𝑵𝐼𝐼 = �−1/2,√3/2, 0� and 𝑵𝑵𝐼𝐼𝐼𝐼 = �1/2,√3/2, 0� 
while the crystal orientation is specified by (ND)[RD] = (123)�365��. Respective planar 
projections of the macroscopic strain rate D are denoted in Fig. 2 by SI and SII, and other terms 
correspond to local strain rates and underlying slip systems.  

 

 
Fig. 2. Scheme to derive local slip patterns near grain boundary facets 

 
Table 5 lists simulation results at D according to Eq. (12) for two adjacent domains of 

the same grain situated near the considered junction. 𝑫𝑫′ and 𝒘𝒘′ in this table are the local 
tensors of plastic strain rate and the vector of the plastic rotation rate, respectively; 
�̇�𝛾 represents the shear rates in operating slip systems. It should be underlined that each of the 
predicted slip patterns proved to be unique although the number C83 of potential variants was 
equal to C85

 in the case of Taylor's selection. Such a meaningful distinction is mostly due to 
one more constraint (orientation of a boundary plane) at the same strain rate and crystal 
orientation; besides, unlike five of Taylor's slip systems, the considered three suggest a lesser 
multiplicity of virtual selections.   

 
Table 5. Simulation results for two neighboring domains of same grain (Fig. 2)  

Domain I II 
Slip systems 1         2         9 5         9         11 

�̇�𝛾/𝐷𝐷 1.019 0.043 0.156 −0.735 −0.123 −0.733 

 
𝑫𝑫′/𝐷𝐷 �

0.211 0.455 0.099
0.455  −0.211  −0.171
0.099 −0.171 0

� �
0.243 −0.437 0.014
−0.437  −0.243  0.024
0.014 0.024 0

� 

𝒘𝒘′/𝐷𝐷 [0.072 −0.235 0.481] [0.192 −0.387 0.066] 
 

To make use of 𝑫𝑫′ and 𝒘𝒘′ found in the considered fragments, respective increments of 
plastic strain and rotation during a small thickness reduction 𝛥𝛥 expressed with Eq. (12) are 
kept in mind:  
𝜺𝜺 = 𝑫𝑫′𝛥𝛥/𝐷𝐷, 𝝎𝝎 = 𝒘𝒘′𝛥𝛥/𝐷𝐷. (23) 
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Given a plane (unit normal vector 𝑵𝑵′) for a virtual dislocation boundary separating these 
two fragments, the corresponding increment of their disorientation vector is evaluated 
according to [37]:  
𝜽𝜽′ = 𝑵𝑵′ × (𝜺𝜺𝐼𝐼𝐼𝐼 − 𝜺𝜺𝐼𝐼) ∙ 𝑵𝑵′ + 𝝎𝝎𝐼𝐼 − 𝝎𝝎𝐼𝐼𝐼𝐼 (24)   
where the dot indicates a scalar product. However, although a fresh boundary emerging near 
the grain junction may be revealed by means of electron microscopy; further refinements of 
the model are required to predict 𝑵𝑵′absent in Fig. 2.  

To roughly assess the likelihood of the found patterns (Table 5), the contribution 
of 𝝎𝝎𝐼𝐼 and 𝝎𝝎𝐼𝐼𝐼𝐼 to 𝜽𝜽′ has been calculated at 𝛥𝛥 = 0.1: 
𝜽𝜽𝜔𝜔′ = 2.6°[−0.262 0.332 0.906], (25) 
and its magnitude (angle) seems to be realistic for a dislocation boundary nucleating at the 
junction line. Next, a virtual boundary plane YZ (bisector of the lower grain in Fig. 2) has 
been presumed to assess the effect of plastic strain discontinuity. According to Eq. (24), it 
induces  
𝜽𝜽𝜀𝜀′ = 5.1°[0 0.095 −0.996] (26) 
whereas resulting disorientation vector  
𝜽𝜽′ = 𝜽𝜽𝜀𝜀′ + 𝜽𝜽𝜔𝜔′ = 3.1°[−0.220 0.434 −0.874] (27) 
still has a plausible magnitude. 

To sum up, this work based on the least strain incompatibility criterion, a quick 
algorithm is formulated to select one by one active slip systems of a deformed crystal. When 
tested on virtually uniform slip patterns of whole grains, this approach generally finds 
Taylor's slip patterns with the least shear amount. When applied to the local domains at grain 
boundaries, it quantifies the related in-grain heterogeneity of plastic shearing and thus enables 
simulations of the crystal fragmentation onset. 
 
8. Concluding remarks 
The main limitation of the considered approach focused on local slip patterns near grain 
boundaries is that it ignores the orientation splitting into grain interiors. In principle, the 
problem is tractable by the crystal plasticity FEM; however, representative clusters of 
subdivided grains conventionally treated by this method suggest an excessive computational 
cost. Meanwhile, the interfacial skeleton concept seems to admit the model decomposition 
into separate constitutive crystals. Although this challenging issue is beyond the scope of the 
present paper, some expedients deserve discussion as follows.  

Given CRSS s, the order tensor 𝑪𝑪−1of elastic compliance and grain boundary plane N 
prescribing a local slip pattern, the method of Lagrange multipliers enables the determination 
of related stress 𝝈𝝈𝑁𝑁. To this end, the density of elastic energy   
𝑒𝑒 = 𝝈𝝈𝑁𝑁:𝑪𝑪−1:𝝈𝝈𝑁𝑁/2                        (28) 
should be minimized at constraint equalities (𝑘𝑘 = 1, 2, 3) 
𝝈𝝈𝑁𝑁:𝒅𝒅𝑘𝑘 − 𝑠𝑠 = 0  (29) 
due to the active slip systems Then, to mimic the interaction of grain with surroundings, 
specific forces (stress vectors)   
𝒇𝒇𝑁𝑁 = 𝝈𝝈𝑁𝑁 ∙ 𝑵𝑵  (30) 
applied to its facets will provide boundary conditions enabling its individual modeling by the 
crystal plasticity FEM.   
 A remark should be made that these equations as well as the whole formulation are due 
to a fixed state of the deformed polycrystal whereas the fragmentation process develops over a 
rather wide strain range. Accordingly, the latter should be subdivided into small increments 
approximately keeping certain interfacial configurations, local crystal orientations, and 
respective slip patterns. It is easy to repeatedly upgrade grain shapes that follow macroscopic 
deformation; as to the lattice rotations accumulated in each increment at the fixed boundary 
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facets, they can be quantified as in the case of constrained martensite crystals described 
elsewhere [16]. 
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Abstract. The formation of deformation facets at high-angle grain boundaries during their 
interaction with lattice dislocation pile-ups is accompanied by the appearance of wedge 
disclination dipoles disposed on the plane of the facets. Their elastic energy increases as the 
dislocations of pile-up penetrate the grain boundary and the deformation facet lengthens. A 
possibility was considered for the relaxation of elastic energy of the disclination dipole and 
the pile-up stored in the vicinity of the facet. A concept of the least possible length of the 
crack in a crystalline solid was introduced, and an energetic criterion of its nucleation was 
suggested. An analysis of conditions for the crack nucleation in configuration space of 
considered system parameters – the total Burgers vector of pile-up, the strength of disclination 
dipoles, and the value of external load – has been carried out. 
Keywords: disclination, dislocation, dislocation pile-up, grain boundary, microcrack 
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1. Introduction 
It is generally accepted that high local stresses, which are assumed to initiate fracture, relate to 
inhomogeneous plastic deformation [1]. Indeed, the strain inhomogeneity occurring within a 
grain ensemble leads to the appearance of plastic incompatibility at grain boundaries in the 
form of orientation misfit dislocations (OMDs) [2]. Under conditions of their sufficiently 
uniform distribution over the facets of grain boundaries, the OMDs can be conveniently 
described in terms of "mesodefects". The latter are planar defects of shear and rotational  
type – the uniform continual distributions of tangential and normal components of OMD 
Burgers vector, respectively [3,4]. Linear rotational defects and junction disclinations are 
formed at junctions and ledges of grain boundaries [5]. The strength of mesodefects and the 
intensity of elastic stresses generated by them increase during plastic deformation. If their 
relaxation owing to plastic accommodation is hampered, the only possible way of relaxation 
is the appearance of a crack. Conditions of the nucleation and characteristics of stable cracks 
formed under stresses generated by the mesodefects, such as a wedge disclination, a dipole of 
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wedge disclinations, combined shear-rotational mesodefects, and more complex systems of 
mesodefects, have been considered in many studies [6-12].  
 Under low homological temperature conditions, plastic deformation is characterized by 
its strong localization within separate slip planes of lattice dislocations. This, in its turn, leads 
to the appearance of planar dislocation pile-ups near grain boundaries. Conditions for the 
crack nucleation in the head of the pile-up hampered by an impenetrable barrier were 
considered in the classical Stroh model [13,14]. At that, grain boundaries were usually 
assumed to be such barriers. In this framework, a pile-up composed of a few hundred of 
dislocations is needed for the crack nucleation, however, so great pile-ups were not observed 
by electron microscopy. Moreover, generally, the grain boundaries are not impenetrable 
barriers. So, relaxation of the hampered pile-up can occur by way of lattice shear passing 
across the grain boundary. Various aspects of the process were considered earlier [15-20]. It 
has been shown [20] that the process depends on the lattice shear geometry, grain boundary 
misorientation, and the distance between a dislocation source and the boundary. The 
dislocations passing across the grain boundary can create extended grain boundary facets 
containing the planar mesodefects of rotational type in the form of biaxial dipoles of wedge 
disclinations. In its turn, these defects can generate cracks. 
 The aim of the present research is an analysis of conditions for the crack nucleation in 
the vertex of the deformation facet; the latter being formed by the lattice shear passing across 
a high-angle grain boundary. 
 
2. Model description 
Consider a pile-up of dislocations with Burgers vector 1b , located in the first grain and 
pressed by the external load P=P n  (n  is the unit vector along an axis of loading) to the 
high-angle tilt boundary with the misorientation θ= zθ e , ( ze  is directed at the right angle to 
the drawing plane, Fig. 1). Suppose that slip planes of these dislocations are oriented so that 
the resolved shear stress is maximal, that is ( , ) / 4π∠ =1b n . For crossing the boundary, the 
dislocation of the first grain must dissociate into the dislocation of the second grains with 
Burgers vector 2b  and orientation misfit dislocations (OMD) with the residual Burgers vector 
∆b : = + ∆1 2b b b . Because of these reactions and subsequent runaway of the dislocation 2b  
into the second grain, the OMD appear, which are associated with a ledge of height 

cosl b θ∆ =  directed along the slip plane of dislocations of the first grain.  
As dislocations 2b  run away into the second grain, the pile-up is pressed by external 

stress to the grain boundary, and then the next dislocation crosses the boundary. Multiple 
repetitions of the process leads to the formation of the facet with the length of fl n l= ∆  (n is a 
number of dislocations gone away into the second grain) oriented along the slip plane of the 
first-grain dislocations. Resolving Burgers vector of OMDs ∆b  into the normal and 
tangential components relative to the facet plane, its defect content can be described as a 
superposition of two planar distributions of virtual dislocations. 

The first distribution can be represented as a continual uniform distribution of sessile 
dislocations. It will be considered next as a biaxial dipole of wedge disclinations with  
an arm coinciding with the facet length lf and strength dpw  equal to Burgers vector density  

of the sessile dislocations. Frank vector dw  of the disclinations constituting the dipole  
relates to dpw  as: 

2 1
2

( ) ( )
( ) = , ( ) = ,

|| || || ||
× − × −
− −

dp 1 2 dp
d 1 d

1 2 1 2

w r r w r r
w r w r

r r r r
 (1) 
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where ( )d 1w r and ( )d 2w r are the Frank vectors of the disclinations located in the points  
with radius-vectors r1 and r2, respectively. Taking into account that dpw=dp yw e , one can 
obtain tandpw θ= − . 

It is worth noting that the sign of the disclination located in the head of the pile-up 
depends on the orientation of the dislocation slip plane in the second grain. We consider the 
most preferred for crack nucleation case, when a negative disclination generating tensile stress 
field is located in the head of the pile-up, which corresponds to values 0θ <  (Fig. 1). 

 

 
 

Fig.1. Schematic representation of dislocation pile-up crossing grain boundary 
 

It is convenient for subsequent calculations to set parameters characterizing the system 
on every stage of the facet formation, namely, the total Burgers vector of dislocations in the 
pile-up ( ,0)B=B  and the facet length fl . Let us choose Cartesian coordinate system Oxyz 
and the corresponding orthonormal basis associated with the facet as shown in Fig. 1; the 
origin of coordinates is set in the center of the pile-up. Since the disclination dipole is located 
in the facet plane oriented along the dislocation slip plane of the first grain and, hence, does 
not interact with the dislocations of the pile-up, the length of the pile-up L and the Burgers-
vector-density distribution ( )xρ  are determined by the expressions [21]: 

1

1

2(1 ) 2, ( ) ,
(1 ) 2

GB v L xL x
v G L x

τρ
π τ

− +
= =

− −
 (2) 

where 1 ( )Pτ = ⋅ ⊗ ⋅y xe n n e  is the shear stress in the slip plane of dislocations 1b , G  and v  

are the shear modulus and Poisson coefficient, respectively. A drag force ( )dpf  acts from the 
disclination dipole on the dislocation going into the second grain. A value of the force 
increases as the dislocations cross the grain boundary and the facet lengthens. When the facet 
length reaches a certain value ( )dp

fl , this force balances the total force acting on the dislocation 

going into the second grain from the external stress ( )extf and the dislocation pile-up ( )pf . As 
a result, the process of a grain boundary crossing by the dislocations stops. A criterion for the 
stop of the facet lengthening can be written in the form: 

( )( ) ( ) ( )

,
min ( , ) ( , ) 0p ext dp

x y
f x y f f x y+ + = . (3) 

Let n2 be the unit vector of the normal to the dislocation slip plane in the second grain. 
Thus, the forces acting on the going off dislocation: 
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where ( ', )x x y−G  is the function of stress produced by the dislocation located in point 
(x′, 0) with unit Burgers vector [21] oriented along axis Ox, σd is a function of stress tensor 
from the positive disclination of the dipole (negative disclination does not produce shear 
stresses in the slip plane of dislocation 2b  located in point ( )( / 2 ,0)dp

fL l−  [22]).  
The action of the tensile stresses from the dislocation pile-up, the stresses from the 

negative disclination, and the external stress in the vicinity of the facet can lead to the 
formation of a crack. Usually, the crack nucleation is considered in the micromechanics of 
fracture in terms of an energetic approach. According to the approach, the crack nucleates if 
the interval of its length 0(0, ]l  exists, in which the following condition is fulfilled: 

00, (0, ],E l l
l

∂
≤ ∀ ∈

∂
 (5) 

where E is the energy of the system, and l0 is the limit point, where condition (5) ceases to 
fulfil. At that, if 0l < ∞ , then an equilibrium stable crack is generated. Otherwise, if 0l = ∞ , 
then the main crack is produced. However, the application of this criterion for the model 
considered seems to be not quite justified. Actually, based on the earlier results [1] it can be 

shown that the relaxation of disclination elastic energy ( )el l
E∆ ′  near point 0l =  is 

infinitesimal. Consequently, the presence of the disclination dipole has no effect on the 
fulfillment of criterion (5). Nevertheless, it is quite apparent that a powerful tensile stress field 
from the negative disclination can facilitate significantly the crack nucleation in its vicinity. 
The disclination effect can be accounted for, if to suppose that the propagating crack does not 
pass through all intermediate states near point 0l = , but rather opens up spasmodically to a 
certain finite length nucll . Based on physical consideration, the length equal to two periods of 
the crystal lattice, 2nucll b= , can be taken as a minimal length of the crack. Thus the criterion 
of crack nucleation can be expressed using a finite increment of energy: 

0(2 ) 0,E E b E∆ = − ≤  (6) 
where (2 )E b  is the energy of the system with a crack of length 2b , 0E  is the energy of the 
system without a crack. Assuming a negligible contribution of dissipative processes to the 
energy changing during crack nucleation, as well as the independence of the free surface of a 
crack tip from the crack length, one can obtain E∆  as: 

4 ,el elE E E E bγ γ∆ = ∆ + ∆ = ∆ +  (7) 
where γ  is the specific energy of the free surface. At the same time, the change of potential 
energy elE  can be calculated as: 

2

0

( , ) .
b

elE F l dlϕ∆ = −∫  (8) 

Here ( , )F l ϕ  is the configurational force defined as the elastic energy released during 
crack propagation per unit length: 
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( )2 2( , ) ,
8 r
lF l
D ϕϕ ϕϕ σ σ= +  (9) 

where / [2 (1 )]D G vπ= − , ϕ  is the angle determining the crack orientation, , rϕϕ ϕσ σ  are 
the averaged total stresses: 

0 0

2 2( , ) , ( , ) ,
l l

r r
r rr dr r dr

l l r l l rϕϕ ϕϕ ϕ ϕσ σ ϕ σ σ ϕ
π π

= =
− −∫ ∫  (10) 

where ϕϕσ , rϕσ  are the components of total stress produced by the biaxial dipole of wedge 
disclinations, the hampered pile-up, and the external load in the vicinity of the microcrack. 
We have used the polar system of coordinates, where the pole coincides with the location of 
the negative disclination of the dipole. Taking equation (8) into account, criterion (6) for the 
nucleation of the crack oriented along angle ϕ  becomes (for given values of parameters  

fl , B , P , dpw ): 
2

0

4 ( , ) 0.
b

E b F l dlγ ϕ∆ = − ≤∫  (11) 

The most energetically preferred orientation of the nucleating crack is such direction 
maxϕ  that provides the maximal relaxation of the stress field: 

2

max
0

( ) max ( , ) .
b

el F l dl
ϕ

Ε ϕ ϕ∆ = ∫  (12) 

Naturally, the values of maxϕ  will differ for different sets of parameters fl , B , P , dpw . 

For given values of B, P, wdp, the minimal facet length ( )cr
fl , for which the crack nucleation 

becomes possible, can be found in the equation: 

( )
2

( ) ( )
max

0 , ,

4 , ( ), 0.
dp

b
cr cr

f f
B P w

b F l l l dlγ ϕ− =∫  (13) 

It is evident that, for ( )cr
f fl l> , a direction always exists, in which the nucleation of the 

crack of length 0 2l b=  becomes energetically preferable; but for ( )cr
f fl l< , the crack does not 

nucleate according to this criterion. Hence, crack nucleation at a faceted boundary is possible 
only in the case when ( ) ( )cr dp

f fl l≤ . Then, the functions ( ) ( , , )cr
f dpl B w P  and ( ) ( , , )dp

f dpl B w P  can 
be obtained by numerical calculations varying parameters B , P , dpw . 
 
3. Results of numerical calculations and discussion 
The calculations were carried out for the following values of parameters: 45000G =  MPa, 

0.3v = , 43 10b −= ⋅  µm, [20 , 50 ]B b b∈ , [ 15 , 30 ]θ ∈ − −  , {0.005 , 0.0075 }P G G= , 
/ 8Gbγ = . Figure 2 shows a typical view of the configurational force dependence on the 

crack length, calculated with 300ϕ =  , 40B b= , 388.7fl b= , 0.3dpw = , 0.005P G= . 

Figure 3a and 3b show the dependencies of ( dp )
fl / b  and ( cr )

fl / b  on the total Burgers 
vector of the pile-up B  normalized to b , calculated for fixed values of the disclination dipole 
strength dpw  and external load P . Intersection points of the curves ( dp )

fl / b  and ( cr )
fl / b
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correspond to the threshold values of the total Burgers vector of pile-up *B , at exceeding 
which the crack nucleates.  

Figure 4 shows the dependencies of the threshold value of the total Burgers vector of 
pile-up *B / b  on the disclination dipole strength dpw  for the values of external load 

0.005P G= and 0.0075P G= . 
 

 
Fig. 2. Typical dependence of configurational force on a crack length 

 

 
Fig. 3. Dependencies of ( dp )

fl / b  and ( cr )
fl / b  on the total Burgers vector of the pile-up B  

normalized to Burgers vector of a lattice dislocation b  
 

One can see that the dependence of *B / b  on the disclination dipole strength is 
nonmonotonic. With increasing dpw , that is, with increasing the misorientation of the original 

grain boundary, the value of *B / b  at first decreases and then grows. Such behaviour can be 
explained based on the following reasons. The fulfilment of the crack nucleation criterion 
with fixed external stress is provided owing to the growth of the stresses generated by the 
pile-up and the disclination dipole in the crack vicinity. At that, the disclination dipole has a 
dual role. Increasing the strength of the negative disclination leads to the growth of tensile 
stresses that it produces. Thus, all other things being equal, the less dislocations in pile-up is 
needed for the fulfilment of criterion (6). On the other hand, the greater the strength of the 
disclination dipole, i.e. the greater the misorientation angle of the original grain boundary, the 

b) a) 

178 V.N. Perevesentsev, S.V. Kirikov, N.Yu. Zolotorevsky



smaller the arm of the dipole, i.e. the smaller the length of the facet, which is needed to stop 
boundary crossing by dislocations. Decreasing the length of the deformation facet and, hence, 
the arm of the dipole, enlarges, in its turn, the screening effect of the positive disclination on 
the elastic field of the negative one. Correspondently, more dislocations in pile-up are needed 
to fulfil criterion (6). The influence of those factors predetermines the occurrence of the 
minimum on the curves shown in Fig. 4. Taking into account the relation tandpw θ= − ,  
from Fig. 4 it follows that the minimal number of dislocations in the pile-up, are needed  
for the crack nucleation, occurs when the dislocations cross grain boundaries with 
misorientation angles about 22°. 

 

 
a)                                                               b) 

Fig. 4. Dependencies of the threshold value of the total Burgers vector of the pile-up *B / b  
on the disclination dipole strength dpw  (crack orientation is within the interval 

max [298 ,313 ]ϕ = ° ° ) 
 

The dependence of the threshold length of deformation facet *
fl / b  on the disclination-

dipole strength is illustrated in Fig. 5. One can see that the value of *
fl / b  decreases 

monotonically with increasing strength of disclination dipole, and depends weakly on an 
external load. 

 

 
Fig. 5. Dependence of the normalized threshold length *

fl / b  of deformation facet on the 
strength of disclination dipole at external load 0.005P G=  and 0.0075P G=  
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4. Conclusion 
We have shown that the formation of the disclination dipole due to grain boundary crossing 
by dislocations enables initiating fracture with less number of dislocations in pile-up (within 
the range from 25 to 40 dislocations) than in the framework of Stroh model. In the latter for 
coalescence of dislocations in the head of pile-up, it is needed ~150-200 dislocations (under 
external stresses considered in the present study). It should be emphasized that, in the 
framework of our study, the conditions for the nucleation of a crack and for its subsequent 
growth are fulfilled simultaneously. At that, the microcrack can transform into a stable one  
or open to the main crack, depending on particular parameters of the system considered and 
on the value of external stresses. For analysis of possible ways of its evolution, it is necessary 
to take into account dumping dislocations into the growing crack. This problem will be 
analyzed separately. 
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Abstract. This paper reports a study regarding the modelling of the mechanical behaviour of 
a thermoplastic matrix/carbon fibre reinforced composite. It has been shown that the 
multiscale modelling approach, based on the submodelling technique, describes the material 
behaviour accurately enough. To simulate non-ideal adhesion, a series of composite material 
models were developed, the adhesion being modelled by introducing contact elements along 
with various parts of the fibre-binder interface surface. The introduction of contact interaction 
only affected the ultimate strength of the material. The introduction of the progressive damage 
process into the model allowed obtaining results close to those of full-scale tests.  
Keywords: adhesion, carbon fibre, defect, finite element model, progressive damage, 
reinforced composite, submodelling, thermoplastic matrix 
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1. Introduction 
The modelling of composite materials is a challenging area since it is impossible to model 
composite microstructures directly due to massive scales difference. For modelling composite 
materials, it is convenient to introduce the concept of macroscale (or macrolevel) to describe 
the behaviour of the whole composite structure, and microscale (or microlevel) to describe the 
behaviour on the scale of particular fibre reinforcement and binder material. 

Numerous works have been devoted to solving the problem of modelling composite 
materials. Voigt and Reiss [1,2] describe simple approaches for calculating the effective 
elastic characteristics of structurally microhomogeneous media, which in modern terminology 
is commonly referred to as the homogenization problem. Hashin and Streichman proposed a 
variational method for determining effective moduli [3], which was further developed by Hill 
[4] and Hashin and Rosen [5] for fiber composite materials. Since the 1970s, homogenization 
methods based on the asymptotic analysis theory proposed for differential equations with 
rapidly oscillating coefficients [6-9] have been widely used. These methods provide tools for 
solving the inverse problem – calculating stresses at the microlevel from the results of solving 
the problem at the macrolevel – the so-called heterogenization problem. Further development 
of homogenization methods includes procedures based on solving problems with periodic 
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boundary conditions [9], the method of direct homogenization [10], and the method of basic 
solutions [11]. These methods allow obtaining the most accurate solutions for composite 
materials with a periodic structure, or a structure that, within the framework of the 
approximations used, can be considered periodic. The combined application of 
homogenization and heterogenization methods allows calculations to be performed at several 
scale levels, i.e., for multilevel modelling of the mechanical behaviour of composite materials. 
In this case, "upward" movement along scale levels (from microscale to macroscale, or 
homogenization) is based on the direct homogenization method [10], and "downward" 
movement (from macroscale to microscale, or heterogenization) is based on the submodelling 
method [12]. 

In addition to direct modelling of the composite structure, modelling of various 
manufacturing defects is of particular interest. For example, Yan Lu et al. [13] investigate the 
influence of the manufacturing process parameters on the performance of the curved beams 
i.e., their macro- and micro-defects, interlaminate strength, and failure. In [14] Corveleyn 
et al. designed a model that accurately simulated the time-dependent mechanical behaviour of 
a short carbon fibre-reinforced PEEK. Dickson et al. [15] showed that the main cause of the 
failure is carbon-fibre pull-out and that the number of air inclusions, having a negative effect 
on the performance, increased with the fibre fraction. Adabi et al. [16] in the parametric study 
conclude that the level of fibre reinforcements and their orientation arrangement have 
significant effects on the structural performance of FRP 3D-printed composite sections. 
Caminero et al. [17] show that carbon fibre reinforced samples exhibit the best interlaminar 
shear performance with higher stiffness. According to Caminero et al. [17], the interlaminar 
shear strength grows when increasing the fibre volume fraction, but the increment is not 
proportional to the added fibres. The effect is most likely due to the increase in air gaps which 
have also been reported in other works. 

This work is dedicated to a model of unidirectional composite, based on thermoplastic 
resin, reinforced with carbon fibres and nanoparticles, and obtained by a pultrusion process. 
Composites of this type are widespread in many industries (rocket and aircraft engineering, 
marine engineering, automotive engineering), since they are lightweight and, by varying the 
materials used, allow obtain the required properties, as well as to create more complex 
structural configurations. 
 
2. Multilevel models 
The specimens of unidirectional fibre composite material obtained by the pultrusion process 
were made on the basis of thermoplastic binder PEEK70 with three variants of reinforcing 
carbon fibres: 

1. HTS45-12K-P12, a carbon fibre manufactured by Toho Tenax and apprehended by a 
thermoplastic; 
2. SYT49-12K – carbon fibre produced by Zhongfu Shenying Carbon Fiber Co; 
3. UMT45-12K-EP – carbon fiber of UMATEX Group production (JSC 
Khimpromengineering), deposited under epoxy resins. 
The properties of carbon fibres are taken on the basis of the manufacturer's 

specifications, and the properties of the thermoplastic binder were determined by tensile test 
of the sample made of PEEK70. The elastic characteristics of the components of the 
composite material used in the simulations are presented in Table 1.  

 
Table 1. Characteristics of the components of the composite material 

 HTS45-12K-P12 SYT49-12K UMT45-12K-EP PEEK70 
E , MPa 240 000 230 000 260 000 4682 

ν 0.2 0.2 0.2 0.35 
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Fig. 1. Samples of the unidirectional thermoplastic-based composite 

 
During the fabrication of the unidirectional composite samples, two configurations of 

equipment were used that differed in the shear forces induced in the fibres during 
impregnation, resulting in a difference in the mechanical characteristics of the samples 
(Fig. 1). We will refer to these two modes as configuration 1 (lower values of shear stresses 
during impregnation) and configuration 2 (higher values of shear stresses during 
impregnation). Since no significant geometrical differences in the microstructure of the 
samples obtained in this way were found, it was assumed that the additional forces applied to 
the fibres during impregnation influenced the quality of adhesion of the fibres to the binder. 
To analyse this assumption, a series of composite material models were developed at the 
mesolevel, based on the models developed earlier by the authors [19]. In these models, 
contact elements were introduced that allow modelling the non-ideal adhesion over various 
parts of the fibre-binder interface surface. Figure 2 shows an example of such a finite-element 
model in which non-ideal adhesion is accounted for on the part of the surface of one of the 
fibres present in the model. The diameter of a single fibre is accepted to be 7 μm based on the 
manufacturers' specifications. The volume fraction of fibres in the composite material is 
taken to be 55%. 

 

 
Fig. 2. Finite-element model of a unidirectional composite material at the mesolevel, taking 

into account the non-ideality of adhesion on a part of the fibre-binder interface 
 
Virtual tensile and bend tests were performed to verify the developed models. Figure 3 

shows the developed finite-element models at the macrolevel for tensile and bending tests for 
multilevel simulation. The dimensions of the samples have been defined according to the 
requirements of GOST 32656-2017 and GOST 57749-2017. The tensile and bending 
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specimens have both thickness of 2mm and width of 10 mm, and the total length of tensile 
specimen is 150mm, and that of bending specimen is 64mm.  

 

 
Fig. 3. Finite element models of a unidirectional composite material at the macro level.  

a) tensile test specimen; b) bend test specimen 
 

Table 2. Effective elastic moduli 

  1E , 
GPa 

2E , 
GPa 

3E , 
GPa 12υ  13υ  23υ  12G , 

GPa 
23G , 

GPa 
13G , 

GPa 

H
TS

45
-1

2K
-P

12
 

case 1 15.46 15.44 134.02 0.435 0.0298 0.0297 6.194 12.03 2.12 

case 2 14.07 12.44 134.05 0.388 0.025 0.0216 3.574 9.682 0.531 

case 3 15.489 15.502 134.048 0.435 0.0298 0.0298 6.253 12.171 2.133 

SY
T4

9-
12

K
 case 1 15.42 15.41 128.52 0.435 0.031 0.03 6.18 12.006 2.123 

case 2 14.04 12.41 128.56 0.387 0.026 0.022 3.567 9.664 0.531 

case 3 15.449 15.462 128.552 0.434 0.031 0.031 6.239 12.145 2.129 

U
M

T4
5-

12
K

-E
P case 1 15.53 15.51 145 0.436 0.0277 0.0277 6.218 12.07 2.136 

case 2 14.13 12.49 145.04 0.389 0.0232 0.0201 3.585 9.712 0.531 

case 3 15.56 15.573 145.04 0.436 0.0277 0.0277 6.277 12.218 2.142 

 
3. Simulation tests 
Effective characteristics of the composite material. The effective elastic characteristics of 
the composite material are calculated using a homogenization procedure based on the solution 
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of boundary value problems for a periodicity cell. This section presents the results obtained 
under the assumption of orthotropic behaviour of the composite material. The results for 
configuration 2 (case 3) are obtained assuming perfect adhesion between the fibres and the 
binder, while for configuration 1, which exhibits lower effective elastic characteristics, the 
simulations were performed assuming no adhesion at the interface between the fibres and the 
binder. Two cases were considered: no adhesion on 1/8 of the surface of one of the fibres in 
the periodicity cell (case 1) and no adhesion on the surface of all fibres (case 2). The lack of 
adhesion, in this case, refers to the possibility of slippage of the fibres relative to the binder 
without the possibility of their detachment from each other. The results of the calculation of 
the effective elastic moduli of the macroscopic orthotropic composite material are 
presented in Table 2. 

Tensile test. Virtual tests are performed by solving the problems of deformable solid 
mechanics on the mesoscale and the macroscale. The virtual tensile test of the experimental 
specimen is performed by stepwise application of tensile displacements ux to the side faces of 
the specimen model. Since the sample is symmetrical, 1/8 of the sample is considered, and the 
symmetry conditions are applied on the corresponding planes (equality of zero displacements 
along the normal to the symmetry planes) (Fig. 4a). The specimen stresses, as in the 
experiment, are determined as the ratio of the total reaction force along the x-axis in the grips 
of the specimen to the cross-sectional area of the specimen.  

In order to reconstruct the stresses and strains at the mesoscale, a submodelling 
procedure is used, in which the displacement fields defined at the macroscale are used as 
boundary conditions for the mesoscale model (Fig. 4b). 

 

 
Fig. 4. Tensile test at: a) macrolevel, b) mesolevel 

 
The mesolevel reconstruction is performed for each step of the macrolevel solution. So 

that the stress and strain in the fibres and in the binder are calculated for each value of 
displacements applied to the grips in the macrolevel model. When the tensile strength of the 
fibre/matrix is approached, the corresponding stress value is interpreted as the calculated 
tensile strength of the specimen [13]. 

In accordance with the presented formulation of the problem, the mechanical 
characteristics of the sample were calculated, using the obtained effective characteristics of 
the composite material. The comparison results for the three considered material types for 
Configuration 1 are shown in Fig. 5. According to the presented results, the composite 
material based on UMT45-12K-EP fibres has the highest tensile strength (1498 MPa) in 
Configuration 1. Similar calculations, performed for Configuration 2, showed that the 
difference in the mechanical characteristics of composite material calculated for  
both Configurations is less than 1%. The insignificant (less than 10%) difference in the 
mechanical characteristics of the considered materials is primarily related to the same binder 
for all materials. 
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Fig. 5. Tensile test for 3 types of materials, Configuration 1 

 
Bending test. Virtual three-point bend tests are performed by solving the problem of 

deformable solid mechanics at the meso- and macroscale. The virtual bend test of an 
experimental specimen is performed by applying the load P in the middle between the 
supports in stages (Fig. 6). The stresses in the sample, as in the experiment, are determined on 

the basis of the calculated total reaction force maxF  by the formula max
2

1.5F l
bh

σ =  ( b , h  are the 

sample width and thickness, l  is the distance between supports). 
To reconstruct the stress and strain at the mesolevel, a submodelling procedure, similar 

to the above for tensile test, is used. Due to the availability of experimental results only for 
Configuration 1, a comparison is made only with them. 

 

 
Fig. 6. FE calculation of the specimen for three-point bending at the macrolevel 
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Comparison of the modelling ways of adhesion between the fibres and the binder for 
three configurations is presented in Figure 7. The configurations are: 

1) contact introduced in the periodicity cell at 1/8 of the circumference length of one 
fibre (ANSYS 1);  

2) contact introduced in the periodicity cell at 1/4 of the circumference length of one 
fibre (ANSYS 2); 

3) contact introduced in the periodicity cell along the entire circumference length of all 
fibres (ANSYS 3).  

The calculations were made for the sample with HTS45-12K-P12 fibres. As can be seen 
from the graphs, introducing contact interaction affected only the material tensile strength. 

 

 
Fig. 7. Effect of non-ideal adhesion on mechanical characteristics at bending, Configuration 1 

 
Figure 8 shows a comparison of strain curves for three different materials: UMT45-

12K-EP, HTS45-12K-P12, and SYT49-12K, the contact being introduced in the periodicity 
cell along the entire circumference length of all fibres. 

 

 
Fig. 8. Mechanical bending characteristics for 3 types of materials, Configuration 1 
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4. Validation of the experiments 
Tensile. Comparison of the numerical solution (ANSYS) and experimental tests for material 
with UMT 45-12K-EP fibres is illustrated in Fig. 9. As can be seen, the difference between 
the numerically determined elastic modulus of the composite material and the results of  
full-scale tests is less than 10%. Nevertheless, the inaccuracy of determining the strength 
limit is 20-30%. 
 

 
Fig. 9. Comparison of virtual and full-scale tensile test results  

 
We assume that fracture begins in the fibre and the ultimate strength of the fibre is 

3.4 GPa (Fig. 10). As can be seen from the presented graphs, the difference between the 
numerically determined strength of the composite material and the results of full-scale tests 
for specimens 1 and 3 is less than 10%. 

 

 
Fig. 10. Comparison of virtual and full-scale tensile test results. Elastic modulus correction  
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Bending. Figure 11 presents the results of the numerical solution (ANSYS) and full-
scale tests for HTS45-12K-P12 material samples. The difference between the test results and 
the numerical experiment in terms of elastic modulus and ultimate strength is 20-40%.  

 

 
Fig. 11. Comparison of virtual and full-scale bending test results 

 
To clarify the ultimate flexural modulus strength of the material, the model was 

adjusted to incorporate a progressive damage process [19]. In this case, there is a sharp failure 
of the specimen without prior weakening, both in the experiment and calculation. Comparison 
of the simulation with the experiment for one of the composite types is given in Fig. 12.  
The maximum load in the experiment and that of obtained in the simulation is different.  
In the experiment, the specimens collapsed at 1400 MPa, while in the simulation the 
maximum load was equal to 1640 MPa. Thus, the error in determining the modulus of 
elasticity is more than 20%. 

 

 
Fig. 12. Comparison of virtual and full-scale bending test results. Progressive damage 

 
To improve the accuracy, the assumption was made that fracture would start in the fibre, 

and the ultimate strength was 3.4 GPa (Fig. 13). This assumption reduced the inaccuracy of 
determining the elasticity modulus to 2-3%. 
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Fig. 13. Comparison of virtual and full-scale bending test results. Correction of elastic 

modulus 
 

5. Conclusions 
In this paper, a series of numerical calculations have been conducted to study the mechanical 
behaviour of thermoplastic matrix/carbon fibre reinforced composite. Modelling was realized 
using a multilevel approach based on the homogenization method and the submodelling 
method. The influence of non-ideal adhesion between fibres and matrix on the effective 
mechanical characteristics has been studied. In order to improve the material model to be 
more consistent with the full-scale experiment, the model was adjusted to incorporate a 
progressive damage process. 

The results of the study showed: 
- Consideration of non-ideal adhesion by introducing contact interaction between fibres 

and binder only affected the ultimate strength of the material. The insignificant (less 
than 10%) difference in the mechanical characteristics of the considered materials is 
primarily related to the same binder for all materials.  

- The introduction of the progressive damage process into the model allowed obtaining 
results close to those of full-scale tests. 

- The developed numerical models allow describing modern materials with sufficient 
accuracy (less than 10%). 
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