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Dispersion analysis of electrically actuated hygro-magneto-

thermo-flexo electric nanobeam embedded on silica aerogel 

foundation 
R. Selvamani1, L. Rubine1, J. Rexy1, F. Ebrahimi2 

1Department of Mathematics, Karunya Institute of Technology and Sciences, Coimbatore-641114, Tamilnadu, 

India 
2Department of Mechanical Engineering, Imam Khomieni International University, Qazvin34148-96818, Iran 

 selvam1729@gmail.com 

Abstract. This paper accesses the performance of applied electric voltage in a hygro thermo 
magneto flexo electric nanobeams embedded on a silica aerogel foundation based on nonlocal 
elasticity theory. Higher-order refined beam theory via Hamilton's principle is utilized to 
arrive at the governing equations of nonlocal nanobeams and solved by an analytical solution. 
A parametric study is presented to analyze the effect of the applied electric voltage on 
dimensionless deflection via nonlocal parameters, slenderness, moisture constant, critical 
temperature, and foundation constants. It is found that physical variants and beam geometrical 
parameters have significant effects on the dimensionless deflection of nanoscale beams. The 
accuracy and efficiency of the presented model are verified by comparing the results with that 
of published research. A good agreement has arrived. 
Keywords: applied voltage, hygro thermo magnetic effect, flexoelectric nanobeam, nonlocal 
elasticity, refined beam theory, silica aerogel foundation 
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1. Introduction
Structural monitoring of nanobeams, nanoplates, and nanomembranes are recent novel field 
for many researchers due to their improvement of the quality properties. The classical 
continuum theory is aptly practical in the mechanical behavior of the macroscopic structures, 
but it is improperly for the size effect on the mechanical treatments on micro or nanoscale 
structures. Nevertheless, the classical continuum theory needs to be extended to factor in the 
nanoscale effects. The prime magneto-electro-elastic (MEE) was used in the 1970s, and MEE 
composite consisting of the piezoelectric and piezo magnetic phase was discovered this year. 
Van den Boomgard et al. [1] the MEE nano-materials, (BiFeO3, BiTiO3-CoFe2O4, 
NiFe2O4-PZT) and their nanostructures became a significant role in research (Zheng et al. 
[2], Martinet al. [3], Wang et al. [4], Prashanthi et al. [5]). For this reason to the major 
potential of nanostructure for amplification of many applications, their mechanical behavior 
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should be investigated and well-identified before new designs can be proposed. The classical 
mechanic continuum theories demonstrate to predict the response of structures up to a 
minimum size sub which they fail to provide accurate predictions. The nonlocal theories add a 
size parameter in the modeling of the continuum. This paper studied models that developed 
according to the greatly used nonlocal elasticity theory (Eringen [6], Eringen [7], Eringen [8], 
Eringen [9], Eringen [10]). Timoshenko beam theory and nonlocal elasticity theory were 
investigated in their study. So based on an elastic medium, the stability response of SWCNT 
is described. Winkler and Pasternak parameter, an aspect ratio of the SWCNT, and nonlocal 
parameter was studied. Yang et al. [11] studied nonlinear free vibration of SWCNTs based on 
strains Eringen's nonlocal elasticity theory. Ehyaei and Akbarizadeh [12] illustrated the 
vibration analysis of micro composite thin beam based on modified couple stress theory. 

A unified formulation for modeling the inhomogeneous nonlocal beams is developed by 
Ebrahimi and Barati [13]. Free vibration analysis of chiral double-walled carbon nanotube 
embedded in an elastic medium using nonlocal elasticity theory and Euler Bernoulli beam 
model was studied by Dihaj et al. [14]. Vibration and buckling of piezoelectric and 
piezomagnetic nanobeams based on third-order beam model are verified by Ebrahimi and 
Barati [16,17,18]. The vibration, buckling, and bending, free of Timoshenko nanobeams 
based on a meshless method were investigated by Roque et al. [19]. Embedded in the 
nonlocal component relevance of Eringen, a major of articles published searching to enlarge 
nonlocal beam models for nanostructures. Peddieson et al. [20] proposed the nonlocal Euler-
Bernoulli and Timoshenko beam theory, accepted by many studies to verify bending (Civalek 
and Demir [21], Wang [22], Wang et al. [23]). During the years of research, the small size 
agents in SWCNTs were studied by Murmu and Pradhan [24]. Karami et al. [25] studied the 
wave propagation of functionally graded anisotropic nanoplates resting on the Winkler-
Pasternak foundation. Ebrahimi and Rostami [26] analyzed the propagation of elastic waves 
in thermally affected embedded carbon-nanotube-reinforced composite beams via various 
shear deformation plate theories. 

Free vibration analysis of a piezoelectric nanobeam using nonlocal elasticity theory is 
verified by Ali Hajnayeb and Foruzande [27]. Large amplitude forced vibration of the 
functionally graded nanocomposite plate with piezoelectric layers resting on the nonlinear 
elastic foundation was investigated by Yazdi [28]. Thermo-magneto-electro-elastic analysis of 
a functionally graded nanobeam integrated with functionally graded piezomagnetic layers was 
studied by Arefi and Zenkour [29]. Ebrahimi and Barati [30] investigated the wave 
propagation analysis of smart strain gradient piezo-magneto-elastic nonlocal beams. Arefi 
[31] checked the static analysis of laminated piezo-magnetic size-dependent curved beam 
based on modified couple stress theory. Jiang et al. [32] studied the analytical solutions to 
magneto-electro-elastic beams.  

Furthermore, in recent years many researchers have presented the static and dynamic 
characteristics of beams and plates exposed to hygro-thermal environments because of the 
considerable effects of these environments on the structure's behavior. Gayen and Roy [33] 
presented an analytical method to determine the stress distributions in circular tapered 
laminated composite beams under hygro and thermal loadings. Kurtinaitiene et al. [34] 
investigated the effect of additives on the hydrothermal synthesis of manganese ferrite 
nanoparticles. Alzahrani et al. [35] investigated the size effects on the static behavior of 
nanoplates resting on elastic foundation subjected to hygro-thermal loadings. They extended 
the nonlocal constitutive relations of Eringen to contain the hygro-thermal effects. Also, 
Sobhy [36] studied the frequency response of simply-supported shear deformable orthotropic 
graphene sheets exposed to hygro-thermal loading.  

Bending of Electro-mechanical sandwich nanoplate based on silica Aerogel foundation 
examined by Ghorbanpour et al. [37]. They described the influence of parameters on 
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nanostructure such as applied voltage, porosity index, foundation characteristics, parameter, 
plate aspect ratio, and thickness ratio on the bending response of sandwich nanoplate. Simsek 
et al. [38] presented three unknown shear and normal deformations nonlocal beam theories for 
the bending analysis of the problem. Ke et al. [39] studied the free vibration of size-dependent 
magneto-electro-elastic nanoplates based on the nonlocal theory. Selvamani and Ponnusamy 
[41-49] have proposed novel ideas in wave propagation analysis of different structures. 
Ramirez [50] investigated the discrete layer solution to free vibrations of functionally graded 
magneto-electro-elastic plates. Forooghi et al. [51] reported the thermal instability analysis of 
nanoscale FG porous plates embedded on the Kerr foundation coupled with fluid flow. 
Safarpour et al. [52] analyzed the theoretical and numerical solution for the bending and 
frequency response of graphene reinforced nanocomposite rectangular plates. Forooghi and 
Alibeigloo [53] studied the hygro-thermo-magnetically induced vibration of FG-CNTRC 
small-scale plate incorporating nonlocality and strain gradient size dependency. Vibrational 
frequencies of FG-GPLRC viscoelastic rectangular plate subjected to different temperature 
loadings based on higher-order shear deformation theory were  proposed by Huang et al. [54]. 

This paper studies the bending of HMEE nanobeams bedded on a silica aerogel 
foundation based on nonlocal elasticity theory. Governing equations of a nonlocal nanobeam 
on Winkler-Pasternak substrate are derived via Hamilton's principle. Galerkin method is 
implemented to solve the governing equations. Effects of different factors such as nonlocal 
parameter, slenderness, moisture constant, critical temperature, applied voltage, magnet 
potential, and Young's modulus, and height of silica aerogel foundation on the deflection 
characteristics of a nanobeam are investigated. 

 
2. Problem formulation 

 
Fig. 1. Geometry of nanobeam resting on silica aerogel foundation 

 
The component of displacement via refined shear deformable beam can be 

expressed by: 

𝒖𝒖𝒙𝒙(𝒙𝒙,𝒛𝒛) = 𝒖𝒖(𝒙𝒙) − 𝒛𝒛
𝝏𝝏𝒘𝒘𝒃𝒃

𝝏𝝏𝒙𝒙
− 𝒇𝒇(𝒛𝒛)

𝝏𝝏𝒘𝒘𝒔𝒔

𝝏𝝏𝒙𝒙
, (1) 

𝒖𝒖𝒛𝒛(𝒙𝒙, 𝒛𝒛) = 𝒘𝒘𝒃𝒃(𝒙𝒙) + 𝒘𝒘𝒔𝒔(𝒙𝒙), (2) 
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where u  is axial mid-plane displacement and ,b sw w  denote the bending and shear 
components of transverse displacement, respectively. Also, 𝑓𝑓(𝑧𝑧) is the shape function 
representing the shear stress/strain distribution through the beam thickness which for the 
present study has a trigonometric essence, thus a shear correction factor is not required.  
𝒇𝒇(𝒛𝒛) = 𝑧𝑧 + ℎ0 − 𝑡𝑡𝑡𝑡𝑡𝑡[0.03(𝑧𝑧 + ℎ0)]. (3) 

Non-zero strains of the suggested beam model can be expressed as follows: 
𝜀𝜀𝑥𝑥𝑥𝑥 = 𝜕𝜕𝜕𝜕

𝜕𝜕𝑥𝑥
− 𝑧𝑧 𝜕𝜕

2𝑤𝑤𝑏𝑏
𝜕𝜕𝑥𝑥2

− 𝑓𝑓(𝑧𝑧) 𝜕𝜕
2𝑤𝑤𝑠𝑠
𝜕𝜕𝑥𝑥2

, (4) 

𝛾𝛾𝑥𝑥𝑥𝑥 = g(𝑧𝑧) 𝜕𝜕𝑤𝑤𝑠𝑠
𝜕𝜕𝑥𝑥

, (5) 
where g(𝑧𝑧) = 1 − 𝜕𝜕𝑓𝑓(𝑧𝑧)/𝜕𝜕𝑧𝑧. 

According to Maxwell's equation, the relation between electric field ( Ex, Ez) and 
electric potential (𝜙𝜙)  and magnet field ( Qx, Qz) and magnet potential (𝜓𝜓), can be obtained 
as Ke et al. [39]: 
𝐸𝐸𝑥𝑥 = −𝜙𝜙,𝑥𝑥 = cos (𝜉𝜉𝑧𝑧) 𝜕𝜕𝜕𝜕

𝜕𝜕𝑥𝑥
  ,𝑄𝑄𝑥𝑥 = −𝜓𝜓,𝑥𝑥 = cos (𝜉𝜉𝑧𝑧) 𝜕𝜕𝜕𝜕

𝜕𝜕𝑥𝑥
 ,                                                         (6) 

𝐸𝐸𝑥𝑥 = −𝜙𝜙,𝑥𝑥 = 𝜉𝜉 sin(𝜉𝜉𝑧𝑧) − 2𝑣𝑣
ℎ

,𝑄𝑄𝑥𝑥 = −𝜓𝜓,𝑥𝑥 = 𝜉𝜉 sin(𝜉𝜉𝑧𝑧) − 2𝑣𝑣
ℎ

 ,                                                  (7) 
where / hξ π= . Also, V is the external electricity applied to the nanobeam. 

Through extended Hamilton's principle, the governing equations can be derived 
as follows: 
∫ 𝛿𝛿(𝛱𝛱𝑆𝑆 − 𝛱𝛱𝑊𝑊)d𝑡𝑡𝑡𝑡
0 = 0,                                                                                                            (8) 

where 𝛱𝛱𝑆𝑆 is the total strain energy, 𝛱𝛱𝑊𝑊 is the work done by externally applied forces. The 
first variation of strain energy 𝛱𝛱𝑆𝑆 can be calculated as: 
𝛿𝛿𝛱𝛱𝑆𝑆 = ∫𝜎𝜎𝑖𝑖𝑖𝑖𝛿𝛿𝜀𝜀𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑 = ∫𝜎𝜎𝑥𝑥𝛿𝛿𝜀𝜀𝑥𝑥 + 𝜎𝜎𝑥𝑥𝑥𝑥𝛿𝛿𝛾𝛾𝑥𝑥𝑥𝑥.                                                                             (9) 

Substituting equations (1) - (2) into equation (6) yields: 
Πs = ∫ (𝑁𝑁 𝜕𝜕𝜕𝜕𝜕𝜕

𝜕𝜕𝑥𝑥
𝑎𝑎
0 − 𝑀𝑀𝑏𝑏

𝜕𝜕2𝜕𝜕𝑤𝑤𝑏𝑏
𝜕𝜕𝑥𝑥2

− 𝑀𝑀𝑠𝑠
𝜕𝜕2𝜕𝜕𝑤𝑤𝑠𝑠
𝜕𝜕𝑥𝑥2

+ 𝑄𝑄 𝜕𝜕𝜕𝜕𝑤𝑤𝑠𝑠
𝜕𝜕𝑥𝑥

)𝑑𝑑𝑑𝑑 +                                                      

∫ ∫ �−𝐷𝐷𝑥𝑥 cos(𝜉𝜉𝑧𝑧) 𝜕𝜕𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥

+𝐷𝐷𝑥𝑥𝜉𝜉 sin(𝜉𝜉𝑧𝑧) 𝛿𝛿𝜙𝜙 −ℎ/2
−ℎ/2

𝑎𝑎
0

          𝐵𝐵𝑥𝑥 cos(𝜉𝜉𝑧𝑧) 𝜕𝜕𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥

+𝐵𝐵𝑥𝑥𝜉𝜉 sin(𝜉𝜉𝑧𝑧) 𝛿𝛿𝜑𝜑𝜓𝜓� 𝑑𝑑𝑑𝑑 𝑑𝑑𝑧𝑧,        

(10) 

in which the forces and moments expressed in the above equation are defined as follows: 
(𝑁𝑁,𝑀𝑀𝑏𝑏 ,𝑀𝑀𝑠𝑠) = ∫ (1, 𝑧𝑧,𝑓𝑓)𝜎𝜎𝑖𝑖𝑑𝑑𝑑𝑑𝐴𝐴  , 𝑖𝑖 = (𝑑𝑑,𝑦𝑦, 𝑑𝑑𝑦𝑦),                                                                     
𝑄𝑄𝑖𝑖 = ∫ g𝜎𝜎𝑖𝑖𝑑𝑑𝑑𝑑  , 𝑖𝑖 = (𝑑𝑑𝑧𝑧,𝑦𝑦𝑧𝑧)𝐴𝐴  . (11) 

The first variation of the work done by applied forces can be written in the form: 
𝛿𝛿Π𝑤𝑤 =
∫ [(−𝑁𝑁𝑥𝑥0)𝑙𝑙
0

𝜕𝜕𝑤𝑤
𝜕𝜕𝑥𝑥

𝜕𝜕𝜕𝜕𝑤𝑤
𝜕𝜕𝑥𝑥

+ (𝑁𝑁𝑇𝑇 + 𝑁𝑁𝐻𝐻) 𝜕𝜕(𝑤𝑤𝑏𝑏+𝑤𝑤𝑠𝑠)
𝜕𝜕𝑥𝑥

𝜕𝜕𝜕𝜕(𝑤𝑤𝑏𝑏+𝑤𝑤𝑠𝑠)
𝜕𝜕𝑥𝑥

−𝑘𝑘1𝛿𝛿(𝑤𝑤𝑏𝑏 + 𝑤𝑤𝑠𝑠) + 𝑘𝑘2
𝜕𝜕2(𝑤𝑤𝑏𝑏+𝑤𝑤𝑠𝑠)

𝜕𝜕𝑥𝑥2
]𝑑𝑑𝑑𝑑,  (12) 

1 2,k k  foundation parameters are as follows: 
0

0

22

1 11

2

,
h h

h h

dxk c dz
dz

−

− −

 =  
 ∫

                                                                                                                  
 

0

0

2
2

2 44

2

.
h h

h h

k b c x dz
−

− −

= ∫
                                                                                                                      

 

Shape function of the foundation can be considered as: 

sinh 1
( )

sinh

z
Hx z

γ

γ

 − 
 = . 
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In addition, γ is calculated by 
11

2 2

2

c wdxdy
H

w dxdy
γ

∞

−∞
∞

−∞

∇
=

∫

∫
,  

where 𝑁𝑁
𝐸𝐸 ,𝑁𝑁𝐵𝐵 electric, and magnet, loading respectively.  

𝑁𝑁𝑥𝑥0 =  𝑁𝑁𝐸𝐸 + 𝑁𝑁𝐵𝐵 ,  
𝑁𝑁𝐸𝐸 = −∫ 𝑒𝑒31

2𝑉𝑉
ℎ

d𝑧𝑧,ℎ/2
−ℎ/2  (13) 

𝑁𝑁𝐵𝐵 = −∫ 𝑒𝑒31
2Ω
ℎ

d𝑧𝑧,ℎ/2
−ℎ/2  (14) 

where 𝑁𝑁𝑇𝑇, 𝑁𝑁𝐻𝐻 are applied forces due to variation of temperature and moisture as 
𝑁𝑁𝑇𝑇 = ∫ E(z)α(z)ΔT 𝑑𝑑𝑧𝑧,ℎ/2

−ℎ/2                                                                    (15) 

𝑁𝑁𝐻𝐻 = ∫ E(z)β(z)ΔH 𝑑𝑑𝑧𝑧ℎ/2
−ℎ/2 .                                                                                 (16) 

The following Euler-Lagrange equations are obtained by inserting equations (10)-(12) in 
equation (8) when the coefficients of 𝜕𝜕𝜕𝜕,𝜕𝜕𝑤𝑤𝑏𝑏 ,𝜕𝜕𝑤𝑤𝑠𝑠,∅,𝜓𝜓 are equal to zero: 
𝜕𝜕𝑁𝑁𝑥𝑥
𝜕𝜕𝑑𝑑

= 0, (17)                                              
𝜕𝜕2𝑀𝑀𝑏𝑏
𝜕𝜕𝑥𝑥2

+ (−𝑁𝑁𝐸𝐸−𝑁𝑁𝐵𝐵)∇2(𝑤𝑤𝑏𝑏 + 𝑤𝑤𝑠𝑠) − (𝑁𝑁𝑇𝑇 + 𝑁𝑁𝐻𝐻) 𝜕𝜕
2(𝑤𝑤𝑏𝑏+𝑤𝑤𝑠𝑠)
𝜕𝜕𝑥𝑥2

+ 𝑘𝑘1(𝑤𝑤𝑏𝑏 + 𝑤𝑤𝑠𝑠) −
𝑘𝑘2∇2(𝑤𝑤𝑏𝑏 + 𝑤𝑤𝑠𝑠) = 0, 

(18)  

𝜕𝜕2𝑀𝑀𝑠𝑠

𝜕𝜕𝑑𝑑2
−
𝜕𝜕𝑄𝑄
𝜕𝜕𝑑𝑑

+ (−𝑁𝑁𝐸𝐸−𝑁𝑁𝐵𝐵)∇2(𝑤𝑤𝑏𝑏 + 𝑤𝑤𝑠𝑠) − (𝑁𝑁𝑇𝑇 + 𝑁𝑁𝐻𝐻)
𝜕𝜕2(𝑤𝑤𝑏𝑏+𝑤𝑤𝑠𝑠)

𝜕𝜕𝑑𝑑2
+ 𝑘𝑘1(𝑤𝑤𝑏𝑏 + 𝑤𝑤𝑠𝑠)

− 𝑘𝑘2∇2(𝑤𝑤𝑏𝑏 + 𝑤𝑤𝑠𝑠) = 0, 
(19)                                              

� �cos(𝜉𝜉𝑧𝑧)
𝜕𝜕𝐷𝐷𝑥𝑥
𝜕𝜕𝑑𝑑

+ 𝜉𝜉 sin(𝜉𝜉𝑧𝑧)𝐷𝐷𝑥𝑥�d𝑧𝑧
ℎ/2

−ℎ/2
= 0, (20)                                                 

� �𝐵𝐵𝑥𝑥 cos(𝜉𝜉𝑧𝑧)
𝜕𝜕𝛿𝛿𝜓𝜓
𝜕𝜕𝑑𝑑

+𝐵𝐵𝑥𝑥𝜉𝜉 sin(𝜉𝜉𝑧𝑧) 𝛿𝛿𝜓𝜓� d𝑧𝑧
ℎ/2

−ℎ/2
= 0. (21) 

 
3. Nonlocal elasticity theory    
The nonlocal theory can be extended for the piezo magnetic nanobeams as: 
𝜎𝜎𝑖𝑖𝑖𝑖−(𝑒𝑒𝑡𝑡)2∇2𝜎𝜎𝑖𝑖𝑖𝑖 = �𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑙𝑙𝜀𝜀𝑖𝑖𝑙𝑙 − 𝑒𝑒𝑚𝑚𝑖𝑖𝑖𝑖𝐸𝐸𝑚𝑚 − 𝑞𝑞𝑛𝑛𝑖𝑖𝑖𝑖𝐻𝐻𝑛𝑛 −  α 𝑖𝑖𝑖𝑖𝑇𝑇 − β

𝑖𝑖𝑖𝑖
𝐻𝐻�,                                    (22)    

𝐷𝐷𝑖𝑖𝑖𝑖−(𝑒𝑒𝑡𝑡)2∇2𝐷𝐷𝑖𝑖𝑖𝑖 = [𝑒𝑒𝑖𝑖𝑖𝑖𝑙𝑙𝜀𝜀𝑖𝑖𝑙𝑙 + 𝑘𝑘𝑖𝑖𝑚𝑚 𝐸𝐸𝑚𝑚 + 𝑑𝑑𝑖𝑖𝑛𝑛𝐻𝐻𝑛𝑛],                                                                  (23)  
𝐵𝐵𝑖𝑖−(𝑒𝑒𝑡𝑡)2∇2𝐵𝐵𝑖𝑖 = [𝑞𝑞𝑖𝑖𝑖𝑖𝑙𝑙𝜀𝜀𝑖𝑖𝑙𝑙 + 𝑑𝑑𝑖𝑖𝑚𝑚 𝐸𝐸𝑚𝑚 + 𝜘𝜘𝑖𝑖𝑛𝑛𝐻𝐻𝑛𝑛],                                                                     (24) 
𝑝𝑝𝑖𝑖−(𝑒𝑒𝑡𝑡)2∇2𝑝𝑝𝑖𝑖 = �𝜀𝜀0𝜒𝜒𝑖𝑖𝑖𝑖𝐸𝐸𝑖𝑖 + 𝑒𝑒𝑖𝑖𝑖𝑖𝑙𝑙𝜀𝜀𝑖𝑖𝑙𝑙 �.                                                                 (25) 

Also, ijχ  is the relative dielectric susceptibility and ijklf  is the flexoelectric coefficient. 
Also, 0e a  is nonlocal parameter which is introduced to describe the size-dependency of 
nanostructures. ∇2 is the Laplacian operator. The stress relations can be expressed by:  
(1 − 𝜇𝜇∇2)𝜎𝜎𝑥𝑥𝑥𝑥 = (1 − 𝜆𝜆2∇2)�𝐶𝐶11𝜀𝜀𝑥𝑥𝑥𝑥 − 𝑒𝑒31 𝐸𝐸𝑥𝑥 − 𝑞𝑞31𝐻𝐻𝑥𝑥 T Hα β− ∆ − ∆ �,                   (26) 
(1 − 𝜇𝜇∇2)𝜎𝜎𝑥𝑥𝑥𝑥 = (1 − 𝜆𝜆2∇2)[𝐶𝐶55𝛾𝛾𝑥𝑥𝑥𝑥 − 𝑒𝑒15 𝐸𝐸𝑥𝑥 − 𝑞𝑞15𝐻𝐻𝑥𝑥],                                                        (27) 
(1 − 𝜇𝜇∇2)𝐷𝐷𝑥𝑥 = (1 − 𝜆𝜆2∇2)[𝑒𝑒15 𝛾𝛾𝑥𝑥𝑥𝑥 + 𝑘𝑘11𝐸𝐸𝑥𝑥 + 𝑑𝑑11𝐻𝐻𝑥𝑥],                                                        (28) 
(1 − 𝜇𝜇∇2)𝐷𝐷𝑥𝑥 = (1 − 𝜆𝜆2∇2)[𝑒𝑒31𝜀𝜀𝑥𝑥𝑥𝑥 + 𝑘𝑘33𝐸𝐸𝑥𝑥 + 𝑑𝑑33𝐻𝐻𝑥𝑥],                                                         (29) 
(1 − 𝜇𝜇∇2)𝐵𝐵𝑥𝑥 = (1 − 𝜆𝜆2∇2)[𝑞𝑞15𝛾𝛾𝑥𝑥𝑥𝑥 +  𝑑𝑑11𝐸𝐸𝑥𝑥 + 𝜘𝜘11𝐻𝐻𝑥𝑥],                                                        (30) 
(1 − 𝜇𝜇∇2)𝐵𝐵𝑥𝑥 = (1 − 𝜆𝜆2∇2)[𝑞𝑞31𝜀𝜀𝑥𝑥𝑥𝑥 + 𝑑𝑑33𝐸𝐸𝑥𝑥 + 𝜘𝜘33𝐻𝐻𝑥𝑥].                                                         (31) 

Integrating equation (26-31) over the cross-section area of nanobeam provides the 
following nonlocal relations for a refined beam model as: 

Dispersion analysis of electrically actuated hygro-magneto-thermo-flexo electric nanobeam embedded on silica... 5



𝑀𝑀𝑥𝑥 = ∫ �𝑒𝑒31
2𝑉𝑉
ℎ

+ 𝑞𝑞31
2𝑉𝑉
ℎ
� 𝑍𝑍𝑑𝑑𝑧𝑧,ℎ/2

−ℎ/2                                                                                          (32)  

∫ (1 − 𝜇𝜇∇2)ℎ/2
−ℎ/2 {𝐷𝐷𝑥𝑥} cos(𝜉𝜉𝑧𝑧)𝑑𝑑𝑧𝑧 = 𝐹𝐹11𝑒𝑒 �

𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥
�,                                                                         (33)  

∫ (1 − 𝜇𝜇∇2)ℎ/2
−ℎ/2 {𝐵𝐵𝑥𝑥} cos(𝜉𝜉𝑧𝑧)𝑑𝑑𝑧𝑧 = 𝑅𝑅11𝑒𝑒 �𝜕𝜕𝜕𝜕

𝜕𝜕𝑥𝑥
�,                                                                         (34)  

(1 − 𝜇𝜇∇2)∫ 𝜉𝜉 sin(𝜉𝜉𝑧𝑧)𝐷𝐷𝑥𝑥𝑑𝑑𝑧𝑧 =ℎ/2
−ℎ/2 �𝑑𝑑31 �

𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥
� − 𝐸𝐸31∇2𝑤𝑤�,                                                     (35)  

(1 − 𝜇𝜇∇2)∫ 𝜉𝜉 sin(𝜉𝜉𝑧𝑧)𝐵𝐵𝑥𝑥𝑑𝑑𝑧𝑧 =ℎ/2
−ℎ/2 �𝐺𝐺31 �

𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥
� − 𝑄𝑄31∇2𝑤𝑤�,                                                     (36)  

in which: 

{𝑑𝑑11,𝐵𝐵11,𝐵𝐵11𝑠𝑠 ,𝐷𝐷11,𝐷𝐷11𝑠𝑠 ,𝐻𝐻11𝑠𝑠 } = ∫ 𝑐𝑐11
ℎ
2

−ℎ2
(1, 𝑧𝑧, 𝑓𝑓, 𝑧𝑧2,𝑓𝑓𝑧𝑧,𝑓𝑓2)𝑑𝑑𝑧𝑧,                                              (37) 

 

(𝑑𝑑31,𝐸𝐸31) = ∫ 𝑒𝑒31𝜉𝜉 sin(𝜉𝜉𝑧𝑧) {1, 𝑧𝑧,𝑓𝑓}𝑥𝑥𝑑𝑑𝑧𝑧,ℎ/2
−ℎ/2                                                                          (38)  

(𝐹𝐹11,𝐹𝐹33) = ∫ {𝑠𝑠11 𝑐𝑐𝑐𝑐𝑠𝑠2(𝜉𝜉𝑧𝑧) , 𝑠𝑠33𝜉𝜉2 𝑠𝑠𝑖𝑖𝑡𝑡2(𝜉𝜉𝑧𝑧)}𝑑𝑑𝑧𝑧ℎ/2
−ℎ/2 ,                                                            (39)  

(𝑅𝑅11,𝑅𝑅33) = ∫ {𝑑𝑑11 𝑐𝑐𝑐𝑐𝑠𝑠2(𝜉𝜉𝑧𝑧) , 𝑑𝑑33𝜉𝜉2 𝑠𝑠𝑖𝑖𝑡𝑡2(𝜉𝜉𝑧𝑧)}𝑑𝑑𝑧𝑧,ℎ/2
−ℎ/2                                                           (40)  

(𝐺𝐺31,𝑄𝑄31) = ∫ 𝑞𝑞31𝜉𝜉 sin(𝜉𝜉𝑧𝑧) {1, 𝑧𝑧}𝑥𝑥𝑑𝑑𝑧𝑧,ℎ/2
−ℎ/2                                                                              (41)  

(𝜘𝜘11,𝜘𝜘33) = ∫ {𝜘𝜘11 𝑐𝑐𝑐𝑐𝑠𝑠2(𝜉𝜉𝑧𝑧) , 𝜘𝜘33𝜉𝜉2 𝑠𝑠𝑖𝑖𝑡𝑡2(𝜉𝜉𝑧𝑧)}𝑑𝑑𝑧𝑧.ℎ/2
−ℎ/2                                                           (42)  

The governing equations of nonlocal strain gradient nanoplate under electrical field in 
terms of the displacement can be derived by substituting equations (32) -(36), into equations 
(17) -(20) as follows: 

�𝑑𝑑11
𝜕𝜕2𝜕𝜕
𝜕𝜕𝑑𝑑2

− 𝐵𝐵11
𝜕𝜕3𝑤𝑤𝑏𝑏

𝜕𝜕𝑑𝑑3
− 𝐵𝐵11𝑠𝑠

𝜕𝜕3𝑤𝑤𝑠𝑠

𝜕𝜕𝑑𝑑3
+ 𝑑𝑑31

𝜕𝜕𝜙𝜙
𝜕𝜕𝑑𝑑

+ 𝐺𝐺31
𝜕𝜕𝜓𝜓
𝜕𝜕𝑑𝑑
� =

𝜕𝜕𝑁𝑁𝑥𝑥
𝜕𝜕𝑑𝑑
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�[𝐵𝐵11
𝜕𝜕3𝜕𝜕
𝜕𝜕𝑑𝑑3

− 𝐷𝐷11
𝜕𝜕4𝑤𝑤𝑏𝑏

𝜕𝜕𝑑𝑑4 
− 𝐷𝐷𝑠𝑠11

𝜕𝜕4𝑤𝑤𝑠𝑠

𝜕𝜕𝑑𝑑4 
] + 𝐸𝐸31

𝜕𝜕2𝜙𝜙
𝜕𝜕𝑑𝑑2

+ 𝑄𝑄31
𝜕𝜕2𝜓𝜓
𝜕𝜕𝑑𝑑2

+ 𝑘𝑘1(𝑤𝑤𝑏𝑏 + 𝑤𝑤𝑠𝑠) − 𝑘𝑘2∇2(𝑤𝑤𝑏𝑏

+ 𝑤𝑤𝑠𝑠)] − 𝜇𝜇[(−𝑁𝑁𝐸𝐸−𝑁𝑁𝐵𝐵) + (𝑁𝑁𝑇𝑇 + 𝑁𝑁𝐻𝐻)
𝜕𝜕2(𝑤𝑤𝑏𝑏+𝑤𝑤𝑠𝑠)

𝜕𝜕𝑑𝑑2
) + 𝑘𝑘1(𝑤𝑤𝑏𝑏 + 𝑤𝑤𝑠𝑠)

− 𝑘𝑘2∇2(𝑤𝑤𝑏𝑏 + 𝑤𝑤𝑠𝑠)]� =
𝜕𝜕2𝑀𝑀𝑏𝑏

𝜕𝜕𝑑𝑑2
, 
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��𝐵𝐵11𝑠𝑠
𝜕𝜕3𝜕𝜕
𝜕𝜕𝑑𝑑3

− 𝐷𝐷11𝑠𝑠
𝜕𝜕4𝑤𝑤𝑏𝑏

𝜕𝜕𝑑𝑑4 
− 𝐻𝐻11𝑠𝑠

𝜕𝜕4𝑤𝑤𝑠𝑠

𝜕𝜕𝑑𝑑4 
� + 𝐹𝐹11

𝜕𝜕2𝜙𝜙
𝜕𝜕𝑑𝑑2

+ 𝑅𝑅11
𝜕𝜕2𝜓𝜓
𝜕𝜕𝑑𝑑2

+ 𝑘𝑘1(𝑤𝑤𝑏𝑏 + 𝑤𝑤𝑠𝑠) − 𝑘𝑘2∇2(𝑤𝑤𝑏𝑏

+ 𝑤𝑤𝑠𝑠)) − 𝜇𝜇[(−𝑁𝑁𝐸𝐸−𝑁𝑁𝐵𝐵) + (𝑁𝑁𝑇𝑇 + 𝑁𝑁𝐻𝐻)
𝜕𝜕2(𝑤𝑤𝑏𝑏+𝑤𝑤𝑠𝑠)

𝜕𝜕𝑑𝑑2
+ 𝑘𝑘1(𝑤𝑤𝑏𝑏 + 𝑤𝑤𝑠𝑠)

− 𝑘𝑘2∇2(𝑤𝑤𝑏𝑏 + 𝑤𝑤𝑠𝑠)]� =
𝜕𝜕2𝑀𝑀𝑠𝑠

𝜕𝜕𝑑𝑑2
−
𝜕𝜕𝑄𝑄
𝜕𝜕𝑑𝑑

, 
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[𝑑𝑑31
𝜕𝜕𝜕𝜕
𝜕𝜕𝑑𝑑

− 𝐸𝐸31
𝜕𝜕2𝑤𝑤𝑏𝑏

𝜕𝜕𝑑𝑑2 
− 𝑄𝑄31

𝜕𝜕2𝑤𝑤𝑠𝑠

𝜕𝜕𝑑𝑑2 
+ 𝐹𝐹11

𝜕𝜕2𝜙𝜙
𝜕𝜕𝑑𝑑2

+ 𝑅𝑅11
𝜕𝜕2𝜓𝜓
𝜕𝜕𝑑𝑑2

− 𝐹𝐹33𝜙𝜙 − 𝑅𝑅33𝜓𝜓 = 0, 46 

[𝑑𝑑31
𝜕𝜕𝜕𝜕
𝜕𝜕𝑑𝑑

− 𝐸𝐸31
𝜕𝜕2𝑤𝑤𝑏𝑏

𝜕𝜕𝑑𝑑2 
− 𝑄𝑄31

𝜕𝜕2𝑤𝑤𝑠𝑠

𝜕𝜕𝑑𝑑2 
+ 𝐹𝐹11

𝜕𝜕2𝜙𝜙
𝜕𝜕𝑑𝑑2

+ 𝜘𝜘11
𝜕𝜕2𝜓𝜓
𝜕𝜕𝑑𝑑2

− 𝐹𝐹33𝜙𝜙 − 𝜘𝜘33𝜓𝜓 = 0. 47 

 
4. Solution procedure 
To satisfy the above-mentioned boundary conditions, the displacement quantities are 
presented in the following form: 
𝜕𝜕 = ∑ 𝑈𝑈𝑛𝑛∞

𝑛𝑛=1
𝜕𝜕𝑋𝑋𝑛𝑛(𝑥𝑥)
𝜕𝜕𝑥𝑥

𝑒𝑒𝑖𝑖𝜔𝜔𝑛𝑛𝑡𝑡,                                                                                                      (48) 
𝑤𝑤𝑏𝑏 = ∑ 𝑊𝑊𝑏𝑏𝑛𝑛

∞
𝑛𝑛=1 𝑋𝑋𝑛𝑛(𝑑𝑑)𝑒𝑒𝑖𝑖𝜔𝜔𝑛𝑛𝑡𝑡,                                                                                                 (49) 

𝑤𝑤𝑠𝑠 = ∑ 𝑊𝑊𝑠𝑠𝑛𝑛
∞
𝑛𝑛=1 𝑋𝑋𝑛𝑛(𝑑𝑑)𝑒𝑒𝑖𝑖𝜔𝜔𝑛𝑛𝑡𝑡,                                                                                                 

 
(50) 
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∅ = ∑ ∅𝑛𝑛∞
𝑛𝑛=1 𝑋𝑋𝑛𝑛(𝑑𝑑)𝑒𝑒𝑖𝑖𝜔𝜔𝑛𝑛𝑡𝑡,                                                                                                     (51) 

𝜓𝜓 = ∑ 𝜓𝜓𝑛𝑛∞
𝑛𝑛=1 𝑋𝑋𝑛𝑛(𝑑𝑑)𝑒𝑒𝑖𝑖𝜔𝜔𝑛𝑛𝑡𝑡,                                                                                                     (52) 

where (
mnU  ,

bmnW , 
zmnW ,∅,𝜓𝜓) are the unknown coefficients and for different boundary 

conditions ( /m aα π= , /n bβ π= ). 

[𝐾𝐾]

⎩
⎪
⎨

⎪
⎧
𝜕𝜕𝑛𝑛
𝑤𝑤𝑏𝑏𝑛𝑛
𝑤𝑤𝑠𝑠𝑛𝑛
𝜙𝜙
𝜓𝜓 ⎭
⎪
⎬

⎪
⎫

=

⎩
⎪
⎨

⎪
⎧

0
𝑄𝑄𝑛𝑛(1 + 𝜇𝜇 𝑛𝑛2𝜋𝜋2

𝐿𝐿2

𝑄𝑄𝑛𝑛 �1 + 𝜇𝜇 𝑛𝑛2𝜋𝜋2

𝐿𝐿2
�

)

0
0 ⎭

⎪
⎬

⎪
⎫

,                                                                                   (53)                                                                                                          

where [K], [F] are the stiffness, loading matrixes for nanobeam, respectively. 
𝑘𝑘1,1 = 𝑑𝑑11𝛼𝛼1 ,      𝐾𝐾1,2 = 𝐵𝐵11𝛼𝛼2  ,       𝐾𝐾1,3 = 𝐵𝐵11𝑠𝑠 𝛼𝛼2   ,    𝐾𝐾1,4 = 𝑑𝑑31𝛼𝛼3  ,   𝐾𝐾1,5 = 𝐺𝐺31𝛼𝛼3   (54) 
𝐾𝐾2,1 = 𝐵𝐵11𝛼𝛼11 ,    𝑘𝑘2,2

= −𝐷𝐷11𝛼𝛼7 + 𝑘𝑘1𝛼𝛼5−𝑘𝑘2𝛼𝛼6
+ 𝜇𝜇[(−𝑁𝑁𝐸𝐸−𝑁𝑁𝐵𝐵 + (𝑁𝑁𝑇𝑇 + 𝑁𝑁𝐻𝐻) + 𝑘𝑘2)𝛼𝛼6 − 𝑘𝑘1𝛼𝛼5 ],   𝐾𝐾2,3 = 𝐷𝐷11𝑠𝑠 𝛼𝛼7+𝑘𝑘1𝛼𝛼5−𝑘𝑘2𝛼𝛼6
+ 𝜇𝜇[(−𝑁𝑁𝐸𝐸−𝑁𝑁𝐵𝐵 + (𝑁𝑁𝑇𝑇 + 𝑁𝑁𝐻𝐻) + 𝑘𝑘2)𝛼𝛼6−𝑘𝑘1𝛼𝛼5]  , 

𝑘𝑘2,4 = 𝐸𝐸31𝛼𝛼6    ,   𝑘𝑘2,5 = 𝑄𝑄31𝛼𝛼6    ,                        
𝐾𝐾3,1 = 𝐵𝐵11𝑠𝑠 𝛼𝛼11 ,

𝐾𝐾3,2
= −𝐷𝐷11𝑠𝑠 𝛼𝛼7 + 𝜇𝜇[(−𝑁𝑁𝐸𝐸−𝑁𝑁𝐵𝐵 + (𝑁𝑁𝑇𝑇 + 𝑁𝑁𝐻𝐻) + 𝑘𝑘2)𝛼𝛼6 − 𝑘𝑘1𝛼𝛼5] ,   𝐾𝐾3,3 = −𝐻𝐻11𝑠𝑠 𝛼𝛼7
+ 𝑘𝑘1𝛼𝛼5−𝑘𝑘2𝛼𝛼6 + 𝜇𝜇[(−𝑁𝑁𝐸𝐸−𝑁𝑁𝐵𝐵 + (𝑁𝑁𝑇𝑇 + 𝑁𝑁𝐻𝐻) + 𝑘𝑘2)𝛼𝛼6 − �𝑘𝑘1+

𝑒𝑒31
2𝑘𝑘33

)𝑓𝑓13𝛼𝛼5�, 

𝑘𝑘3,4 = 𝐹𝐹11𝛼𝛼6    ,   𝑘𝑘3,5 = 𝑅𝑅11𝛼𝛼6  , 
𝑘𝑘4,1 = 𝑑𝑑31𝛼𝛼3    ,   𝑘𝑘4,2 = −𝐸𝐸31𝛼𝛼6   ,𝑘𝑘4,3 = −𝑄𝑄31𝛼𝛼6 ,   𝑘𝑘4,4 = 𝐹𝐹11𝛼𝛼6−𝐹𝐹33𝛼𝛼5   ,

  𝑘𝑘4,5 = 𝑅𝑅11𝛼𝛼6 − 𝑅𝑅33𝛼𝛼5 , 
𝑘𝑘5,1 = 𝑑𝑑31𝛼𝛼3    ,   𝑘𝑘5,2 = −𝐸𝐸31𝛼𝛼6   , 5 = −𝑄𝑄31𝛼𝛼6 ,   𝑘𝑘4,4 = 𝐹𝐹11𝛼𝛼6−𝐹𝐹33𝛼𝛼5   ,

  𝑘𝑘4,5 = 𝜘𝜘11𝛼𝛼6 − 𝜘𝜘33𝛼𝛼5 , 
𝐹𝐹1,1 = 𝑁𝑁𝛼𝛼3 , 
𝐹𝐹2,2 = 𝑀𝑀𝑏𝑏(1−𝜇𝜇𝛼𝛼6), 
𝐹𝐹3,3 = 𝑀𝑀𝑠𝑠(1−𝜇𝜇𝛼𝛼6) − 𝑄𝑄(1−𝜇𝜇𝛼𝛼3), 
in which (Table 1): 
𝛼𝛼1 = ∫ 𝑋𝑋′(𝑑𝑑)𝑋𝑋′′(𝑑𝑑)𝑎𝑎

0 𝑑𝑑𝑑𝑑 , 𝛼𝛼2 = ∫ 𝑋𝑋(𝑑𝑑)𝑋𝑋′′′(𝑑𝑑)𝑎𝑎
0 𝑑𝑑𝑑𝑑 ,  𝛼𝛼7 = ∫ 𝑋𝑋(𝑑𝑑)𝑋𝑋′′′′(𝑑𝑑)𝑎𝑎

0 𝑑𝑑𝑑𝑑,   
𝛼𝛼5 = ∫ 𝑋𝑋(𝑑𝑑)𝑎𝑎

0 𝑋𝑋(𝑑𝑑)𝑑𝑑𝑑𝑑  , 𝛼𝛼3 = ∫ 𝑋𝑋(𝑑𝑑)𝑎𝑎
0 𝑋𝑋′(𝑑𝑑)𝑑𝑑𝑑𝑑 , 𝛼𝛼11 = ∫ 𝑋𝑋′(𝑑𝑑)𝑋𝑋′′′(𝑑𝑑)𝑎𝑎

0 𝑑𝑑𝑑𝑑, 
𝛼𝛼6 = ∫ 𝑋𝑋(𝑑𝑑)𝑋𝑋′′(𝑑𝑑)𝑎𝑎

0 𝑑𝑑𝑑𝑑. 

)55( 

The uniform load is supposed that lead to bending and is expressed by the following 
form: 
𝑞𝑞𝑑𝑑𝑑𝑑𝑛𝑛𝑎𝑎𝑚𝑚𝑖𝑖𝑑𝑑𝑠𝑠 = ∑ 𝑄𝑄𝑛𝑛sin [𝑛𝑛𝜋𝜋

𝐿𝐿
∞
𝑛𝑛=1 𝑑𝑑] sin𝜔𝜔𝑡𝑡,                                                                        (56)    

𝑄𝑄𝑛𝑛 = 2
𝐿𝐿 ∫ sin [𝑥𝑥0+𝑑𝑑

𝑥𝑥0−𝑑𝑑
𝑛𝑛𝜋𝜋
𝐿𝐿
𝑑𝑑]𝑞𝑞𝑥𝑥𝑑𝑑𝑑𝑑,                                                                                    (57) 

in which 𝑄𝑄𝑛𝑛 are the Fourier coefficients and 𝑞𝑞(𝑑𝑑) = 𝑞𝑞0 is the uniform load density and 𝑑𝑑0 is 
the centroid coordinate. Also, in the case of concentrated point load the following expression 
for the harmonic load intensity can be written: 
𝑞𝑞(𝑑𝑑) = 𝑝𝑝𝛿𝛿(𝑑𝑑 − 𝑑𝑑0) sin𝜔𝜔𝑡𝑡,                                                                                    (58) 
𝑄𝑄𝑛𝑛 = 2𝑝𝑝

𝐿𝐿
sin �𝑛𝑛𝜋𝜋

𝐿𝐿
𝑑𝑑0�,                                                                                                (59) 

in which 𝛿𝛿 is the Dirac delta.  
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Table 1. The admissible functions 𝑋𝑋𝑚𝑚(𝑑𝑑) Sobhy [36] 
 Boundary conditions The functions 𝑋𝑋𝑚𝑚 
 At x=0, a 𝑋𝑋𝑚𝑚(𝑑𝑑) 

SS 𝑋𝑋𝑚𝑚(0) = 𝑋𝑋𝑚𝑚′′ (0) = 0 𝑆𝑆𝑖𝑖𝑡𝑡(𝛼𝛼𝑑𝑑) 
 𝑋𝑋𝑚𝑚(𝑡𝑡) = 𝑋𝑋𝑚𝑚′′ (𝑡𝑡) = 0  

 
5. Numerical results and discussions 
The bending of hygro magneto thermo piezoelectric nanobeam is analyzed in this section. The 
material properties are shown in Table 2 (Ramirez et al. [50]). The validity of the present 
study is proved by the means of comparing the bending of this model with those of  
Arefi and Zenkour [29]. Arefi and Zenkour [29] for various nonlocal parameters are 
presented in Table 3.  
 
Table 2. Material properties of BiTiO3-CoFe2O4 composite materials 

Properties BiTiO3-CoFe2O4 
Elastic (GPa)                     c11 = 226, c12 = 125, c13 = 124, c33 = 216,  

c44 = 44.2, c66 = 50.5 
Piezoelectric/(C・m−2)                                                              e31 = −2.2, e33 = 9.3, e15 = 5.8 
Dielectric/(10−9C・V−1・m−1) k11 = 5.64, k33 = 6.35 
Piezomagnetic/(N・A−1・m−1)                                                 q15 = 275, q31 = 290.1, q33 = 349.9 
Magnetoelectric/(10−12Ns・V−1・C−1)                                              s11 = 5.367, s33 = 2 737.5 
Magnetic (10−6 𝑁𝑁𝑠𝑠2 𝑐𝑐−2/2)                                               ϰ11 = -297,ϰ33 = 83.5 
Mass density(103Kg/m3)                                                              ρ=5.55 
Hygrothermal(/K)                                                          61.6 10effα −= ×   426 10effβ −= ×  
 
Table 3. Comparison of dimensionless deflections of nanobeam for electric voltage and 
magnet potential 
L/h µ(nm2) 𝜓𝜓 = 0.001  /L h  µ(nm2) 𝜙𝜙 = 0.001  

 

 

 

  10 

 Arefi and 

Zenkour   

[29] 

present    

 

 

  10 

 Arefi and 

Zenkour [29] 

Present 

1 3.68 3.5781 0 3.68 3.59892 
2 3.71 3.6482 1 1.3333 3.66921 
3 3.77 3.7302 2 1.3645 3.74018 
4 3.84 3.79011 3 1.3958 3.80234 
5 3.94 3.8952 4 1.4270 3.92011 

 
The role of various parameters like magnetic potential (Ω ), electric voltage (V ), 

moisture constant (ΔH), and nonlocal parameter ( µ ) on the non-dimensional frequencies of 
the simply supported higher-order magneto-electro-elastic nanobeams at /L h =20 and  

/L h =30 are exposed in Tables 4 and Table 5. Here, it is noticeable that with the rise of 
nonlocal parameters the natural frequencies of hygro magneto-electro-elastic nanobeam 
reduces for all magnetic potentials and external voltages due to the fact that the existence of 
nonlocality weakens the beam. Also, it is referred that when the moisture constant arose the 
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non-dimensional frequencies of hygro magneto-electro-elastic nanobeam decrease, especially 
for lower moisture constant. Moreover, it is concluded that negative values of magnetic 
potential and external electric voltage produce lower/higher frequencies compared to those of 
positive ones, respectively. 

 
Table 4. Variation of the third dimensionless frequency of FG nanobeam for the various 
nonlocal parameters, magnetic potentials, and electric voltages ( /L h =30) 
µ             Ω=-0.05                Ω=0          Ω=+0.05 
  ΔH 

 

ΔH =1 ΔH =5 ΔH 

 

ΔH =1 ΔH =5 ΔH=0.

 

ΔH =1 ΔH =5 
0 V=-

 

78.077

 

71.962

 

68.082

 

78.967

 

72.525

 

68.275

 

79.848

 

73.084

 

68.467
  V=0 77.941

 

71.532

 

67.345

 

78.833

 

72.099

 

67.540

 

79.715

 

72.661

 

67.735
  V=+

 

77.804

 

71.100

 

66.600

 

78.698

 

71.670

 

66.797

 

79.582

 

72.235

 

66.994
             

1 V=-

 

56.325

 

52.280

 

49.892

 

57.553

 

53.053

 

50.156 58.756

 

53.814

 

50.417
  V=0 56.136

 

51.687

 

48.882

 

57.369

 

52.468

 

49.151 58.575

 

53.238

 

49.418
  V=+

 

55.947

 

51.087

 

47.850

 

57.184

 

51.877

 

48.125 58.394

 

52.655

 

48.397
             

2 V=-

 

46.039

 

43.041

 

41.429

 

47.534

 

43.976

 

41.746

 

48.983

 

44.891

 

42.060
  V=0 45.808

 

42.318

 

40.207

 

47.310

 

43.269

 

40.533

 

48.766

 

44.199

 

40.856
  V=+

 

45.576

 

41.583

 

38.946

 

47.085

 

42.550

 

39.282

 

48.548

 

43.496

 

39.616
             

3 V=-

 

39.712

 

37.400

 

36.307

 

41.436

 

38.472

 

36.668

 

43.091

 

39.515

 

37.025
  V=0 39.444

 

36.566

 

34.905

 

41.179

 

37.662

 

35.280

 

42.844

 

38.727

 

35.651
  V=+

 

39.174

 

35.712

 

33.445

 

40.921

 

36.834

 

33.836

 

42.596

 

37.922

 

34.223
  

Table 5. Dispersion of dimensionless frequency of nanobeam for the various nonlocal 
parameters, magnetic potentials, and electric voltages ( /L h =20) 
µ                 Ω=-0.05                      Ω=0           Ω=+0.05 
  ΔH 

 

ΔH =1 ΔH =5 ΔH 

 

ΔH =1 ΔH =5 ΔH 

 

ΔH =1 ΔH =5 
0 V=-

 

35.608

 

32.956

 

31.424

 

36.477 33.504

 

31.611

 

37.325

 

34.044 31.797

  V=0 35.474

 

32.534

 

30.705

 

36.346

 

33.089

 

30.896

 

37.198

 

33.635

 

31.087

  V=+

 

35.340

 

32.107

 

29.968

 

36.215

 

32.669

 

30.164

 

37.070

 

33.222

 

30.359

            
1 V=-

 

29.900

 

27.860

 

26.782

 

30.929

 

28.506

 

27.002

 

31.926

 

29.139

 

27.219

  V=0 29.741

 

27.360

 

25.934

 

30.775

 

28.018

 

26.161

 

31.777

 

28.661

 

26.385

  V=+

 

29.581

 

26.850

 

25.058

 

30.621

 

27.520

 

25.292

 

31.627

 

28.174

 

25.524

            
2 V=-

 

26.174

 

24.556

 

23.798

 

27.344

 

25.287

 

24.044

 

28.466

 

25.998

 

24.288

  V=0 25.992

 

23.987

 

22.839

 

27.170

 

24.735

 

23.096

 

28.299

 

25.461

 

23.350

  V=+

 

25.808

 

23.404

 

21.838

 

26.994

 

24.170

 

22.107

 

28.130

 

24.912

 

22.372

            
3 V=-

 

23.487

 

22.191

 

21.678

 

24.784

 

22.997

 

21.948

 

26.017

 

23.776

 

22.215

  V=0 23.284

 

21.559

 

20.621

 

24.592

 

22.388

 

20.905

 

25.834

 

23.188

 

21.185

  V=+

 

23.079

 

20.909

 

19.507

 

24.398

 

21.763

 

19.806

 

25.650

 

22.584

 

20.102

  
The length of nanobeam is considered to be L = 10 nm. Also, the dimensionless 

deflection is adopted as 
𝑊𝑊 = 100 𝐶𝐶11𝐼𝐼

𝑞𝑞0𝐿𝐿4
. (60) 
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Figures 2 and 3 investigated for the effect of nonlocal parameters on a dimensionless 
deflection through various magnetic potential, it is found that increasing the value of the 
nonlocal parameters caused the increase in dimensionless deflection but positive electric 
voltage leads to a reduction in deflection and negative potential rise the dimensionless 
deflection. We understand from this subject that magnetic potential has a significant role 
under dimensionless deflection and also dimensionless deflection null effect during zero 
electric voltage. The effect of humidity is observed in Fig. 3 through the rise in dimensionless 
deflection. 

 

 
Fig. 2. Effect of nonlocal parameters on dimensionless deflection via Ω = 0.5 (L/h=10,  

Kw= Kp=20, ΔH=1.5) 

 
Fig. 3. Effect of nonlocal parameters on dimensionless deflection via Ω = 1.5 (L/h=10, 

Kw= Kp=20, ΔH=1.5) 
 
Dimensionless deflection of the nanobeam with respect to slenderness ratio through 

various electric voltages are presented in Figs. 4 and 5. It is found that the external electric 
voltage caused that softening deflection of nanobeam for positive values and external voltage 
for negative values of nanobeam demonstrated a hardening effect. From this, the axial tensile 
and compressive forces are exposed in the nanobeams via the constructed positive and 
negative voltages, respectively. In addition, it is lightly observed that the dimensionless 
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deflection is approximately independent of the slenderness ratio for zero electric voltages  
( 0V = ). The increase in magnetic potential hardens the deflection. 
 

 
Fig. 4. Effect of slenderness ratio on dimensionless deflection via Ω = 0.5 (L/h=10, 

Kw= Kp=20, ΔH=1.5) 
.

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Effect of slenderness ratio on dimensionless deflection via Ω = 1.5 (L/h=10, 
Kw= Kp=20, ΔH=1.5) 

 
Figures 6 and 7 are demonstrated for the variation of dimensionless deflection of 

nanobeam with the moisture constant via various magnetic potentials. In this example, the rise 
in moisture constants improves the value of deflection. Also, it is referred that the positive 
voltage values stiffen the deflection more than the negative voltage. This result also indicates 
that the effect of moisture weakens the nanobeam. The obtained results of these figures 
indicate that the maximum deflection increases with increasing the magnetic potential of the 
nanobeam.  
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Fig. 6. Effect of moisture constant versus dimensionless deflection via Ω = 0.5 (L/h=10,  

Kp =Kw=20)

  
Fig. 7. Effect of moisture constant versus dimensionless deflection via Ω = 1.5 (L/h=10,  

Kp =Kw=20) 
 

Figures 8-9 expresses the effect of critical temperature on the dimensionless deflection 
via moisture coefficient rise with different electric voltage values. It can be noticed that the 
rise in critical temperature drives to reduce the dimensionless deflection. Also, the moisture 
coefficient rise expose the less amount of magnitude rise in dimensionless deflection while an 
increase in temperature values. The results expose the truth that the moisture coefficient 
variations soften the variant values via critical temperature.  
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Fig. 8. Effect of critical temperature versus dimensionless deflection via ΔH=0.5 (L/h=10,  
Kp =Kw=20, Ω = 0) 

 
Fig. 9. Effect of critical temperature versus dimensionless deflection via ΔH=1.5 (L/h=10,  

Kp =Kw=20, Ω = 0) 
 
The variations of the dimensionless deflection of nanobeams versus Young's modulus of 

silica aerogel foundation for various electric voltages are shown in Figs. 10 and 11, 
respectively. It is found from this figure that regardless of the sign and magnitude of electric 
voltage, the dimensionless deflection decreases with the increase of Young's modulus of silica 
aerogel foundation, so the stiffness weakens of the nanobeam. It must be mentioned that the 
rise in magnetic potential provides higher deflection.  
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Fig. 10. Effect of Young's modulus of silica aerogel foundation versus dimensionless 

deflection Ω = 0.5 (L/h=10, µ = 2,ΔH = 1.5) 

 
Fig. 11. Effect of Young's modulus of silica aerogel foundation versus dimensionless 

deflection Ω = 1.5 (L/h=10, µ = 2,ΔH = 1.5) 
 

The effect of height of the silica aerogel foundation on dimensionless deflection is 
recorded in Figs. 12 and 13. By raising the height of the silica aerogel foundation the 
dimensionless deflection is amplified for different applied electric voltages. Again the effect 
of higher values of magnetic potential is pronounced. 

 

0,5

1

1,5

2

2,5

3

3,5

4

4,5

0 0,2 0,4 0,6 0,8 1 1,2 1,4 1,6 1,8

Di
m

en
si

on
le

ss
 d

ef
le

ct
io

n 

Ef(GPa) 

v=-0.5

v=0

v=+0.5

0,5

1

1,5

2

2,5

3

3,5

4

4,5

5

0 0,2 0,4 0,6 0,8 1 1,2 1,4 1,6 1,8

Di
m

en
si

on
le

ss
 d

ef
le

ct
io

n 

Ef(GPa) 

v=-0.5

v=0

v=+0.5

14 R. Selvamani, L. Rubine, J. Rexy, F. Ebrahimi



 
 

Fig. 12. Effect of Young's modulus of silica aerogel foundation versus dimensionless 
deflection Ω = 1.5 (L/h=10, µ = 2,ΔH = 1.5) 

 

 
Fig. 13. Effect of Young's modulus of silica aerogel foundation versus dimensionless 

deflection Ω = 1.5 (L/h=10, µ = 2,ΔH = 1.5) 
 

6. Conclusions 
External electric voltages on the deflection of Hygro-magneto-electro-elastic (HMEE) 
nanobeams embedded on silica aerogel foundation are studied in this article. The governing 
equations of nonlocal nanobeams based on higher-order refined beam theory are obtained 
using Hamilton's principle and solved by analytical solution. A parametric study is presented 
to observe the effect of the nonlocal parameter, slenderness, moisture constant, critical 
temperature, and the foundation constants on the deflection characteristics of nanobeam via 
different applied electric voltages. Some of the bolded highlights of this research are as 
follows. 
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● The dimensionless deflection can be amplified using the higher nonlocal parameters. 
● The maximum dynamic response can be arrived at by choosing higher magnetic intensity. 
● The system's dimensionless deflection can be gradually amplified when the electric 

voltage is negative.  
● The moisture values soften the dimensionless deflection in the presence of magnetic 

potential. 
● The dimensionless deflection may be weakened by bigger values of critical temperature 

in a humid environment. 
● The higher density of foundation (Young's modulus of silica aerogel) reduces the 

stiffness of the nanobeam. On the other hand, the increase in height of th foundation 
refers to an amplified deflection 

● The compressive and tensile nature is proven in the deflection of nanobeams via positive 
and negative voltage generation. 
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Abstract. Effects of the particle size (i.e. 100, 150, and 500 µm) and composition of biomass 
on physicochemical and mechanical properties of briquettes were evaluated. This study used 
biomass from the mixture of tofu dreg (TD), areca nutshell (ANS), and citronella (CN). This 
study was also completed with a literature review. ANS was carbonized at 250°C for 2 hours. 
Then, all raw materials (i.e. TD, ANS, and CN) were dried, saw-milled, and mixed with 
tapioca starch as a binder to form a dough. The particle size and ANS composition gave an 
impact on the briquettes' performance, including burning rate, specific fuel consumption, and 
mechanical properties. Particle size influenced the compact component in the briquette. ANS 
affected carbon and moisture contents in the briquette, improving its compressive strength. 
This study demonstrates the alternative solution for reducing organic wastes by converting 
them into briquettes. 
Keywords: briquettes, biomass, energy, mechanical properties, tofu dreg, areca nutshell, 
citronella 
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1. Introduction  
Bio briquettes are solid fuels made from a mixture of biomass. Biomass is a term used to 
describe all types of organic materials that are the results of the photosynthesis process [1]. In 
Indonesia, biomass is largely abundant, while its usage is not optimal yet [2]. 

Reports on the use of biomass as alternative energy are well-documented. Many 
strategies have been reported, and the results were compared to the briquette standard [3]. 
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Detailed current research for the use of briquette from biomass is presented in Table 1. 
However, studies on the effects of the particle size of raw materials on the briquettes' quality 
are typically unconcerned. 
 
Table 1. The previous research on the preparation of briquettes from biomass 
No Biomass Binder Results Ref. 
1 Water hyacinth 

(Eichhornia 
crassipes) 
charcoal  

Molasses The molasses to charcoal ratio had an impact 
on the briquettes' quality and characteristics. 
With increasing amounts of binder, ash content 
decreased while volatile combustible matter 
and fixed carbon increased. The highest 
calorific value (16.6 MJ/kg) and compressive 
strength (19.1 kg/cm2) were produced by the 
30:70 charcoal/molasses ratio. The potential for 
turning water hyacinth into an alternative fuel 
source has been demonstrated by the results. 

[4] 

2 Areca leaves Wheat flour According to IS1448-7 standards, the areca 
leaves' gross calorific value was determined. 
According to the analysis, compared to 
briquettes with particle sizes larger than 
1700 µm, 600 and 425 µm of areca leaves 
components are better. Further, briquettes with 
85-µm areca leaves have the highest calories at 
14.57 MJ/kg. The briquette's physicochemical 
properties showed low moisture content 
(8.08%) and low ash content (1.47%). Because 
they contain less nitrogen (0.61%) and sulfur 
(0.65%), the briquettes are environmentally 
friendly. As a result, producing briquettes from 
850-μm areca leaves with sawdust as an 
additive can result in high-quality biomass fuel 
for use in both homes and businesses. 

[5] 

3 Carbonized rice 
husk and 
jatropha seed 
waste 

Newspaper 
waste pulp 

The briquettes with the highest heat energy 
content (5,650 cal/g) are those with 8% of 
newspaper waste pulp adhesives. The best-
mixed charcoal briquettes are made from rice 
husk charcoal and jatropha seed at a 50:50 ratio 
with 8% newspaper waste pulp added as an 
adhesive agent. Adding more adhesive will 
reduce the calorific value. The best properties 
of mixed charcoal briquette (made from rice 
husk and jatropha seed waste) are moisture 
content of 3.85%, volatile matter of 43.87%, 
ash of 23.78%, fixed carbon of 28.50%, and 
calorific value of 5,650 cal/g. The calorific 
value of rice husk can be increased by the 
addition of jatropha seed charcoal from 3,350 
to 5,650 cal/g. 

[6] 

4 Orange peels and 
corn cobs 

Pasty starch According to the results, the sample can reach 
the highest calorific value per kilogram of 

[7] 
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31,886 kcal. The mixtures made up of 20% of 
orange peels and 80% of corn cobs have the 
highest calorific values and carbon contents, 
which are the most desirable qualities of good 
solid fuel. In the meantime, a briquette made of 
80% orange peels and 20% corn cobs has 
shown some promise. 

5 Cocoa Shells and 
Sea Mango 

Tapioca 
flour 

Small-particle briquettes have high values for 
relaxed density, relaxation ratio, and 
percentage of durability index. However, the 
high density of briquettes on smaller particles 
made the compressed density and the 
percentage of moisture content low. 

[8] 

6 Sugarcane 
bagasse 

- Analysis of the fuel's parameters revealed high-
quality levels of low ash content (0.97 percent) 
and high calorific values (18.35 MJ kg-1 for 
gross calorific value and 17.06 MJ kg-1 for net 
calorific value), which suggested the fuel was 
well suited for direct combustion processes. 
The following observations were supported by 
indicators of mechanical quality: bulk density 
of 1022 kg/m3, compressive strength of 
150 N/mm1, and mechanical durability of 
99.29%. 

[9] 

7 Coconut (Cocos 
Nucifera) Coir 
and Banana 
(Musa 
Paradisica) 
Peels 

Tapioca 
starch 

The best performance of briquettes is with 
310 µm of particles with a mixture content of 
banana peels as much as 20% of the total 
weight. It has good specific fuel consumption 
(5.42 g/mL) and a burning rate (5.10 g/min).  
The briquette has a compressed density of 
0.39 g/cm3, relaxation ratio of 1.70, a relaxed 
density of 0.23 g/cm3, a water resistance index 
of 80.14%, a moisture content of 58.55%, and a 
durability index of 98.92%. 

[10] 

8 Melinjo (Gnetum 
gnemon) Shell 

Tapioca Briquettes with 10% of tapioca (sizes of 465-
1000 µm) have the best relaxation ratio values, 
percentage moisture content, burning rates, and 
specific fuel consumption. Briquettes with 50% 
of tapioca (sizes of 74-105 µm) have the 
highest compressed density, relaxed density 
value, durability index percentage, and water 
resistance index percentage. 

[11] 

9 Banana peels, 
sugarcane 
bagasse, coconut 
shells, and rattan 
waste 

Cassava 
starch 

Banana peels (97.98%) and sugarcane bagasse 
(97.98%) losses are more significant in the 
mass reduction (96%). High calorific values of 
the briquettes produced are 16.98, 30.07, 32.16, 
and 25.93 MJ/kg for banana peels, rattan waste, 
coconut shells, and sugarcane bagasse, 
respectively. Volatile matters are gradually 
lower. Ash content was 7.44-11.95%, and 

[12] 
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moisture content is relatively low. 
10 Rice husk and 

red bean skin 
Tapioca 
starch 

Small particles (74-100 µm) with a binder 
concentration of 50% produce briquettes of 
good quality. Due to the small size and large 
surface area of the particles, as well as the high 
binding agent concentration, the bonds between 
the particles are very strong. A 20% binder 
concentration produced good quality briquettes 
for the briquettes with large particles (500-
2000 µm).  

[13] 

11 Durian eel 
(Durio kutejensis 
Becc) charcoal 

Starch The briquettes were made from durian peel 
charcoal by adding starch as a binder at 
different concentrations of 3, 4, 5, and 6% to 
obtain moisture content, volatile matter, ash 
content, and calorific value. The 3% of starch 
binder in the durian peel briquettes had the 
highest quality. 

[14] 

12 Cassava peels  
and rice husks  

Tapioca 
starch 

The small particle of biomass shows good 
performance in the compressed and relaxed 
density. The 90:10 briquette with small 
particles has an excellent calorific value, 
according to the water boiling test, burning 
rate, and specific fuel consumption. For 
briquettes with medium particles and a 50:50 
ratio, a good water-resistant index was 
obtained. For all briquettes, the average 
durability index values were 98%.  

[15] 

13 Sawdust, rice, 
and coconut 
husks 

Cassava 
starch 

The charred briquettes' calorific value was 
discovered to be 24.69 MJ/kg. The use of a 
multi-feed gasifier stove (MFGS) resulted in 
briquettes burning with the highest combustion 
efficiency (34.7%). When briquettes were used 
in the MFGS in place of charcoal, there were 
reductions in particulate matter and carbon 
monoxide emissions of 14 and 80%, 
respectively. 

[16] 

14 Carbon particles 
from potato and 
yam skins 

Rice waste The best quality of the prepared briquettes was 
for the sample with 10% adhesive. The 
briquettes with 30% adhesive had the highest 
durability index. When using 40% adhesive, 
excellent compressed density and water 
resistance index were obtained. Briquettes with 
less adhesive typically have a high density, 
little moisture content, and long flammability. 

[17] 

15 Onion peels and 
tamarind shells 

Cassava 
Starch 

Comparatively to pine, cotton stalk, wood 
sawdust, municipal solid waste (MSW), and 
cotton straw biomass briquettes, onion peels 
and tamarind shells (OP-TS) have better fuel 
properties. Onion peels and tamarind shells 
were used to create briquettes with a higher 

[18] 
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heating value. They, therefore, made a great 
choice for an energy source. The briquettes' 
carbon content has decreased while their 
oxygen and hydrogen contents have increased 
when using OP-TS. 

16 Sawdust and rice 
husk carbon 

Starch 
paste 

High density (bulk, compressed, and relaxed) 
was produced by the high concentration of 
carbon rice husks (CRH) in briquettes. The 
compaction ratio, water resistance, durability, 
and relative suitability decreased with a high 
CRH. Sawdust and CRH can be burned 
cooperatively inside the briquette.  

[19] 

17 Bamboo Fiber 
and Dried Clove 
Leaves 

Dextrin Briquettes made of dried clove leaves and 
bamboo fibers with 60% have good solidity, 
durability, fuel consumption, and moisture 
content, while those at 20% have good 
combustion performance. 

[20] 

18 Coffee grounds 
and soybean 
peels 

Tapioca 
flour 

Briquettes with a ratio of (60:40) and a particle 
size of 250 µm have good compressed density, 
burning rate, and specific fuel consumption 
characteristics. 

[21] 

19 Durian peels and 
banana midrib 

Tapioca 
flour 

The best briquette results were when using a 
70:30 ratio of durian peels and banana midrib 
with a carbon particle size of 250 µm, 
according to compressed density, relaxed 
density, relaxation ratio, percentage moisture 
content, percentage of water resistance index, 
water boiling test, burning rate, specific fuel 
consumption, and durability index. 

[22] 

20 Peanut shells Tapioca 
flour 

310-µm particles gave a good performance in 
the compressed density and relaxed ratio. The 
582-µm particle had less moisture content and 
high specific fuel consumption.  

[23] 

Our previous studies reported the mechanical properties of materials, such as iron oxide 
[24], tungsten trioxide [25,26], brake pad[27], bioplastic material [28-30], and food materials 
[31]. We also reported several characterizations and analyses for supporting the studies [32-
36]. Here, this study aims to determine the quality of the briquettes as a function of the 
particle size and composition of several raw materials. As models of raw materials, we used a 
combination of tofu dreg (TD), areca nutshell (ANS), and citronella (CN). The main reasons 
for the use of these raw materials are: 
(i) TD as the bioproduct of the tofu industry – one of the important agro-industry in 

Indonesia that brings great economic impacts – is not carefully handled and treated, 
creating problems in the environment. Direct disposing of TD causes a bad smell since 
TD contains high protein content (100 g of TD contains 27 g of protein) [37]. 

(ii) Areca nut (Areca catechu) is a type of palm plant that is widely cultivated in Indonesia. 
Areca nuts are scattered in all regions of Indonesia. Areca nut is found in various 
regions of Indonesia, especially in Sumatra, Kalimantan, and Sulawesi [38]. In general, 
areca farmers only use areca seeds. ANS is not used and becomes waste that can pollute 
the environment. Areca farmers usually burn ANS to reduce buildup. Combustion that 
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is carried out can cause air pollution. In fact, ANS and other biomass such as tofu dreg 
have considerable energy potential and can be used as bio briquettes. 

(iii) Citronella (Cymbopogon nardus L.) is one of the plants that produce essential oils. 
Citronella is widely cultivated in Indonesia, and Indonesian land has a climate suitable 
for its growth[39]. The essential oil from Citronella has a bitter taste, smells good, and 
evaporates at room temperature without decomposition [40]. The good smell of the 
essential oil in citronella can be added to bio briquettes, so the briquettes can emit a 
good smell when baked. 
In addition, ANS was used as the main carbon material, where this material was 

carbonized before use. The carbonization process can increase the carbon content and heating 
value of the prepared briquette [41,42]. Our research is important to demonstrate the 
alternative solution for reducing waste management since such TD, ANS, and CN were 
typically disposed of directly to the environment. 

 
2. Material and method 
Material preparation. Briquettes were made from a mixture of TD, ANS, and CN. All 
materials were obtained from Pangandaran Regency, Indonesia. The tapioca flour as the 
binder was obtained from Cimahi, Indonesia. The TD/ANS/CN compositions were varied in 
the ratio of 10/90/30, 40/60/30, 50/50/30, 60/40/30, and 90/10/30.   

Briquettes making process. Prior to use, all materials were cut into pieces and dried 
naturally for about 5 days to remove physical moisture content. The ANS was then 
carbonized using an electrical furnace at the temperature of 250°C for 1-2 hours. All materials 
were saw-milled and sieved to obtain the required sizes (i.e. 100, 150, and 500µm), using the 
similar procedure in our previous report[43]. The particle size was classified as small 
(100 µm), medium (150 µm), and large sizes (500 µm). All materials were then mixed 
according to the predetermined variations. The binder of tapioca starch was made by the ratio 
of tapioca/water of 2/25. The tapioca starch was then mixed with the mixed material and 
stirred to form a dough. The dough was molded (round shape, 3.80 cm in diameter, and 0.70 
cm in height) and pressed with a pressure of 8.74 N/cm2. The briquettes were dried naturally 
to remove outer moisture. Then, they were dried at 150ºC in the electrical furnace until their 
mass is constant.  

Briquette performance analysis. The prepared briquettes were tested by several 
characterizations: density, moisture content, water boiling test, burning rate, specific fuel 
consumption, water-resistance index, and durability index [44]. 

(1) Density includes compressed density (CD), relaxed density (RD), and relaxation 
ratio (RR). CD, RD, and RR were calculated using Eqs. (1), (2), and (3), respectively. 
CD = Wc/Vc, (1) 
RD =Wr/Vr, (2) 
RR = CD/RD, (3) 
where Wc is the weight of the briquette immediately after molding, and Vc is the volume of 
the briquette after molding. Wr is the weight of briquettes after drying, and Vr is the volume 
of briquettes. 

(2) Percentage moisture content (PMC) was determined by calculating the initial mass 
of briquettes immediately after molding (W1), and the mass of briquettes after complete 
drying (W2)[45]. PMC is calculated with Eq. (4). 
PMC = [(W1-W2)/W2]  X 100%. (4) 

(3) Water boiling test (WBT) is a test used to determine the efficiency of briquette 
combustion. It was carried out by burning the briquette sample, the heat from the combustion 
was used to boil 100 mL of water in a beaker. The increase in water temperature was recorded 
during the combustion process.  
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(4) Burning rate (BR) is the combustion rate which was calculated by the ratio of the 
mass lost when combustion with the total time used [46], calculated using Eq. (5). 
BR =Q/T, (5) 
where Q is the mass of briquette burnt out (g) and T is the total burning time (min). 

(5) Specific fuel consumption (SFC) shows the ratio of the mass of the briquettes 
burned to the amount of water to boil [46] and it is determined using Eq. (6). 
SFC =Q/V, (6) 
where Q is the mass of burning briquettes (g) and V is the volume of boiling water (mL). 

(6) Percentage of water resistance index (PWRI) test was conducted by immersing the 
briquettes in water with a temperature of 27ºC for 30 seconds[47]. PWRI is calculated using 
Eq. (7) and (8). 
PWA = [(Q2-Q1)/Q1] X 100, (7) 
PWRI = 100% - PWA, (8) 
where PWA is the percentage of water absorbed, Q1 is the initial mass of briquettes (g), and 
Q2 is the final mass of briquettes (g). 

(7) Percentage of durability index (DI). To analyze DI, the mass of the briquettes was 
measured. The briquettes were put into a plastic bag, while the air in the plastic was removed. 
The briquettes were dropped from a height of 2 m onto a solid surface. The mass of the 
briquettes that were not crushed was then measured again [47]. The DI is determined by Eq. 
(9). 
DI =  Q2/Q1X100, (9) 
where Q1 is the mass before being put together (g), and Q2 is the mass after being  
dropped (g). 

(8) Mechanical test. To analyze the mechanical characteristics of the briquettes, we 
carried out a compressive test and a puncture test [29,28]. The compressive test was 
performed using a screw stand test instrument (Mode I ALX-J, China) equipped with a 
measuring instrument (a Digital Force gauge (Model HP-500, Serial No. H5001909262). The 
puncture test was done using the Shore Durometer instrument (Shore A Hardness, In size, 
China). The compressive test was carried out by pressing the briquettes. The pressure given 
by the instrument to measure the hardness of the briquette, the measurement results are 
represented as a curve. The puncture test was done by inserting a needle into the surface of 
the briquette. The measured number was obtained from the depth of the needle puncture 
 
3. Results and discussion  
Effect of particle size 
Density. Figure 1(a) shows the density in terms of CD, RD, and RR of the briquettes under 
varying particle sizes. The CD value varied from 1.10 to 1.38 g/cm3. The highest CD value 
was obtained at the medium particle size of medium sizes. The lowest CD values were found 
in the large particles. The particle size affects the CD value, the larger particles resulted in a 
higher CD value [48]. However, anomalies were found in the sample with large particles. 
This can be due to the incomplete drying of the briquettes, the difference in the pressure 
exerted on the briquettes with large particles, or the effect of the binders used [41]. 

The RD value ranged from 0.60-0.90 g/cm3. Briquettes with small particles showed the 
highest RD value, while briquettes with large particles showed the lowest RD value.  
Based on Fig. 1, the smaller particles allowed the obtainment of higher RD. The smaller 
particles made the larger binding surface area among the particle; Thus, the density was 
getting higher [49]. 

The RR of samples ranged from 1.3 to 1.7. The density changed from wet to dry, but 
briquettes were relatively stable. Variations in particle size had a different effect on the RR. 
The highest RR was obtained from briquettes with medium and large particles, while the 
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lowest RR was obtained from small particles. This RR test showed that the most stable 
briquettes were the briquettes made with small particles. Small particles caused high 
briquette density [49]. 

Percentage moisture content (PMC). Figure 1(b) shows the results of PMC analysis on 
briquettes with different particle sizes. The PMC values ranged from 48 to 56%. Results 
showed that the relative moisture of the briquettes increased with the smaller particles. The 
highest PMC was obtained from briquettes with small particles, while the lowest PMC was 
obtained from large particles. Small particles allowed the briquette to have smaller pores. 
Small pores hold the transport of moisture and oxygen into the briquette [50]. 

Percentage of water resistance index (PWRI). PWRI is an analysis that shows the 
percentage of water content absorbed by the briquette with the effect of particle size 
(Fig. 1(b)). The highest PWRI was obtained for briquettes with large particles, while the 
lowest PWRI was obtained for the medium particles. The large particles make briquettes have 
many pores. The pores make the cavity on the briquettes and cause infiltration water to the 
briquette to become higher [51]. However, anomalies were found in samples with medium 
particle sizes which had a smaller PWRI value than small particles. It can be caused by 
differences in drying temperature and briquetting pressure when the medium particle size 
briquettes were made. 

Percentage of durability index (DI). The sample showed good DI values ranging 
between 96.5 and 97.9% (Fig. 1(b)). The highest DI was obtained when using briquettes from 
small particles, while the lowest DI was obtained from large particles. The smaller particles 
allowed the obtainment of high density, indeed causing the briquettes to get stronger [52].  

Burning rate (BR). Figure 1 (c) shows the effect of particle size on the BR of 
combustion. The BR value obtained ranged from 0.55 to 0.78 g/min. The largest BR was 
shown by the briquettes with large particles, and the smallest BR was indicated by the 
briquettes with medium particle size. The smaller particles caused lower porosity, so that 
mass transfer (i.e. water vapor, volatile matter, and oxygen infiltration) was inhibited. The 
inhibited mass transfer resulted in a higher BR [53]. Large particle shows that are not linear 
with the theory, this can occur due to the effect of differences in humidity, errors during 
briquette drying, or errors in the combustion treatment.  

Specific fuel consumption (SFC). The results of SFC were presented, ranging from 
0.066 to 0.1 g/mL (Fig. 1(c)). The lowest SFC value was obtained by the medium size, while 
the highest SFC was obtained in the sample with large particles. Briquettes made from large 
particles produced a large calorific value when they are burned. The high calorific value 
caused a high SFC value. The higher calorific value of the briquette combustion resulted in a 
better quality of briquettes [54].  

Water boiling test (WBT). The water boiling test evaluates the thermal efficiency of 
briquettes [55]. Table 2 shows the results of the water boiling test (WBT) on variations in 
particle size. The data explains that the smaller particles of TD, ANS, and CN caused the 
water temperature to increase quickly. The best briquettes from the WBT test results are 
briquettes with small particles. Small particles in the briquettes have a low cavity, even almost 
non-porous. The less porous causes a higher calorific value so that the burning of the 
briquettes can increase the water temperature quickly.  
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Fig. 1. Effect of particle size on briquettes' performance: (a) CD, RD, RR, (b) PMC, PWRI, 

DI (c) BR and SFC 
 
Table 2. Water boiling test (WBT) as a function of particle size of    
Particle size (µm) Burning time (min) Initial temperature (°C) Final temperature (°C) 

500 6.10 
27 

84 
150 6.01 88 
100 5.50 90 

 
Variations of composition 
Density. Figure 2 (a) shows the CD, RD, and RR of the briquettes with varying particle 

sizes. The density is an important parameter that can affect the quality of briquettes. In 
general, higher densities result in better briquette quality [56]. The highest CD was obtained 
at the raw material composition ratio of 50/50/30. The lowest CD was obtained at the ratio 
with the raw material composition of 90/10/30. The same ratio between TD and ANS resulted 
in high CD values. The more TD results in the smaller CD value. This can be caused by the 
characteristics of the TD material which cause many pores in the briquette, causing the 
briquette density to decrease. The density was affected by the size and homogeneity of the 
briquette constituents. 

The RD value of briquettes ranged from 0.7 to 0.8 g/cm3. The highest RD value was 
obtained in the material ratio of 40/60/30 and 50/50/30, while the lowest value was shown by 
briquettes with a ratio of 10/90/30, 60/40/30, and 90/10/30. From these results, it can be 
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analyzed that the high carbon content of ANS causes a high RD value. However, briquettes 
with a ratio of 10/90/30 show anomalies. This anomaly could be caused by various 
possibilities such as the error of the researcher in making measurements, the inaccuracy of 
measuring instruments, errors in drying briquettes, and so on. 

ANS carbon could create high RD values because of lower moisture content. The lower 
moisture content resulted in a greater RD value [48]. However, our results show an anomaly 
in the results of TD/ANS/CN were 10/90/30. This can be caused by errors in the production 
process (pressure, temperature, etc.) [57]. 

The RR value of samples with composition ratios of 10/90/30 and 60/40/30 was the 
highest. Meanwhile, briquettes with the ratios of 40/60/30, 50/50/30, and 90/10/30 show a 
low RR value. The results are almost inversely proportional to the RD value. The greater RD 
value resulted in the RR value. The anomaly was shown by briquettes with a ratio of 90/10/30, 
which still had a low RR value even though it had a low RD value. This anomaly might be 
caused by briquettes with a ratio of 90/10/30, which had not dried completely during the 
drying process. But in general, the RR value indicated that the change in briquette density 
from wet to dry, and is relatively stable. The mean RR values ranged from 1.7 to 1.8. The 
range of these values is quite good. Other reports showed the RR values ranging from 1.8 to 
2.25 using coconut coir, and the other is from 1.65 to 1.80 using rice straw [58]. 

Percentage moisture content (PMC). The PMC values ranging from 50 to 56% are 
shown in Figure 3 (b). The highest PMC value was obtained from briquettes with 
compositions of 50/50/30 and 60/40/30 and the lowest PMC values were obtained from 
briquettes with a composition of 10/90/30. A high PMC value indicates the high humidity of 
the briquette. High humidity will make the briquettes produce a lot of smoke when they are 
burned [59]. The higher content of ANS resulted in a lower PMC. The carbonization process 
on the ANS reduces the moisture of ANS [60]. 

Percentage of water resistance index (PWRI). The results of PWRI varied between 82 
and 91% are shown in Fig. 3(b). The PWRI indicates the resistance of the briquette to the 
water. The good have high PWRI. Thus, they are not easily destroyed when absorbing water 
[61]. The lowest PWRI value was obtained at the raw material composition ratio of 60/40/30. 
The highest PWRI value was obtained at the raw material composition ratio of 90/10/30. The 
TD material caused the briquettes to have a high PWRI. The briquettes from TD have a low 
moisture content [3]. Low moisture content increases the resistance of briquettes to water 
[62]; therefore, the briquettes with a high TD concentration are more resistant to water. 

Burning rate (BR). The results of BR shown in Fig. 3(c) ranged from 0.55 to 0.84 g/min. 
The highest value was indicated by the material ratio of 10/90/30 and the lowest value was 
indicated by the material ratio of 50/50/30. The BR value is affected by the density of the 
briquette. The denser briquette resulted in the longer briquettes running out when it is burned. 
This is due to the higher the briquette's compacting pressure and processing temperature 
caused to higher density and energy content per unit volume of briquettes [63]. 

Percentage of durability index (DI). Figure 3 (b) shows the DI value. The results of the 
study showed a good DI value, where the average was between 94.9 and 96.2%. The highest 
DI value was obtained from briquettes with TD/ANS/CN at the ratio of 40/60/30, while the 
lowest DI value was obtained at a ratio of 60/40/30. The briquettes with a higher ANS ratio 
showed a higher DI value than other briquettes because the ANS particle had a smaller 
surface area. This can be seen from the smaller ANS particles that make the higher density. 
The high density makes the briquettes not easily crushed. The high density of briquettes 
improves the handling properties and compressive strength of the briquettes [64]. 

Specific fuel consumption (SFC). Based on Figure 2 (d), the SFC value varied between 
0.066 and 0.097 g/mL. Briquettes with a larger ANS composition showed a higher SFC. The 
lowest SFC value was obtained at the variation of the raw material composition ratio of 
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50/50/30. The best briquettes were found at a TD/ANS/CN ratio of 40/60/30. The SFC value 
shows the quantity of fuel needed to boil water. Therefore, the greater the SFC value resulted 
in the better quality of the briquettes. 

 

 
Fig. 2. Analysis composition variations on several parameters: (a) CD, RD, RR, (b) PMC, 

PWRI, DI (c) BR, and (d) SFC 
 

Water boiling test (WBT). Table 3 shows the results of the water boiling test (WBT) on 
variations in the raw material composition of TD/ANS/CN. The water boiling test evaluates 
the efficiency of briquettes to increase the temperature [55]. The data obtained explains that 
the mix of TD/ANS/CN ingredients with a ratio of 50/50/30 maximizes the quality of the 
briquettes. The high ANS carbon content reduces the humidity of the briquettes so that 
moisture does not hinder the combustion process. 
 
Table 3. Water boiling test (WBT) as a function of TD/ANS/CN ratio 
TD/ANS/CN ratio Burning time (min) Initial temperature (°C) Final temperature (°C) 

10/90/30 5.57 

27 

86 
40/60/30 6.29 85 
50/50/30 6.01 88 
60/40/30 5.52 84 
90/10/30 6.15 85 
 
Mechanical test. Figure 3 shows the results of the compressive test. The level of 

briquette hardness was expressed by the height of the curve peak (maximum force). The 
briquettes with varying particle sizes show the peak from low to high respectively indicated 
by the large, medium, and small size particles. The smaller the particle size made the 
briquettes harder. Briquettes with a small particle size have a high density because the bonds 
between the particles are tighter [65]. The addition of a tapioca starch binder also makes each 
particle of the material bind more strongly [66]. 
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The curve peaks of the briquettes with variations in material composition (medium 
particle size) were scattered between the peaks of the large and small particles. However, the 
peak of the briquette curve with a composition of 10/90/30 looks higher than the peak of the 
briquette curve with medium size. This result is due to the effect of the high ANS content. 
ANS carbon could increase the hardness of the briquettes, making the briquettes stronger 
from collisions.  

 

 
Fig. 3. Compressive test of all sample's briquettes 

 
Table 4. Puncture test analysis results as a function of particle size and TD/ANS/CN ratio 

No Particle size (µm) TD/ANS/CN ratio 
500 150 100 90/10/30 60/40/30 50/50/30 40/60/30 10/90/30 

1 95 65 30 70 73 60 57 45 
2 92 73 34 78 69 67 53 45 
3 95 64 45 74 74 66 61 40 
4 92 70 43 72 73 72 56 42 
5 92 66 35 78 74 69 61 45 

average 93.20 67.60 37.40 74.40 72.60 66.80 57.60 43.40 
 

Table 4 shows the results of the puncture test. The hard and compact briquettes make 
the needle more difficult to puncture so that the average puncture test result will be small. 
Conversely, briquettes that are not hard and porous make it easier for the needle to puncture 
the briquette so that the average puncture test result will be large. In line with the results of 
the compressive test, briquettes with large particles showed a large puncture test result, while 
the smaller the particle size indicated a smaller puncture test result. The results of the 
briquette puncture test with variations in the composition were spread between 37.40 and 
93.20. This result was greater than the average result of briquettes with small particles' 
puncture test. It is smaller than the average result of briquettes with large particles' puncture 
test. This can occur because the briquettes with various material compositions were made 
with medium particle size. The level of hardness of briquettes was influenced by particle size, 
characteristics of the material, and compressive strength. 

 
4. Conclusion  
The effect of particle size and biomass ratio on the quality of briquettes obtained from TD, 
ANS, and CN has been investigated. The study has several novelties, which relate to the 
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improvement of briquettes' quality: (i) the evaluation of particle size of raw materials; (ii) 
effects of the composition of raw materials; (iii) combination of carbon and dried biomass; 
and (iv) the use of raw materials that are almost unused and typically disposed directly to the 
environment. The best briquettes are briquettes with small particles (100 µm) and 
TD/ANS/CN biomass ratios of 40/60/30 and 10/90/30. The briquettes will be better if the 
smaller the particle size and the more ANS ratio is used. The high ANS ratio makes the 
compressive strength high because the ANS particle has a smaller surface area. ANS which is 
smaller makes the resulting particle denser when compared to TD. This research is important 
because it utilizes biomass as an alternative fuel to reduce environmental pollution. The good 
quality briquettes were dense, having low moisture, good strength, and waterproof, as well as 
high heating value and low burning times. 
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Abstract. This study aims to determine the effect of differences in the composition of 
mangosteen peels mangosteen peel particles as a reinforcing component in resin-based brake 
pads. The manufacture of a brake pad is done by mixing mangosteen peel particles with resin 
(bisphenol A-epichlorohydrin, and cyclo aliphatic amine (1:1 ratio). Mangosteen rind has a 
high carbon fiber content as a reinforcing material. Mangosteen rind particles, liquid resin, 
and hardener were mixed in various ratios of 10:5:5 (MA), 8:5:5 (MB), 6:5:5 (MC), and 4:5:5 
(MD). The physical properties and mechanical properties were investigated. The results 
showed that the friction coefficient of the brake pads made from MA, MB, and MC were 
0.69×10-5, 0.68×10-5, and 0.67×10-5, respectively. MD specimens do not allow friction tests 
due to their highly elastic properties. MA has the lowest wear rate of 0.64, the maximum 
friction coefficient of 0.69, and the highest hardness level based on mechanical tests. MA 
specimens have the best ratio of resin to mangosteen peel mixture. This is because, the more 
the number of mangosteen rind particles used, the harder the brake pads will be. Materials 
with higher hardness have less mass loss and a higher coefficient of friction. The completion 
of the research shows that mangosteen peel has a high enough effect as an environmentally 
friendly brake pads reinforcement material. 
Keywords: agricultural waste, brake pad, mangosteen peel, resin-based brake pad 
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1. Introduction 
The brake system is a mechanism to slow down the speed of a vehicle so that the speed of the 
vehicle can be controlled [1]. One of the brake systems used is brake pads. Brake pads are one 
of the most important parts of a vehicle. The working principle of brake pads is to convert 
kinetic energy into heat by rubbing the disc with the brake pads when the two components are 
in contact [2] When the vehicle is traveling at high speed, brake pads play a very important 
role because it supports the safety of the driver and passengers. 

The friction material is an important component of brake pads in addition to fasteners, 
fillers, and reinforcing elements. Friction materials play an important role in brake-bearing 
properties such as fade resistance, friction coefficient management, and porosity reduction. 
The composition of brake pad material generally consists of 60% asbestos, causing 
environmental pollution problems and health problems [3]. Asbestos-based brake pads are 
widely sold commercially at low prices and guarantee the durability of the brake pads. 
However, the friction of the powder in the form of small particles is very dangerous for 
human health because of the asbestos content. The use of asbestos is avoided because of  
its carcinogenic properties [4]. Therefore, brake pads supported by asbestos-free materials 
should be avoided. 

One way to replace the asbestos material is to make brake pads from organic materials. 
There have been many studies on resin-based brake pads by mixing them with organic 
materials, including resin-based brake pads from rice husks [5], corn husks [6], snail shell and 
rubber seed husks [7], banana fiber [8], cocoa beans shells [3], palm kernels [9], and banana 
peels [4,8]. However, there are no studies on resin-based brake pads that discuss the 
manufacture of resin-based brake pads from mangosteen peel.  

Table 1 shows previous studies in more detail regarding the manufacture of brake pads 
using organic materials, especially agricultural waste as reinforcement components. Table 1 
presents some data including the types of agricultural waste, supporting components, and the 
results obtained from the research. These studies show significant results which means that 
agricultural waste has great potential to replace inorganic materials for brake pads. 
 
Table 1. Previous research in the preparation of brake pads used agricultural waste as a 
reinforcement component 
No. Type of 

Agricultural 
Waste 

Supporting 
Component 

Results Refs 

1. Palm kernel 
shell (PKS) 

Cow bone, 
Expoxy Resin, 
and Hardener 

PKS has a hardness value of 55.7 
HRB each. PKS has a water 
absorption rate of 5.05%. PKS oil 
absorption is 2.23%. The VFD has a 
friction coefficient of 0.735. VFD 
has a crushing strength of 23 
N/mm2. Low density, strong impact 
strength, low hardness value, low 
water resistance, and low oil 
resistance all contribute to the 
increase in the PKS particle size.  

[10]  

2. Coconut shell Coconut shell 
powder, cast 

The higher the percentage of 
grounded coconut powder the lower 

[11]  
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No. Type of 
Agricultural 

Waste 

Supporting 
Component 

Results Refs 

iron filings, 
silica, and epoxy 
(liquid resin). 

the breaking strength, impact, 
hardness, compressive strength, and 
vice-versa respectively. Thus, a high 
percentage of grounded coconut 
powder induces brittleness. 

3. Banana peels phenolic resin 
(phenol-
formaldehyde) 

In the production of brake pads, 
banana peel particles can efficiently 
substitute asbestos. 

[4]  

4. Lemon peels Calcium 
hydroxide, 
epoxies, 
aluminum 
oxides, graphite, 
iron oxides, and 
calcium 
hydroxide 

Brake Pads lemon peels have 1.55–
2.00 g/cm3, hardness 26–32 (Barcol 
hardness), percentage wear loss of 
13.45–19.14%, percentage water 
loss of 0.96–1.38%, and an oil 
absorption of 0.01-0.02% are 
obtained, which is superior to 
commercial brake pads. 

[12] 

5. Risk Husk Bisphenol A-
epichlorohydrin 
and cyclo 
aliphatic amine 

The inter-packing distance, 
interfacial bonding, and thermal 
softening of the rice husk resin-
particle matrix are all affected by 
particle size. The brake pads' 
compressive strength is increased by 
small particles. Reduced pore 
formation, less mass loss, improved 
wear rates, a greater coefficient of 
friction, and a rougher brake pad 
surface are all benefits of reducing 
particle size. 

[5]  

6. Durian Peels Banana midribs The findings of the comparison 
between commercially available 
brake pads show that agricultural 
waste has the potential to replace 
friction components in brake pads. 
The hardness, wear, and friction 
coefficient of a brake pad using 
durian peels are the highest. 

[13]  

7. Palm Ash PCB waste, 
phenolic resin, 
and aluminum. 

The higher the palm ash content, the 
better the wear and mechanical 
qualities. The wear qualities of palm 
ash brake pads are equivalent to 

[14]  
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No. Type of 
Agricultural 

Waste 

Supporting 
Component 

Results Refs 

those of conventional brake pads. 
8. Groundnut 

shell 
Phenolic resin Increases in groundnut shell density, 

compressive strength, and oil 
absorption are all attributed to 
increased oil absorption, water 
absorption, and density. The 
compressive strength was increased 
by using large groundnut shell 
particles. 

[15]  

9. Corn Husks Phenolic Resin 
(Phenol-
Formaldehyde), 
Silicon Carbide, 
Steel Dust, 
Graphite, and 
Corn Husk 

Brake pads with corn husks provide 
better compressive strength, higher 
hardness, lower porosity, and lower 
wear rates. Corn husks can be used 
in the production of asbestos-free 
brake pads according to the ratio of 
commercial brake pad yields 

[16]  

10. Sawdust Slag waste, 
resin, epoxy, 
graphite, and 
silicon carbide. 

The addition of sawdust has an 
impact on the level of wear and 
degradability of the brake pad. 
Sawdust brake pads have high ash 
content, low density, low 
compressive strength, and high 
levels of degradability/wear. 

[17] 

 
Mangosteen peel has a fairly high carbon content, as do coconut shell and corn cob, 

which is around 48.81%. In addition, mangosteen peel has a higher carbon fiber content than 
coconut shell and corn cob. This carbon fiber content indicates the maximum amount of 
carbon that can be produced from biomass after the pyrolysis process. The high amount of 
carbon fiber is due to the fact that biomass has a fairly high lignin content. As is well known, 
one of the materials for making brake pads is carbon fiber [18]. Carbon fiber was chosen 
because it is very strong and heat resistant, considering the friction that occurs in commercial 
motorcycle brake pads, which is 150˚C-250°C [19]. Mangosteen peel has a fixed carbon 
content of 26.60% and carbon of 48.81% [20], which is considered suitable to be used as a 
material for making brake pads.  

Therefore, this study was conducted to analyze the use of mangosteen peel as a material 
for making brake pads. This study aims to determine the effect of differences in the 
composition of mangosteen peels as a fiber reinforcement component on the performance of 
resin-based brake pads. The novelty of this research is the use of mangosteen peels as 
reinforcement for the manufacture of resin-based brake pads. The completion of this research 
is expected to reduce the use of brake pads made of asbestos which is dangerous and the 
increasing use of brake pads made of organic materials. 
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2. Method 
The research was carried out in several stages, each stage of the research carried out is shown 
in Fig. 1. The research was conducted in 3 core stages, namely brake pad production, 
computational bibliometric mapping analysis, and test of brake pads. The brake pads that 
have been made are tested in several types of tests, namely physical, mechanical, and 
chemical properties tests. 
 

 
Fig. 1. Flow chart of research stages 

 
Brake pad production. The brake pads are made from mangosteen peel from Subang, 

Indonesia. The mangosteen peel that had been collected was then dried in an oven 
(Kirin Griya Indotama, Indonesia) at a temperature of 150°C. The time needed to dry the 
mangosteen peel was 2 hours. The dried mangosteen peel is then cut into small pieces and 
mashed using a sawmilling tool. Therefore, the specific particle size required is obtained. 
After being mashed, the mangosteen peel powder was added to a sieve shaker (Niaga Kusuma 
Lestari, Indonesia). After the mangosteen peel particle has been prepared, the next step is to 
make a brake pad. 

The brake pad is made from a mixture of mangosteen peel particles and resin material. 
The resin materials used are bisphenol A-epichlorohydrin (as a binder) and cyclo aliphatic 
amine (as a hardener). The two resin materials were mixed evenly in a ratio of 1:1. Particles 
of mangosteen peel, Bisphenol A-epichlorohydrin, and cyclo aliphatic amine were then mixed 
in various ratios, namely 10:5:5 (MA), 8:5:5 (MB), 6:5:5 (MC), and 4:5: 5 (MD). The choice 
of composition ratio was due to referring to our previous study [13]. After that, the brake pad 
samples went through a printing process and drying process for 5 days at room temperature 
and pressure. The brake pad as a model object has a size of 1×1×1 cm based on the size of the 
silicone mold used.  

Physical, chemical, and mechanical properties test. The particle size and shape of the 
raw material (BPP and ES particles), as well as the outer surface and inner surface of the 
brake pad samples, were investigated using a digital microscope. Fourier transform infrared is 
used for chemical characterization to assess elemental structure products (FTIR, FTIR-6600, 
Jasco Corp., Japan). Meanwhile, the mechanical characterization consists of the following: 
 

The effect of mangosteen peel compositions as reinforcement components on resin-based brake pad performance... 41



Compressive and puncture strength. A Screw Mount Test equipment (Model I  
ALX-J, China) with a digital force measurement instrument was used to perform the 
compression test (Model HP-500, Serial Number H5001909262). The brake pads were 
subjected to a constant displacement rate of 2.6 mm/min during the test. At the same time, the 
compressive force is recorded, resulting in a curve that depicts the texture profile. The 
compressive strength is then calculated using the maximum point of the compressive stress-
strain curve. Furthermore, the highest applied force (in Newtons (N)) is utilized to determine 
the sample's hardness during the test. The Shore Durometer instrument (Shore A Hardness, in 
size, China) was used in the puncture strength test process. The hardness scale used in the tool 
is 0 to 100. Density can be calculated using Equation (1): 
𝜌𝜌 =  𝑚𝑚

𝑣𝑣
 . (1) 

In the process of recording, the results of the puncture test are stored in a C language 
program with the algorithm (see Fig. 2), and an example of the program output is shown 
in Fig. 3 (a, b). 

 

 
Fig. 2. Puncture strength test calculation algorithm 

 

 

 

(a) Input program (b) Output program 
Fig. 3. The results of the calculation of the puncture strength test with the C program 
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Specific gravity. The Archimedes principle was used to conduct the density test. The 
sample's weight is first determined in the open air. Weighing took place after the test object 
had been submerged in water for 48 hours. The difference in weight determines the density of 
the sample. The formula for calculating density is Equation (2). 
𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 =  𝑊𝑊𝑜𝑜

𝑊𝑊𝑜𝑜−𝑊𝑊1
× 1000 (𝑘𝑘𝑘𝑘

𝑚𝑚3), (2) 
where 𝑊𝑊𝑜𝑜 is weight in the air (g) and 𝑊𝑊𝑡𝑡 is weight in water (g). 

Water absorption rate. A 24-hour water test was used to examine the specimens' water 
adsorption behavior. The dried sample weights were measured after a 24-hour soaking at 
room temperature. The specimens were weighed after the extra tear was drained. Equation (3) 
was used to obtain the absorption percentage. 
𝐴𝐴𝐴𝐴𝐷𝐷𝐴𝐴𝐴𝐴𝐴𝐴𝐷𝐷𝐷𝐷𝐴𝐴𝐷𝐷 (%) =  𝑀𝑀1− 𝑀𝑀0

𝑀𝑀0
 × 100, (3) 

where 𝑀𝑀1 is mass after immersion and 𝑀𝑀0 is mass before immersion. 
Friction test. Before friction testing, the brake pad was polished to eliminate the resin 

layers on the surface. The friction of the brake pad was tested by sliding it against sandpaper 
(80 grit; Dae Sung CC-80Cw) with a mass load of 9 kg at a speed of 25 cm/s for 20 minutes. 
Every two minutes, the weight of the brake pads was measured. The wear rate was calculated 
using Equation (4). 
𝑊𝑊𝐷𝐷𝑊𝑊𝐴𝐴 𝑅𝑅𝑊𝑊𝐷𝐷𝐷𝐷 (𝑀𝑀) =  (𝑀𝑀𝑎𝑎−𝑀𝑀𝑏𝑏)

𝑡𝑡×𝑎𝑎
, (4) 

where 𝑀𝑀𝑎𝑎 is the initial weight of the brake pad (g), 𝑀𝑀𝑏𝑏 is the final weight of the brake pad (g), 
t is time (s), and a is the friction cross-section area (mm2).  

The friction coefficient (μ) was the ratio of friction force (f; Newton) to applied force 
(N; Newton) that is shown in Equation (5). 
𝜇𝜇 = 𝑓𝑓

𝑁𝑁
. (5) 

 
3. Result and discussion 
Computational literature with mapping analysis on mangosteen peel research. Before 
this research, we conducted a literature study on related research. We analyzed research on 
the use of mangosteen peel. Research data was collected through publishing or perish 7 which 
was taken from the google scholar database. All articles taken were articles published in 
google scholar indexed journals from 2012 to 2021 by specifying the keyword "Mangosteen 
Peel". This literature study was conducted to seek new research on mangosteen peel. 

Research on the use of mangosteen peel is still relatively small, namely over 10 years 
(2012-2021), and there are a total of 91 publications. Figure 4 shows the development of 
mangosteen peel research from 2012 to 2021. The highest number of mangosteen peel studies 
occurred in 2019 and 2021 with a total of 14 publications. In 2012 there were only 7 studies 
and it decreased drastically in 2013 when there were 2 publications in one year. In 2014 there 
was an increase in publications, namely 8 publications. In 2015-2018 research on mangosteen 
peel experienced a high enough increase to reach 14 publications. However, in 2019-2020, it 
decreased again, namely 11 publications and in 2021 it increased to 14 publications. 

In previous studies on mangosteen peel, it is known that research on mangosteen peel 
has several interrelated terms, namely peel powder, mangosteen extract, antioxidant activity, 
gel, adsorbent, removal, and carbon, as shown in Fig. 5 regarding network visualization [21]. 
These interrelated terms indicate with what terms the mangosteen peel research is carried out 
so that we can look for other terms that can be related to the mangosteen peel research [22]. 
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Fig. 4. The development of research on the use of mangosteen peel in the last 10 years  

(2012-2021) 
 

Figure 6 shows the density visualization in a study on mangosteen peel. The brighter the 
yellow color in the term circle, the more research on that term is carried out [23]. Figure 6 
shows that mangosteen peel is the most widely used as mangosteen peel extract, followed by 
research on mangosteen peel as carbon. Figure 7 clarifies the number of terms found when the 
computational mapping analysis is carried out. Based on Fig. 7, it is known that 11 types of 
mangosteen peel utilization have been carried out in previous studies, namely peel powder, 
adsorbent, antioxidant activity, mangosteen peel powder, gel, antioxidant, removal, activated 
carbon, carbon, extract, and mangosteen peel extract. The use of mangosteen peel as 
mangosteen peel extract was found the most, namely 13 times, followed by carbon base 
material, which was 6 times, and the least research that discussed the use of mangosteen peel 
as peel powder was only 3 times. 

From the results of computational literature analysis using the mapping visualization 
technique of research data from 2012-2021 published in google scholar indexed journals, it is 
known that research on the use of mangosteen peel as a reinforcing fiber material for the 
manufacture of resin-based brake pads has not been carried out. Therefore, this study has a 
fairly large novelty value. This is because one of the benefits of mapping analysis research is 
to find out the novelty of a study [24]. 
 

 
Fig. 5. Network visualization of mangosteen peel research 

 

 
 

Fig. 6. Density visualization research on mangosteen peel 
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Fig. 7. Utilization of mangosteen peel in the previous studies 
 

Figure 8 depicts a resin-based brake pad research visualization network. According to 
Fig. 8, resin-based brake pad research is often associated with terminology like bearing 
materials, bearing development, and epoxy resin as the most extensively used material in the 
fabrication of resin-based brake pads [25]. These terms explain the process of researching 
resin-based brake pads. This enabled us to explore more terms relating to resin-based brake 
pad research. Figure 9 shows the phrases epoxy resin and pad material, which are related to 
research on resin-based brake pads with the greatest number of densities [25]. 

 

 
Fig. 8. Network visualization of resin-based brake pad (adopted from Nandiyanto et al. [25]) 
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Fig. 9. Density visualization of resin-based brake pad (adopted from Nandiyanto et al. [25]) 
 

Figure 10 shows the FTIR analysis. The FTIR was then compared to the literature 
regarding FTIR spectrum data for organic component [26] and the application of resin as 
brake pad [27]. The presence of an absorption band in the wavelength of 2871 cm-1 is 
symmetric stretching vibrations of methyl (CH3). The absorption band in the wavelength 
range of 1760 – 1741 cm-1 is a stretching vibration of the unconjugated carbonyl (C=O) 
group. The absorption band at 1690 cm-1

 is the stretching vibration of conjugated carbonyl 
(C=O). Absorption band in the wavenumber’s range of 1654 – 1523 cm-1 that is C=C. CH2- 
bending is shown in wavenumbers 1409 cm-1 dan CH3- bending is presented on wavenumbers  
1367-1322 cm-1. In the range, 1278 – 1046 cm-1 of the absorption band is stretching vibration 
of C-O. Wavenumber 1011 cm-1 is C-OH stretching. The absorption band of the component at 
908 cm-1 is functional groups -HC=CH-(trans) out of the plane, 772 cm-1 is -HC=CH-(cis) out 
of the plane, and wavenumbers at 677 cm-1 is –(CH2)n; -HC=CH- bending [28]. The presence 
of an epoxy group is indicated by a peak in the 950 to 860 cm-1 range [30]. Spectrum 
mangosteen peel in Fig. 10a had no absorption at 950-860 cm-1 because it was not 
prepared using resin. 
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Fig. 10. FTIR spectrum of fabricated brake pad from a) mangosteen peels; b)MA; c)MB;  

d) MC; and e) MD 
 

Figure 11a shows a microscopic image of mangosteen peel particles. The mangosteen 
peel particles show an inhomogeneous particle size (see Fig. 11a). Ferret analysis was used to 
perform the particle size analysis of mangosteen peel as shown in Fig. 11b. Figure 11b shows 
the results of Feret's analysis, where the mangosteen peel particle size is in the range of  
100-500 𝜇𝜇𝜇𝜇 with an average size of 281.5192 𝜇𝜇𝜇𝜇.  

The effect of mangosteen peel compositions as reinforcement components on resin-based brake pad performance... 47



 
Fig. 11. Photographic image and particle size distribution of mangosteen peel particles (a-b) 

 
Figures 12 (a-d) show the fabricated brake pads based on MA, MB, MC, and MD, 

respectively. Brake pads that have been fabricated have color differences that are not too 
noticeable. All brake pads with different compositions of mangosteen peel particles have a 
color close to black with a little part of brownish powder. From the microscope image, there 
are yellow and black areas that show mangosteen peel particles and the shiny areas are 
resinous. Figures 12 (e-l) shows the surface view (outside and inside) of the brake pads. 
Based on Figs. 12 (e-l) all fabricated brake pads have an uneven surface and have pores. The 
results of the observations that have been made, brake pads made from MA or brake pads that 
have a high content of mangosteen peel particles have smoother inner and outer surfaces 
when compared to other specimens. Therefore, the use of mangosteen peel particles in the 
manufacture of brake pads results in a smoother brake pad structure in the final product. 

The characteristics of the specific gravity of the brake pads to support the analysis of the 
texture profile on the brake pads are shown in Fig. 13. Based on the specific gravity plots of 
various brake pad specimens, the MB base brake pads have the highest specific gravity value 
of 1.16 g/cm3. The specific gravity of the MC-based brake pads is 1.15 g/cm3, the MA-based 
brake pads are 1.01 g/cm3. Meanwhile, the MD-based brake pads have the smallest specific 
gravity value of 0.99 g/cm3. 

The high specific gravity values in the brake pad composite matrix phase correlated 
with the density level of the filler particles whose distribution properties became more 
homogeneous [31]. Thus, this can be attributed to the most acceptable impact of brake pad 
reception on brake pad characteristics. However, apart from this, the specific gravity of other 
specimens could be better because the weight of the brake pad is lighter, so it can meet the 
standard as well. In this case, all specimens have lower specific gravity than commercial 
brake pads of 1.890 g/cm3 but still exceed the requirements [6]. 

Smaller particle sizes result in fewer pores and a finer structure in brake pads. The pores 
of the brake lining are also influenced by particle size [5]. Because less connection between 
materials generates more room, brake pads with a large particle size also have larger pores. 
The performance of the brake pad degrades as the pores grow larger, and vice versa. This 
occurs because the outer bond between materials is stronger, resulting in improved brake pad 
performance [5]. 
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Fig. 12. A photo of the brake pad that was successfully made. Figures (a-d) are MA, MB, 

MC, and MD-based brake pads, respectively. Figures (e-h) are the outer surfaces of the brake 
pads and (i-l) are the inner surfaces of the brake pads of MA, MB, MC, and MD, respectively 

 

 
Fig. 13. The plot of specific gravity of various brake pad specimens 

 
Mechanical characteristics. Figures 14(a-b) shows the results of the compression test 

for each sample brake pad (MA, MB, MC, and MD). Based on Fig. 14 shows that the greater 
the compressive resistance of the material, the higher the compressive stress obtained from 
the compression test. Figure 14(a) shows the highest average compressive stress-strain is MA 
and the lowest is MD. Figure 14(b) shows in more detail each value of the various MA, MB, 
MC, and MD specimens respectively, namely 0.101, 0.099, 0.095, and 0.094 N/cm2. 
Therefore, based on the compression test, the hardest specimen is MA. 

The effect of the heating temperature is unavoidable during the operation of the brake 
pads [32]. Although, initially attention was paid to the material requirements of the brake pads 
and the importance of meeting the required aspects. 

Table 2 shows the results of the puncture test for each sample of brake pads mangosteen 
peels. A puncture test was performed to confirm the results of the compressive test results. 
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The puncture test shows that the smaller the average puncture test value that has been 
obtained, the higher the hardness [5]. In the puncture test, the hardness value of the sample 
obtained shows the depth of the needle that has been inserted into the sample. A deeper 
puncture indicates a more brittle specimen [5]. 

Table 2 shows the results of the puncture test following the results of the compressive 
test that has been carried out. The combination of components that has the highest level of 
hardness is MA. Based on the pressure and puncture test data, a brake pad with MD particle 
composition has the lowest level of hardness. The composition of MB particles is in second 
place with a prick test value of 93.1 and MC is in third place with a puncture test value of 
96.5. This shows that the more mangosteen peel as a reinforcement component is used, the 
higher the hardness of the brake pads. Mangosteen peel has a high carbon content of about 
48.81 percent. Carbon fiber is one of the reinforcing materials that has proven to be good for 
use in the manufacture of brake pads [18].  

 

 
 

Fig. 14. The results of the compression test are as follows: (a) compressive stress-strain curve 
and (b) compressive strength 
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Table 2. Brake pad specimen puncture strength test results 
Sample Durometer shore a hardness scale of brake pad 

MA 92.6 
MB 93.1 
MC 96.5 
MD 96.8 

 
The change in mass of each brake pad sample (MA, MB, MC) during the friction test is 

depicted in Fig. 15. Only three specimens, MA, MB, and MC, were subjected to the friction 
test. The MD specimen does not allow for a friction test due to its extremely elastic nature, 
which means it may readily bend from one shape to another, making it impossible to conduct 
a friction test [33]. During friction testing, the brake pads (as in the braking drum/disc model) 
are forced to make contact with the sandpaper, converting kinetic energy into heat energy and 
generating heat and friction [34]. During this process, debris is also produced. A drop in the 
mangosteen peel particle ratio in double reinforcement induced a decrease in the hardness 
properties, which resulted in an increase in mass loss. 

 

 
 

Fig. 15. Graph of change in brake pad loss mass during friction test 
 

The findings of the mass loss rate, friction coefficient, and brake pad wear are 
summarized in Table 3. Lower mass-loss rates are linked to lower wear rates and greater 
friction coefficients in friction testing. The lower the wear value of a brake pad specimen, the 
higher the friction coefficient value [35]. The MA ratio composition brake pad has the lowest 
wear rate of 0.64 and the maximum friction coefficient of 0.69 (see Table 3). The friction 
coefficients of brake pads constructed of MA, MB, and MC, respectively, are 0.69×10-5, 
0.68×10-5, and 0.67×10-5. Commercial brake pads have a coefficient of friction of 0.61×10-5. 
Among all commercial brake pad and brake pad specimens, the MA specimen had the best 
mix of resin and mangosteen peel ratio. All samples exhibit better characteristics than 
commercial brake pads based on mass loss, friction rate, and coefficient of friction test 
findings. The results have been compared with commercial standards although with mass 
production further research is needed. 

Brake pads with a lower mass-loss rate and greater friction coefficient characteristics 
are brake pads with hardness characteristics, according to the findings of the research. 
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According to research conducted by Dhanasekaran and Gnanamoorthy [36], materials with a 
higher hardness have a smaller mass loss and a higher coefficient of friction. 

In addition, that is true that it is important to analyze or regulate the shape and size of 
reinforcing particles as we documented in our previous study [5]. Further analysis of the 
effect of the shape and sizes of the mangosteen peel particles will be done in our future work. 

 
Table 3. The mass-loss rate, wear rate, and friction coefficient of specimens of various 
compositions 

Sample Initial 
Mass (g) 

Final 
Mass (g) 

Mass loss 
rate (%) 

t 
(s) 

A 
(mm2) 

Wear Rate 
(g/s.mm2) 
(×10−5) 

Friction 
Coefficient 

(×10−5) 
MA 1.01 0.78 3.8 360 100 0.64 0.69 
MB 1.10 0.76 5,2 360 100 0.94 0.68 
MC 1.01 0.56 7.4 360 100 1.25 0.67 

Commercial  1.88 1.00 7.8 360 100 2.44 0.61 
 
4. Conclusion 
This study was conducted to analyze the effect of differences in the composition of the 
mangosteen peel as an environmentally friendly reinforcement component in resin-based 
brake pads. The brake pad was made by mixing mangosteen peel particles, bisphenol  
A-epichlorohydrin, and cyclo aliphatic amine in various ratios of 10:5:5 (MA), 8:5:5 (MB), 
6:5:5 (MC), and 4:5:5 (MD). The physical properties and mechanical properties of each brake 
pad specimen were investigated. The results showed that MA specimens had the highest 
hardness, followed by MB, MC, and MD respectively. This research shows that the number of 
mangosteen peel particles affects the hardness of the brake pad. The higher the ratio of using 
mangosteen peel, the harder the brake pad was obtained. The mangosteen peel contains 
carbon fiber, which is one of the effective reinforcing materials in the manufacture of brake 
pads because it is very strong and heat resistant. 
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Abstract. The work is devoted to the solution of the problem of hydrogen diffusion in 
rotating cylindrical elastic bodies compressed by two distributed loads. The study includes the 
analytical determination of the stress state of the body on the basis of known stresses from the 
Hertz contact problem, the derivation of the hydrogen diffusion equation in a rotating body in 
the found field of elastic stresses, and the numerical solution of the obtained hydrogen 
diffusion equation. The numerical solution of the diffusion equation was carried out by the 
method of finite differences. According to the numerical solution of the diffusion equation, 
the effect of hydrogen concentration localization near the outer boundary was detected. This 
result is consistent with experimental studies of the distribution of hydrogen concentration in 
roller bearings. This problem is important for diagnostics of failures of rolling bearings due to 
hydrogen embrittlement. 
Keywords: hydrogen diffusion, diffusion equation, rolling bearings, stress state 
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1. Introduction 
The content of hydrogen in metals and alloys leads to a decrease in the strength properties of 
the material. This problem is present in many machines and mechanisms, including rolling 
bearings. In particular, 75% of premature failures of wind turbine gearboxes are associated 
with the destruction of rolling bearings. Near-surface defects called white etching cracks have 
been found in damaged wind turbine bearings [1]. White etching cracks appear in the material 
under the combined influence of hydrogen and mechanical stresses. Studies show that 
increased hydrogen concentrations in bearing steels are a consequence of the diffusion of 
hydrogen into the metal due to the decomposition of the bearing grease as a result of a 
tribochemical reaction [2].  

After the grease decomposes with the release of hydrogen atoms, the hydrogen begins 
to interact with the material, causing degradation of its mechanical properties. At the moment, 
there are several main approaches to describing the effect of hydrogen on the mechanical 
properties of materials: the HELP model of fracture due to local plasticity [3], the HEDE 
model of brittle fracture [4,5], the model taking into account the internal pressure of hydrogen 
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[6], and the bi-continuum model [7,8], which takes into account the influence of hydrogen 
with different binding energies on the mechanical characteristics of the material.  

It is known that even extremely low concentrations of hydrogen lead to a deterioration 
in the mechanical properties of the material. If the limiting concentrations of hydrogen are not 
exceeded, the laws of diffusion formulated by Fick [9] are fulfilled. Generalizing Fick's 
Second Law to the three-dimensional case, we obtain the diffusion equation for material in an 
elastic body. And the hydrogen diffusion equation in the field of elastic stresses [10] makes it 
possible to describe the distribution of hydrogen in a metal due to its diffusion under the 
action of external loads.  

In the present work, the hydrogen diffusion equation in a rotating cylindrical elastic 
body subjected to compression by distributed forces is investigated. This equation includes 
the hydrostatic component of the stress field, which must be determined at the first step of 
solving this problem. Its determination is based on the solution of the theory of elasticity 
problem of loading a body by external forces. This statement simulates the diffusion of 
hydrogen in the rolling elements of roller bearings during their operation.   

This problem has great importance for understanding how the distribution of hydrogen 
affects the mechanical properties of the material when it leads to premature failure of 
bearings, and how to prevent it.  

 
2. Determination of the stress state of a cylindrical elastic body  
To find the stress state of a considered body, it is reasonable to turn to the solution of the 
Hertz contact problem of the compression of two cylinders initially touching along the line. 
The complete solution to this problem is presented in the book by N.M. Belyaev [11]. It is 
assumed that the cylindrical bodies have an infinite length, along which the compressive load 
𝑝𝑝 is distributed perpendicular to the line of contact. When the bodies are compressed, the line 
of contact, as a result of elastic strains, turns into a pressure area in the form of a strip of 
width 2𝑏𝑏. During the solution, it was found that the half-width 𝑏𝑏 of the pressure strip for two 
contacting cylinders of radii 𝑅𝑅1 and 𝑅𝑅2 is equal to   
𝑏𝑏 = �4𝑝𝑝(𝜗𝜗1 + 𝜗𝜗1)/(1 𝑅𝑅1⁄ + 1 𝑅𝑅2⁄ ), (1) 
where 𝜗𝜗 defines the material parameters of both cylinders as  
𝜗𝜗1,2 = �1 − 𝜈𝜈1,2

2� 𝜋𝜋𝐸𝐸1,2� , (2) 
here 𝜈𝜈 is a Poisson's ratio, and 𝐸𝐸 is Young's modulus.  

To calculate stresses, elliptical coordinates 𝛼𝛼 and 𝛽𝛽 are entered 

�𝑦𝑦 = 𝑏𝑏ch𝛼𝛼cos𝛽𝛽,
𝑧𝑧 = 𝑏𝑏sh𝛼𝛼sin𝛽𝛽.  (3) 

The reference point of the Cartesian coordinates is associated with the point of initial 
contact of two cylinders, while the x-axis is directed along the axes of the cylinders, the 
positive direction of the z-axis for each cylinder is directed inside the considered cylinder.  

In the introduced elliptical coordinates, the stresses along the areas perpendicular to the 
Cartesian coordinate axes in the contacting bodies have the form: 
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⎩
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎧ 𝜎𝜎𝑥𝑥 = −

2𝑝𝑝
𝜋𝜋𝑏𝑏

𝜆𝜆
𝜆𝜆 + 𝜇𝜇

𝑒𝑒−𝛼𝛼sin𝛽𝛽,                                                     

𝜎𝜎𝑦𝑦 = −
2𝑝𝑝
𝜋𝜋𝑏𝑏

𝑒𝑒−𝛼𝛼sin𝛽𝛽 +
2𝑃𝑃
𝜋𝜋𝑏𝑏

sin𝛽𝛽sh𝛼𝛼 �1 −
sh2𝛼𝛼

ch2𝛼𝛼 − cos2𝛽𝛽
� ,

𝜎𝜎𝑧𝑧 = −
2𝑝𝑝
𝜋𝜋𝑏𝑏

𝑒𝑒−𝛼𝛼sin𝛽𝛽 −
2𝑃𝑃
𝜋𝜋𝑏𝑏

sin𝛽𝛽sh𝛼𝛼 �1 −
sh2𝛼𝛼

ch2𝛼𝛼 − cos2𝛽𝛽
� ,

𝜏𝜏𝑦𝑦𝑧𝑧 = −
2𝑝𝑝
𝜋𝜋𝑏𝑏

sin𝛽𝛽sh𝛼𝛼
sin2𝛽𝛽

ch2𝛼𝛼 − cos2𝛽𝛽
,                                    

𝜏𝜏𝑥𝑥𝑦𝑦 = 𝜏𝜏𝑧𝑧𝑥𝑥 = 0.                                                                   

 (4) 

However, using it in the diffusion equation turns out to be difficult, since explicit 
analytical expressions that convert elliptic coordinates back to Cartesian or polar ones do not 
exist.  

The next way of solution is an attempt to use the theory of functions of a complex 
variable to find the stresses in the whole body from the known stress vector on the surface 
[12]. Since at the contact zone the stresses from the Hertz contact problem have an analytical 
form in polar coordinates 

⎩
⎪⎪
⎨

⎪⎪
⎧
𝜎𝜎𝑟𝑟 = −

2𝑝𝑝
𝜋𝜋𝑏𝑏

�1 −
𝑅𝑅12sin2𝜑𝜑

𝑏𝑏2
,

𝜎𝜎𝜑𝜑 = −
2𝑝𝑝
𝜋𝜋𝑏𝑏

�1 −
𝑅𝑅12sin2𝜑𝜑

𝑏𝑏2
,

𝜏𝜏𝑟𝑟𝜑𝜑 = 0.

 (5) 

In the complex analysis, according to the Goursat formulas, the mean normal stress 𝜎𝜎 is 
defined as  
𝜎𝜎 = 2𝑅𝑅𝑒𝑒𝑅𝑅(𝑧𝑧), (6) 
where 𝑅𝑅(𝑧𝑧) is a complex potential that is defined by an expression  

𝑅𝑅(𝜁𝜁) =
1

2𝜋𝜋𝜋𝜋
�
𝐹𝐹(𝜑𝜑)𝑑𝑑𝑑𝑑
𝑑𝑑 − 𝜁𝜁

−
1

4𝜋𝜋
� 𝐹𝐹(𝜑𝜑)𝑑𝑑𝜑𝜑
2𝜋𝜋

0
, (7) 

where 𝜁𝜁 is a variable of coordinates of points of the unit circle on the complex plane, which 
was entered, when we use a conformal mapping to map the considered area to the inner of the 
unit circle on the complex plane, 𝑑𝑑 is a boundary of the unit circle. The function 𝐹𝐹(𝜑𝜑) is the 
stress vector of external loads on the outer surface of the considered body (Fig. 1).  

The analytical calculation of the complex potential was considered for three types of 
external load 𝐹𝐹(𝜑𝜑): in the form of an exact solution of the Hertz contact problem, in the form 
of an approximate cosine distribution, and in the form of a constant uniform distribution. The 
considered distributions are illustrated in Fig. 2. Since here we are dealing with the 
calculation of an improper integral, the solution of the integral could only be found for the 
case when the stress vector is represented as a constant.  
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Fig. 1. Action of the stress vector on the 

outer boundary of the body 

 
Fig. 2. Three considered options for setting an 

external load 
 
For the points inside the body, the stresses have such a complicated form  
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(8) 

And at the boundary, where the integrand function tends to infinity, we can use the 
Sokhotsky-Plemelj formulas [12]. This solution also turns out to be too complicated and 
cannot be used further in the hydrogen diffusion equation. As a result, the solution of the 
stress field obtained by the theory of functions of a complex variable also turns out to be too 
complicated and may not be used in a hydrogen diffusion equation.  

To find analytical expressions of the stress state of the loaded cylindrical elastic body it 
was decided to use a graphical representation of the solution of the Hertz problem in elliptic 
coordinates (4), reconstructed in polar coordinates using the MATLAB application package 
[13], shown in Fig. 3. And according to the graphical representation of the dependences of 
mean stresses on polar coordinates, we can find the approximating functions 𝑓𝑓(𝑟𝑟) and 𝑔𝑔(𝜑𝜑), 
shown in Fig. 4. The found functions approximate the stress field from the Hertz contact 
problem with sufficient accuracy 

𝑓𝑓(𝑟𝑟) =
𝛼𝛼

�1 + (𝑅𝑅1 − 𝑟𝑟)2
𝑏𝑏2

, 𝑔𝑔(𝜑𝜑) =
𝛽𝛽

(𝜑𝜑 − 𝜋𝜋 2⁄ )2 + 𝛽𝛽2
, (9) 

where 𝛼𝛼 and 𝛽𝛽 are the parameters of approximation.   
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Fig. 3. The mean normal stress field 𝜎𝜎 from 
the contact problem 

 
Fig. 4. Dependences of 𝜎𝜎 and functions 𝑓𝑓(𝑟𝑟) 

and 𝑔𝑔(𝜑𝜑) on polar coordinates 𝑟𝑟 and 𝜑𝜑 
 
Based on the found dependencies (9), we can obtain an analytical expression of the 

mean normal stresses in a cylindrical body compressed by two symmetrical distributed loads 
applied at two diametrically opposite points of a cylindrical surface in a horizontal plane 

𝜎𝜎(𝑟𝑟,𝜑𝜑) = −
2𝑝𝑝
𝜋𝜋𝑏𝑏

𝛼𝛼

�1 + (𝑅𝑅1 − 𝑟𝑟)2
𝑏𝑏2

�
𝛽𝛽

𝜑𝜑2 + 𝛽𝛽2
+

𝛽𝛽
(𝜑𝜑 − 𝜋𝜋)2 + 𝛽𝛽2

�. (10) 

The found stress state of a body was graphically represented in Fig. 5.  
 

3. Analytical expression of the hydrogen diffusion equation in the field of elastic stresses  
To determine the nature of the distribution of hydrogen concentration in rolling bearings, the 
equation of hydrogen diffusion in the field of elastic stresses is considered. It was obtained 
taking into account a number of assumptions: all properties of the metal are isotropic, the 
contribution from the magnetic and gravitational fields to the process of hydrogen diffusion is 
negligibly small, the diffusion coefficient of hydrogen and stresses in the body do not depend 
on the hydrogen concentration. As a result, the equation of hydrogen diffusion in the field of 
elastic stresses has the following form [10] 
𝜕𝜕𝜕𝜕
𝜕𝜕𝑡𝑡

= 𝐷𝐷∆𝜕𝜕 −
𝐷𝐷𝑉𝑉𝐻𝐻
𝑅𝑅𝑅𝑅

∇𝜕𝜕 ∙ ∇𝜎𝜎 −
𝐷𝐷𝑉𝑉𝐻𝐻
𝑅𝑅𝑅𝑅

𝜕𝜕∆𝜎𝜎, (11) 

where 𝜕𝜕 − hydrogen concentration, 𝐷𝐷 − hydrogen diffusion coefficient, 𝑉𝑉𝐻𝐻 − partial molar 
volume of hydrogen, 𝜎𝜎 − mean normal stress, 𝑅𝑅 − gas constant, 𝑅𝑅 − absolute temperature. 

Since considered body rotates with a constant angular velocity 𝜔𝜔, the transition to a 
rotating coordinate system can help to reduce the dynamic problem to a quasi-static one, and 
the equation turns to the form  

∆𝜕𝜕 −
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𝑅𝑅𝑅𝑅
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𝜕𝜕𝑟𝑟

+
1
𝑟𝑟2
𝜕𝜕𝜕𝜕
𝜕𝜕𝜑𝜑

𝜕𝜕𝜎𝜎
𝜕𝜕𝜑𝜑

� −
𝜔𝜔
𝐷𝐷
𝜕𝜕𝜕𝜕
𝜕𝜕𝜑𝜑

−
𝑉𝑉𝐻𝐻
𝑅𝑅𝑅𝑅

𝜕𝜕∆𝜎𝜎 = 0. (12) 

Substituting the found hydrostatic component of the stress state of the body (10) into 
this hydrogen diffusion equation written in a rotating coordinate system (12), we obtain the 
analytical form of the hydrogen diffusion equation in the field of elastic stresses found on the 
basis of approximation of the graphical representation of the Hertz contact problem solution  
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∆𝜕𝜕 +
2𝑝𝑝
𝜋𝜋𝑏𝑏

𝑉𝑉𝐻𝐻
𝑅𝑅𝑅𝑅

�
𝛼𝛼𝑏𝑏(𝑅𝑅1 − 𝑟𝑟)

(𝑏𝑏2 + (𝑅𝑅1 − 𝑟𝑟)2)
3
2
�

𝛽𝛽
𝜑𝜑2 + 𝛽𝛽2

+
𝛽𝛽

(𝜑𝜑 − 𝜋𝜋)2 + 𝛽𝛽2
�
𝜕𝜕𝜕𝜕
𝜕𝜕𝑟𝑟

− 

−
2𝛽𝛽𝛼𝛼

𝑟𝑟2�1 + (𝑅𝑅1 − 𝑟𝑟)2
𝑏𝑏2

�
𝜑𝜑

(𝜑𝜑2 + 𝛽𝛽2)2 +
𝜑𝜑 − 𝜋𝜋

(𝜑𝜑2 + 𝛽𝛽2)2�
𝜕𝜕𝜕𝜕
𝜕𝜕𝜑𝜑

� −
𝜔𝜔
𝐷𝐷
𝜕𝜕𝜕𝜕
𝜕𝜕𝜑𝜑

= 0. 
(13) 

The resulting equation (13) has a complicated form, so the exact analytical solution of 
the equation cannot be found. Only approximate analytical or numerical methods may be 
used. In this paper, we will present the numerical solution to this equation. To implement a 
numerical solution of the hydrogen diffusion equation the finite difference method is used.   

 
4. Analytical description of the numerical solution realization   
For a numerical solution, the hydrogen diffusion equation in rotating cylindrical elastic bodies 
under compression by distributed forces is rewritten in the following dimensionless form: 
1
𝜉𝜉
𝜕𝜕
𝜕𝜕𝜉𝜉
�𝜉𝜉
𝜕𝜕𝜕𝜕
𝜕𝜕𝜉𝜉
� +

1
𝜉𝜉2
𝜕𝜕2𝜕𝜕
𝜕𝜕𝜑𝜑2 − 𝑉𝑉1

𝜕𝜕𝜕𝜕
𝜕𝜕𝜉𝜉

− 𝑉𝑉2
𝜕𝜕𝜕𝜕
𝜕𝜕𝜑𝜑

= 0, (14) 

where 

𝜉𝜉 =
𝑟𝑟
𝑅𝑅1

, 𝑉𝑉1 = 𝐴𝐴𝐾𝐾1, 𝑉𝑉2 = 𝐴𝐴𝐾𝐾2
1
𝜉𝜉2

+ 𝑊𝑊, 𝐴𝐴 =
𝑉𝑉𝐻𝐻𝑃𝑃
𝑅𝑅𝑅𝑅

, 𝑊𝑊 =
𝜔𝜔𝑅𝑅12

𝐷𝐷
,  

𝐾𝐾1 =
𝜕𝜕𝜎𝜎
𝜕𝜕𝜉𝜉

, 𝐾𝐾2 =
𝜕𝜕𝜎𝜎
𝜕𝜕𝜑𝜑

, 0 ≤ 𝜉𝜉 ≤ 1, 0 ≤ 𝜑𝜑 ≤ 2𝜋𝜋. 
(15) 

A uniform difference mesh along the coordinates 𝜉𝜉 and 𝜑𝜑 of size 𝑁𝑁 × 𝑀𝑀  
(𝑁𝑁 = 100,𝑀𝑀 = 200) was constructed to solve equation (14). The partial derivatives in 
equation (14) were replaced by the following approximate difference relations [14], as an 
approximation of the first derivative with respect to 𝜉𝜉 and 𝜑𝜑, the right or left difference 
derivative is used, it depends on the sign of the coefficients in 𝑉𝑉1 and 𝑉𝑉2: 
1
𝜉𝜉
𝜕𝜕
𝜕𝜕𝜉𝜉
�𝜉𝜉
𝜕𝜕𝜕𝜕
𝜕𝜕𝜉𝜉
� =

(𝜉𝜉𝑖𝑖+1 + 𝜉𝜉𝑖𝑖)𝜕𝜕𝑖𝑖+1,𝑗𝑗 − (𝜉𝜉𝑖𝑖+1 + 2𝜉𝜉𝑖𝑖 + 𝜉𝜉𝑖𝑖−1)𝜕𝜕𝑖𝑖,𝑗𝑗 + (𝜉𝜉𝑖𝑖 + 𝜉𝜉𝑖𝑖−1)𝜕𝜕𝑖𝑖−1,𝑗𝑗

2𝜉𝜉∆𝜉𝜉2
, 

𝜕𝜕2𝜕𝜕
𝜕𝜕𝜑𝜑2 =

𝜕𝜕𝑖𝑖,𝑗𝑗+1 − 2𝜕𝜕𝑖𝑖,𝑗𝑗 + 𝜕𝜕𝑖𝑖,𝑗𝑗−1
∆𝜑𝜑2 ,

𝜕𝜕𝜕𝜕
𝜕𝜕𝜉𝜉

=

⎩
⎨

⎧
𝜕𝜕𝑖𝑖+1,𝑗𝑗 − 𝜕𝜕𝑖𝑖,𝑗𝑗

∆𝜉𝜉
,𝑉𝑉1 > 0

𝜕𝜕𝑖𝑖−1,𝑗𝑗 − 𝜕𝜕𝑖𝑖,𝑗𝑗
∆𝜉𝜉

,𝑉𝑉1 < 0
,   

𝜕𝜕𝜕𝜕
𝜕𝜕𝜑𝜑

=

⎩
⎪
⎨

⎪
⎧𝜕𝜕𝑖𝑖,𝑗𝑗+1 − 𝜕𝜕𝑖𝑖,𝑗𝑗

∆𝜑𝜑
,𝑉𝑉2 > 0

𝜕𝜕𝑖𝑖,𝑗𝑗−1 − 𝜕𝜕𝑖𝑖,𝑗𝑗
∆𝜑𝜑

,𝑉𝑉2 < 0
, 

(16) 

where 0 ≤ 𝜋𝜋 ≤ 𝑁𝑁 − 1, 0 ≤ 𝑗𝑗 ≤ 𝑀𝑀 − 1. 
Thus, the considered equation can be written in the form: 

�
2𝜉𝜉

𝑖𝑖+12
𝜉𝜉𝑖𝑖∆𝜉𝜉𝑖𝑖(∆𝜉𝜉𝑖𝑖 + ∆𝜉𝜉𝑖𝑖−1) +

|𝑉𝑉1| − 𝑉𝑉1
2∆𝜉𝜉𝑖𝑖

� �𝜕𝜕𝑖𝑖+1,𝑗𝑗 − 𝜕𝜕𝑖𝑖,𝑗𝑗� + 

+�
2𝜉𝜉

𝑖𝑖−12
𝜉𝜉𝑖𝑖∆𝜉𝜉𝑖𝑖−1(∆𝜉𝜉𝑖𝑖 + ∆𝜉𝜉𝑖𝑖−1) +

|𝑉𝑉1| + 𝑉𝑉1
2∆𝜉𝜉𝑖𝑖−1

� �𝜕𝜕𝑖𝑖−1,𝑗𝑗 − 𝜕𝜕𝑖𝑖,𝑗𝑗� + 

+�
2

𝜉𝜉𝑖𝑖2∆𝜑𝜑𝑗𝑗�∆𝜑𝜑𝑗𝑗 + ∆𝜑𝜑𝑗𝑗−1�
+

|𝑉𝑉2| − 𝑉𝑉2
2∆𝜑𝜑𝑗𝑗

� �𝜕𝜕𝑖𝑖,𝑗𝑗+1 − 𝜕𝜕𝑖𝑖,𝑗𝑗� + 

(17) 
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+�
2

𝜉𝜉𝑖𝑖2∆𝜑𝜑𝑗𝑗−1�∆𝜑𝜑𝑗𝑗 + ∆𝜑𝜑𝑗𝑗−1�
+

|𝑉𝑉2| + 𝑉𝑉2
2∆𝜑𝜑𝑗𝑗−1

� �𝜕𝜕𝑖𝑖,𝑗𝑗−1 − 𝜕𝜕𝑖𝑖,𝑗𝑗� = 0. 

where 𝜉𝜉𝑖𝑖+12
= 𝜉𝜉𝑖𝑖+1+𝜉𝜉𝑖𝑖

2
, 𝜉𝜉𝑖𝑖−12

= 𝜉𝜉𝑖𝑖+𝜉𝜉𝑖𝑖−1
2

. 

Difference scheme can be written as 
𝑎𝑎𝑖𝑖,𝑗𝑗 𝜕𝜕𝑖𝑖,𝑗𝑗−1 + 𝑏𝑏𝑖𝑖,𝑗𝑗  𝜕𝜕𝑖𝑖,𝑗𝑗+1 + 𝑑𝑑𝑖𝑖,𝑗𝑗 𝜕𝜕𝑖𝑖−1,𝑗𝑗 + 𝑒𝑒𝑖𝑖,𝑗𝑗  𝜕𝜕𝑖𝑖+1,𝑗𝑗 − 𝑐𝑐𝑖𝑖,𝑗𝑗 𝜕𝜕𝑖𝑖,𝑗𝑗 = −𝑓𝑓𝑖𝑖,𝑗𝑗, (18) 
where 

𝑎𝑎𝑖𝑖,𝑗𝑗 =
2

𝜉𝜉𝑖𝑖2∆𝜑𝜑𝑗𝑗−1�∆𝜑𝜑𝑗𝑗 + ∆𝜑𝜑𝑗𝑗−1�
+

|𝑉𝑉2| + 𝑉𝑉2
2∆𝜑𝜑𝑗𝑗−1

, 𝑏𝑏𝑖𝑖,𝑗𝑗 =
2

𝜉𝜉𝑖𝑖2∆𝜑𝜑𝑗𝑗�∆𝜑𝜑𝑗𝑗 + ∆𝜑𝜑𝑗𝑗−1�
+

|𝑉𝑉2| − 𝑉𝑉2
2∆𝜑𝜑𝑗𝑗

, 

𝑑𝑑𝑖𝑖,𝑗𝑗 =
2𝜉𝜉

𝑖𝑖−12
𝜉𝜉𝑖𝑖∆𝜉𝜉𝑖𝑖−1(∆𝜉𝜉𝑖𝑖 + ∆𝜉𝜉𝑖𝑖−1) +

|𝑉𝑉1| + 𝑉𝑉1
2∆𝜉𝜉𝑖𝑖−1

, 𝑒𝑒𝑖𝑖,𝑗𝑗 =
2𝜉𝜉

𝑖𝑖+12
𝜉𝜉𝑖𝑖∆𝜉𝜉𝑖𝑖(∆𝜉𝜉𝑖𝑖 + ∆𝜉𝜉𝑖𝑖−1) +

|𝑉𝑉1| − 𝑉𝑉1
2∆𝜉𝜉𝑖𝑖

, 

𝑐𝑐𝑖𝑖,𝑗𝑗 = 𝑎𝑎𝑖𝑖,𝑗𝑗 + 𝑏𝑏𝑖𝑖,𝑗𝑗 + 𝑑𝑑𝑖𝑖,𝑗𝑗 + 𝑒𝑒𝑖𝑖,𝑗𝑗, 𝑓𝑓𝑖𝑖,𝑗𝑗 = 0. 

 

Next, the difference scheme (18) was rewritten in matrix form 
𝑨𝑨𝑗𝑗𝒀𝒀𝑗𝑗−1 − 𝑪𝑪𝑗𝑗𝒀𝒀𝑗𝑗 + 𝑩𝑩𝑗𝑗𝒀𝒀𝑗𝑗+1 = −𝑭𝑭𝑗𝑗 , (19) 
where 

𝑨𝑨𝑗𝑗 =

⎣
⎢
⎢
⎢
⎢
⎡
𝑎𝑎0,𝑗𝑗 0 0

0 𝑎𝑎1,𝑗𝑗 0
0 0 …

0

0
𝑎𝑎𝑖𝑖,𝑗𝑗 0 0
0 … 0
0 0 𝑎𝑎𝑁𝑁−1,𝑗𝑗⎦

⎥
⎥
⎥
⎥
⎤

,    𝑩𝑩𝑗𝑗 =

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝑏𝑏0,𝑗𝑗 0 0

0 𝑏𝑏1,𝑗𝑗 0
0 0 …

0

0
𝑏𝑏𝑖𝑖,𝑗𝑗 0 0
0 … 0
0 0 𝑏𝑏𝑁𝑁−1,𝑗𝑗⎦

⎥
⎥
⎥
⎥
⎥
⎤

, 

𝑪𝑪𝑗𝑗 =

⎣
⎢
⎢
⎢
⎢
⎡
𝑐𝑐0,𝑗𝑗 𝑒𝑒0,𝑗𝑗  
𝑑𝑑1,𝑗𝑗 𝑐𝑐1,𝑗𝑗 𝑒𝑒1,𝑗𝑗

 𝑑𝑑𝑖𝑖,𝑗𝑗 𝑐𝑐𝑖𝑖,𝑗𝑗

   
   
𝑒𝑒𝑖𝑖,𝑗𝑗                         

                    …
   
   

… …  
… … 𝑒𝑒𝑁𝑁−2,𝑗𝑗
  𝑑𝑑𝑁𝑁−1,𝑗𝑗 𝑐𝑐𝑁𝑁−1,𝑗𝑗 ⎦

⎥
⎥
⎥
⎥
⎤

, 𝑭𝑭𝑗𝑗 = 0, 𝒀𝒀𝑗𝑗 = �
𝜕𝜕0,𝑗𝑗
…

𝜕𝜕𝑁𝑁−1,𝑗𝑗

�. 

 

 

To solve the resulting difference scheme (19), the tridiagonal matrix algorithm (or, 
otherwise, Thomas algorithm) [14] was used. 

In our case average normal stresses (10) have the following form 
𝜎𝜎 = −𝑃𝑃𝑓𝑓(𝜉𝜉)𝑔𝑔(𝜑𝜑), (20) 
where 

𝑃𝑃 =
2𝑝𝑝
𝜋𝜋𝑏𝑏

, 𝑓𝑓(𝜉𝜉) =
𝛼𝛼

�1 + (1 − 𝜉𝜉)2
𝑏𝑏2

, 

𝑔𝑔(𝜑𝜑) = �
𝛽𝛽

𝜑𝜑2 + 𝛽𝛽2
+

𝛽𝛽
(𝜑𝜑 − 𝜋𝜋)2 + 𝛽𝛽2

+
𝛽𝛽

(𝜑𝜑 − 2𝜋𝜋)2 + 𝛽𝛽2
�, 

 

then 

𝐴𝐴 =
𝑉𝑉𝐻𝐻𝑃𝑃
𝑅𝑅𝑅𝑅

=
2𝑉𝑉𝐻𝐻𝑝𝑝
𝜋𝜋𝑅𝑅𝑅𝑅𝑏𝑏

, 𝑊𝑊 =
𝜔𝜔𝑅𝑅12

𝐷𝐷
,  

𝐾𝐾1 =
𝜕𝜕𝜎𝜎
𝜕𝜕𝜉𝜉

= −𝛼𝛼𝛽𝛽𝑏𝑏
(1 − 𝜉𝜉)

�(𝑏𝑏2 + (1 − 𝜉𝜉)2)3
�

1
𝜑𝜑2 + 𝛽𝛽2

+
1

(𝜑𝜑 − 𝜋𝜋)2 + 𝛽𝛽2
+ 

+
1

(𝜑𝜑 − 2𝜋𝜋)2 + 𝛽𝛽2
�, 

𝐾𝐾2 =
𝜕𝜕𝜎𝜎
𝜕𝜕𝜑𝜑

= 2𝛼𝛼𝛽𝛽𝑏𝑏
1

�𝑏𝑏2 + (1 − 𝜉𝜉)2
�

𝜑𝜑
(𝜑𝜑2 + 𝛽𝛽2)2 +

𝜑𝜑 − 𝜋𝜋
((𝜑𝜑 − 𝜋𝜋)2 + 𝛽𝛽2)2 + 

 
 
 
 
 
 
 
 
 

62 A.K. Belyaev, A.R. Galyautdinova, S.A. Smirnov, N.M. Bessonov



+
𝜑𝜑 − 2𝜋𝜋

((𝜑𝜑 − 2𝜋𝜋)2 + 𝛽𝛽2)2�, 

𝑉𝑉1 = 𝐴𝐴𝐾𝐾1 = −
2𝑉𝑉𝐻𝐻𝑝𝑝
𝜋𝜋𝑅𝑅𝑅𝑅

𝛼𝛼𝛽𝛽
(1 − 𝜉𝜉)

�(𝑏𝑏2 + (1 − 𝜉𝜉)2)3
�

1
𝜑𝜑2 + 𝛽𝛽2

+
1

(𝜑𝜑 − 𝜋𝜋)2 + 𝛽𝛽2
+ 

+
1

(𝜑𝜑 − 2𝜋𝜋)2 + 𝛽𝛽2
�, 

𝑉𝑉2 = 𝐴𝐴𝐾𝐾2
1
𝜉𝜉2

+ 𝑊𝑊 =
4𝑉𝑉𝐻𝐻𝑝𝑝
𝜋𝜋𝑅𝑅𝑅𝑅

𝛼𝛼𝛽𝛽
1
𝜉𝜉2

1
�𝑏𝑏2 + (1 − 𝜉𝜉)2

�
𝜑𝜑

(𝜑𝜑2 + 𝛽𝛽2)2 + 

+
𝜑𝜑 − 𝜋𝜋

((𝜑𝜑 − 𝜋𝜋)2 + 𝛽𝛽2)2 +
𝜑𝜑 − 2𝜋𝜋

((𝜑𝜑 − 2𝜋𝜋)2 + 𝛽𝛽2)2� +
𝜔𝜔𝑅𝑅12

𝐷𝐷
. 

 
 

(21) 

 
5. Numerical results of the solution of the hydrogen diffusion equation  
The program code developed to implement the described procedure of the numerical method 
was written in the C++ programming language. The distribution fields of hydrogen 
concentration in the body and plots of the dependence of concentration on polar coordinates 
for the boundary conditions of the first kind and the third kind are represented in Figs. 5- 8. 
The developed program allows us to set various input parameters for the rotation speed, 
geometry sizes, finite difference mesh sizes, and various boundary conditions. It is also 
allowed to construct a non-uniform mesh with thickening near the surface and load 
application points. 
 

  
 

Fig. 5. Concentration field for the boundary 
conditions of the first kind 

 

 
Fig. 6. Concentration plots for the boundary 

conditions of the first kind 
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Fig. 7. Concentration field for the boundary 
conditions of the third kind 

 
Fig. 8. Concentration plots for the boundary 

conditions of the third kind 
 
On these plots, a sharp increase in hydrogen concentration in the subsurface layer is 

observed. This result is consistent with experimental studies of the distribution of hydrogen 
concentration in roller bearings. In addition, the distribution of hydrogen concentration over 
the angles 𝜑𝜑 shows that near the points of load application (𝜑𝜑 = 0 and 𝜑𝜑 = 𝜋𝜋), the hydrogen 
concentration takes the smallest values. This effect is explained by the fact that diffusing 
hydrogen atoms tend to the region of the material where tensile stresses are distributed. 
 
6. Conclusions 
In the framework of this paper, the stress state of the rotating elastic body loaded by two 
distributed forces was obtained. An analytical form of the equation of the hydrogen diffusion 
in the rotating body under the field of elastic stresses was written. This equation was solved 
using numerical methods. A numerical solution of the diffusion equation made it possible to 
detect the effect of localization of the hydrogen concentration near the outer surface of the 
body. This result is consistent with experimental research on the hydrogen concentration 
distribution in roller bearings. The results obtained in this work can help in describing the 
hydrogen impact on the mechanical properties of rolling bearing materials. This problem 
requires further research in order to construct the description of the influence of the hydrogen 
distribution field on the mechanical properties of the material.  
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Abstract. The article presents the results of measurement and analysis of the field 
dependences of the static magnetic susceptibility of thin epitaxial silicon carbide films grown 
on the (110) surface of single-crystal silicon by the method of the coordinated substitution of 
atoms. In weak magnetic fields, the occurrence of two quantum effects at room temperature 
was experimentally found: the hysteresis of the static magnetic susceptibility and, in the field 
dependences, quantum Aharonov-Bohm oscillations of the static magnetic susceptibility. The 
simultaneous occurrence of these effects is a consequence of two- and one-particle 
interference of charge carriers (two-dimensional holes) on microdefects consisting of dipole 
centers with negative correlation energy (negative-U dipole centers). 
Keywords: silicon carbide on silicon, dilatation dipoles, static magnetic susceptibility, 
diamagnetism, quantum Aharonov-Bohm oscillations, quantum interference, negative 
correlation energy, negative-U boron dipoles 
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1. Introduction 
The goal of the presented work is to investigate the behavior of the static magnetic 
susceptibility of the thin silicon carbide epitaxial layers were grown on single-crystal silicon 
(110) surface by the method of the coordinated substitution of atoms. The method of  
the coordinated substitution of atoms is based on the special chemical treatment of the Si 
surface by carbon monoxide (CO). During this treatment, the following chemical reaction 
occurs on the Si surface: 
2Si (crystal) + CO (gas) = SiC (layer) + SiO (gas) ↑. (1) 
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As a result of a reaction (1), the near-surface Si layer transforms into an SiC epitaxial 
layer. The term "coordinated" means that the new chemical bonds are formed simultaneously 
and in a coordinated manner with the destruction of the old bonds [1-5]. It was found that the 
mechanism of the coordinated substitution of atoms preserves the initial silicon cubic lattice, 
thereby providing the growth of the 3C-SiC cubic polytype [4,5]. A detailed description of the 
processes that occur during the SiC growth by the method of the coordinated substitution of 
atoms, as well as the synthesis technology, can be found in the reviews [1-5]. 

The main distinguishing property of SiC films synthesized by this method is the 
formation of an excess concentration of silicon vacancies in them, while in SiC growth by 
standard methods, there are mainly carbon vacancies. The interaction of silicon vacancies and 
carbon atoms leads to the formation of the ordered ensembles of carbon-vacancy structures in 
the SiC layers grown by the method of the coordinated substitution of atoms. The presence of 
carbon-vacancy structures in SiC gives rise to the unique properties of such films [6-8]. The 
quantum chemistry and the experimental methods demonstrated that so-called C4V centers are 
formed is SiC on Si at synthesis temperature ~1350ºC. During the SiC growth by this method 
on the SiC/Si interface an interfacial layer with a thickness of the order of several nanometers, 
which demonstrates the extraordinary optical and electric features, appears. It is so due to the 
process of shrinkage of the initial Si lattice with the parameter of 0.543 nm into the SiC cubic 
lattice with the parameter of 0.435 nm, which appears during the final stage of the silicon 
transformation into silicon carbide; this process occurs in the plane of the substrate [1-8]. At 
the same time, silicon carbide separated from the silicon matrix subjects it to anomalously 
strong compression, the values of which exceed 100 GPa. At such high pressures, obtaining 
of SiC with such a good structure would be impossible without the high-accuracy coincidence 
of every fifth silicon carbide crystal cell with every fourth silicon cell. The shrinkage of the 
material results in the coordinated arrangement of every fifth SiC chemical bond with every 
fourth Si bond. The remaining bonds either break, which leads to the vacancies and pores 
formation, or undergo compression, which leads to the change in the structure of the surface 
zones of silicon carbide transforming it into "semimetal". For the first time, this phenomenon 
was discovered by spectral ellipsometry in the photon energy range of 0.5-9.3 eV [6,7]. It was 
shown that the carbon-vacancy structures result in the appearance of other unique optical, 
electric, and magnetic features [6-8]. Particularly, the possibility of creating field-effect 
transistor structures on the SiC/Si layers was demonstrated in [9]. On the basis of the 
macroscopic quantum properties of obtained structures, the emitters and recorders of the 
terahertz (THz) frequency range of the electromagnetic spectrum with amplitude and 
frequency modulation in the entire spectrum were implemented. The possibilities of the 
spectral dependencies control by using the external characteristics of the sample under study 
(source-drain current and voltage applied to the horizontal gates in the frameworks of the Hall 
geometry of the transistor structure) were demonstrated, and the basis of the mechanism of 
the THz radiation appearance was identified as the quantum analogue of the Faraday's 
electromagnetic induction [9]. Such an approach opens up huge possibilities for creating 
coupled systems of GHz–THz frequency range emitter-recorder for the radio-photonics and 
nano-electronics purposes, in particular, for the possible implementation of quantum-
computing operations under the conditions of controlled carriers transport in the obtained 
structures at high temperatures.  

In [8] theoretically using the modeling based on the method of the density functional 
theory the significant effect of C4V centers in the SiC/Si on the magnetic properties of  
silicon carbide was predicted. While the ideal 3C-SiC grown by the standard methods is a 
classical semiconductor, 3C-SiC grown by the method of the coordinated substitution  
of atoms demonstrates magnetic properties depending on the C4V concentration (𝑛𝑛𝐶𝐶4𝑉𝑉).  
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In [8] it is shown that 𝑛𝑛𝐶𝐶4𝑉𝑉 can be controlled by varying the time and the temperature  
of the SiC synthesis. 

Thus, the experimental research of the extraordinary magnetic features of the  
SiC/Si interface grown by the method of the coordinated substitution of atoms was the goal of 
the presented paper. 
 
2. The sample's preparation method 
In this study, as the experimental sample, we used the nanoscale SiC layer of ~ (90-100) nm 
thickness, synthesized on the (100) surface of the single-crystal n-type silicon (doped with 
phosphorus) by the method of the coordinated substitution of atoms [1-5]. After synthesis, the 
SiC layer was doped with boron under the conditions of non-equilibrium diffusion from the 
gas phase in the excess flow of the silicon vacancies from the surface of the sample. The 
synthesis and doping parameters, as well as the sample's characteristics, are presented in 
Table 1. The formed Hall topology of the transistor structure on the surface of the sample 
made in the framework of the planar technology has the following parameters: the chip 
dimensions are 5 × 5 mm with 12 field-transistor structures inside the chip. 
 
Table 1. Technological characteristics of the sample 

Substrate Synthesis 
conditions 

Doping 
Temperature 

Conductivity type, carriers 
concentration Transistor 

structure Before 
Doping After Doping 

n-Si, 
20 Ω ∙ 𝑐𝑐𝑐𝑐, 

(110) 

𝑇𝑇 = 1290℃, 
 𝑡𝑡 = 15 𝑐𝑐𝑚𝑚𝑛𝑛,  
𝑃𝑃 = 2.3 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇,  
𝐼𝐼𝐶𝐶𝐶𝐶 = 12 𝑠𝑠𝑐𝑐𝑐𝑐𝑐𝑐, 
 %𝑆𝑆𝑆𝑆𝑆𝑆4 = 0.25% 

900℃ p-type, 
~6 ∙ 1017 𝑐𝑐𝑐𝑐−3 

p-type, 
> 1 ∙ 1019 𝑐𝑐𝑐𝑐−3 Planar 

 
As the synthesis conditions here presented: 𝑇𝑇 – synthesis temperature, 𝑡𝑡 – synthesis 

time, 𝑃𝑃 – CO pressure, 𝐼𝐼𝐶𝐶𝐶𝐶 – CO flow, %𝑆𝑆𝑆𝑆𝑆𝑆4  – volume percent of silane (SiH4), which is  
used during the synthesis [3]. The carriers concentration values were obtained from the 
capacitive measurements.  
 
3. The experimental method 
The realization of the "strong-field" criterion (𝜔𝜔𝑐𝑐𝜏𝜏 = 𝑒𝑒𝑒𝑒𝜏𝜏 𝑐𝑐∗⁄ = 𝜇𝜇𝑒𝑒 ≫ 1, where 𝜏𝜏 – transport 
time, 𝑐𝑐∗ – carriers effective mass value, 𝜇𝜇 – mobility, 𝜔𝜔с – cyclotron frequency,  
𝑒𝑒 – magnetic field value) in the weak magnetic fields at room temperature became possible 
due to the low values of the carriers' effective mass with their high mobility [7,8]. Thus,  
the tasks of the study were to measure and analyze the static magnetic susceptibility  
of the presented sample. 

The static magnetic susceptibility was measured by the Faraday method in the magnetic 
field range of 𝐻𝐻 = 0 ÷ 500 𝑂𝑂𝑒𝑒 in a step-by-step mode with the 1 Oe step using the automated 
Faraday Balance setup, based on the MGD 312 FG spectrometer, at room temperature  
in the regime of the thermodynamic equilibrium sample's state realization. The Faraday 
method is based on measuring the force acting on the sample with the mass m in an 
inhomogeneous external magnetic field. The relationship between the static magnetic 
susceptibility 𝜒𝜒 (𝑇𝑇,𝑒𝑒) and the measured force acting on the sample 𝐹𝐹 (𝑇𝑇, 𝑒𝑒) is determined 
by the following expression:  
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𝜒𝜒 (𝑇𝑇,𝑒𝑒) = 𝐹𝐹 (𝑇𝑇,𝐵𝐵)
𝑚𝑚∙𝐵𝐵𝑑𝑑𝐵𝐵 𝑑𝑑𝑑𝑑⁄ .                                                       (2) 

The external field gradient 𝑑𝑑𝑒𝑒 𝑑𝑑𝑑𝑑⁄  is provided by the special shape of the pole pieces 
used in the magnet while the value 𝑒𝑒𝑑𝑑𝑒𝑒 𝑑𝑑𝑑𝑑⁄  remains constant throughout the volume 
occupied by the sample. For the measurements, the sample was placed in a quartz cup 
connected to the scales by a quartz suspension. The force 𝐹𝐹 (𝑇𝑇, 𝑒𝑒) acting on the sample was 
defined as the difference between the force of the sample interaction with the field and the 
force acting on the empty quartz cup, measured under the same external conditions. 

The calibration of the experimental setup was carried out using the reference sample – a 
single-crystal of the magnetically pure indium phosphide with the known value of the static 
magnetic susceptibility 𝜒𝜒 = −313 ∙ 10−9  𝑐𝑐𝑐𝑐3 𝑔𝑔⁄ . The high sensitivity of the MGD 312 FG 
balance spectrometer in the range of 10−10 ÷ 10−9 CGS ensures the appropriate calibration 
stability of 𝑒𝑒𝑑𝑑𝑒𝑒 𝑑𝑑𝑑𝑑⁄  values [10]. 
 
4. Results and discussion 
The sample under study reveals a number of features, the analysis of which makes it possible 
to interpret the results of the experiment, linking them with the structural features of the 
material, which are obtained due to the original technology of the thin epitaxial SiC layers 
growth on the near-surface layer of single-crystal silicon. 

At low fields, the measured static magnetic susceptibility of the SiC sample grown on 
the (110) silicon surface demonstrates a transition from the diamagnetic state to the 
paramagnetic state – dia-para-hysteresis (Fig. 1(a)). Similar behavior of the static magnetic 
susceptibility was previously discovered in low-temperature experiments on the boron-doped 
diamond synthesized at high pressures (~ 100 000 atm.) and temperatures above 2500 K [11]. 

As was shown [11, 2], the observed phenomenon is an experimental demonstration of 
the Meissner-Ochsenfeld effect, which is quite unexpected at room temperature due to the 
seemingly obvious dominance of the electron-electron interaction in the structure under study. 
At the same time, the reduction of the electron-electron interaction at room temperature in 
thin SiC epitaxial layers grown by the method of the coordinated substitution of atoms on the 
(110) single-crystal silicon surface primarily can arise from the vacancy microdefects 
presence, which is generated during the synthesis of the SiC layers on the silicon surface, 
while further boron doping results in the formation of the dipole boron centers with negative 
correlation energy in the vicinity of the microdefects. The electrostatic field of the negative-U 
dipole boron centers is exactly responsible for the electron-electron interaction reduction. 

As was shown in [9], in the studied structure the "strong-field" criterion at room 
temperature at an extremely low charge carrier effective mass value is implemented. 
Moreover, the local phonon mode, which is caused by the dipole boron centers reconstruction, 
can result in the effective local cooling of the structure at room temperature [13,14]. 

Within the framework of this approach, apparently, the existence of a superconducting 
state in the system under study can be accepted, which explains the observed hysteresis of the 
static magnetic susceptibility of the sample. 

Returning to the analysis of the magnetic susceptibility field dependence, it should be 
noted that the experimental results demonstrate the modulation on the hysteresis curve. The 
oscillations observed in the weak magnetic field on the background of the hysteresis were 
interpreted as the macroscopic quantum Aharonov-Bohm effect. 

In the presented paper, we only discuss the two mentioned macroscopic quantum 
magnetic effects, without going into the other features of obtained experimental curve. The 
Aharonov-Bohm quantum oscillations (A – B) are determined by the change in the value of 
the magnetic flux passing through the plane of the sample, ∆Φ = ∆𝑛𝑛Ф0, where Ф0 is the 
magnetic flux quantum. If the area of an interference circuit S penetrated by the magnetic 
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field is constant, then the magnetic flux quantum is defined as Φ0 = ∆𝑒𝑒𝐵𝐵, and ∆𝑒𝑒 is the 
period of oscillations in the external field. It should be noted, that the experimental 
observation of the Aharonov-Bohm oscillations on the field dependencies of the  
static magnetic susceptibility is possible only if the length of the closed carrier trajectory  
𝐿𝐿 is less than the phase relaxation length 𝐿𝐿𝜑𝜑. Since in this paper we are talking  
about the superconducting properties of the low-dimensional structure under study, it should 
be also noted, that the mentioned condition must be satisfied for both one- and  
two-particles interference. 

 

 

 
Fig. 1. The magnetic susceptibility (a) of the sample for negative and positive directions of 

the external magnetic field (arrows indicate the direction of increase/decrease in the magnetic 
field modulus), as well as the Fourier-analysis results (b) for the presented dependencies, 

respectively 
 

The observation of the A – B oscillations in the SiC nanolayers grown by the method of 
the coordinated substitution of atoms on the silicon surface determines the condition for the 
carriers' interference existence on the microdefect of the structure under study and, thus, 
provides important information about its electric and magnetic properties. 
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Fig. 2. The magnetic susceptibility and the corresponding Fourier spectrum, which 

demonstrates the existence of two- and one-particle interference of charge carriers in the 
range of magnetic fields up to 180 Oe, as well as the dominance of the superconducting state 

in the fields range up to 65 Oe 
 

The Fourier analysis of the experimental dependencies of the static magnetic 
susceptibility carried out in this paper made it possible to determine the periods of the  
A – B oscillations with good accuracy. The oscillations with the periods of 12.5 and 25 Oe, 
which are in our opinion responsible for the appearance of two-particle (Φ0 = ℎ 2𝑒𝑒⁄ ) and 
single-particle (Φ0 = ℎ 𝑒𝑒⁄ ) interference, respectively, and manifest themselves during  
the process of the single magnetic flux quanta capture, are the most reliably identified  
in the obtained spectrum. 

The occurrence of the above-mentioned oscillations is attributed to the presence of the 
vacancy microdefects with the sizes of ~ 1.65 𝜇𝜇𝑐𝑐2 in the SiC/Si structure under study, which 
is confirmed both by the corresponding structural research and microdefects similarity to the 
sizes of the pores formed on the surface of the single-crystal silicon under the SiC layer 
during the synthesis of SiC. 

Here we discuss the effects observed in the range of magnetic fields up to 180 Oe 
(Fig. 2). The analysis of the magnetic susceptibility field dependence of the structure under 
study demonstrates that in the magnetic field above 50 Oe there is a dominance of the A – B 
oscillation with the period equals to 25 Oe, while for the fields below 50 Oe the oscillations 
with the periodicity of 12.5 Oe are observed. Thus, it can be assumed that in the vicinity of 
the magnetic field H = 50 Oe there is a critical field value, above which the destruction of the 
carriers, which is the analogue of the Cooper pair, occurs. 
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5. Conclusions 
The presence of the negative-U dipole centers made it possible to realize such qualities as the 
low effective mass of the carriers and the strong reduction of the electron-electron interaction 
in the structure under study, which provided the realization of the "strong-field" criterion and 
determined the possibility of the observation of macroscopic quantum effects in weak 
magnetic fields at room temperature. 

In the SiC structure grown by the method of the coordinated substitution of atoms  
on the (100) Si surface in weak magnetic fields both one- and two-particle interference  
were observed, which is possible only when the superconducting state is realized  
at room temperature.  

At low magnetic fields at room temperature, the measured magnetic susceptibility of the 
SiC sample the transition from diamagnetic state to paramagnetic state – dia-para-hysteresis – 
was demonstrated, which confirms the occurrence of the high-temperature superconductivity. 
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Abstract. The modelling of concrete and its dynamic strength analysis has been an interesting 
field which seeks many researchers' attention for the last few decades. The material behavior 
of concrete in extreme dynamic events like blast and impact calls for the understanding of its 
dynamic characterization as well which demand a suitable material model that can depict the 
behavior of concrete under high strain rate, high pressure, and large deformations. One of the 
most used constitutive material models for concrete is HJC (Holmquist Johnson Cook). This 
model covers most of the essential features of concrete pertaining to response against blast 
and impact loads. The objective of this paper is to provide an in-depth assessment of the HJC 
model implemented in ABAQUS Explicit finite element code. The assessment involves 
various tests such as compression, tensile and tri-axial tests on a single element followed by 
validation of the numerical model with the help of ballistic experimental tests available in the 
open literature. Finally based on the assessment, the HJC material model utility for the 
behavior of thin i.e., H/d ≥ 5, UHPC (Ultra High-Performance Concrete) targets against 
impact loading has been discussed. 
Keywords: HJC (Holmquist Johnson Cook), UHPC (Ultra High-Performance Concrete), 
ABAQUS Explicit finite element code, ballistic experimental tests 
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1. Introduction 
The wide utility of concrete material in many critical structures such as nuclear, defense, and 
protective structures demand the study of its behavior exposed to extreme loadings. To meet 
this demand, many studies had been carried out on the concrete behavior under extreme 
dynamic events such as blast and ballistic impact events in literature [1]. All of the studies 
consist of either experimental assessment [2-8] or investigation through any available FEM 
tools [9,10] or analytical models [11,12] or combination of any of these two or more methods 
[13,14]. The development of commercial FEM tools in the past two decades now make it 
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possible to develop a more accurate constitutive material model which is able to produce 
material behavior in a good agreement to a greater extent. Otherwise, the ballistic impact 
study was restricted to majorly empirical assessment methods only in which targets were 
divided into two domains i.e., semi-infinite targets and finite thickness targets. Where, semi-
infinite targets were used to investigate the deep penetration process into humongous concrete 
structures by assuming zero lateral boundary effect whereas, finite target thickness was put to 
use in the study of projectile perforation. 

UHPC being a novel material, all its study by the researchers has been majorly done in 
the last two decades only and are still in progress. Three types of commercially produced 
concrete having nominal unconfined compressive strength as 35.75 and 110 MPa were cast in 
order to perform the ballistic impact tests on 50 mm thick targets impacted against by 20 mm 
diameter ogival nosed steel projectiles. The ballistic impact tests were then examined in terms 
of the ballistic limit curve and its velocity for each concrete type. Furthermore, various 
material tests were also conducted to examine the mechanical properties of the concrete. 
Finally, the Modified HJC material model was calibrated and validated with the experimental 
ballistic perforation results in good agreement through LS Dyna FEM tool [15].  

Ballistic perforation tests had been carried out on thin 129 MPa UHP-SFRC targets. The 
range of UHP-SFRC (Ultra High-Performance Steel Fibre Reinforced Concrete) targets 
thickness varied from 40 mm to 100 mm and the diameter of the projectile was 25.3 mm with 
a 3 CRH (Caliber Radius Head) ogival nose measured 331 grams in weight. The objective of 
the study was to capture the residual velocities of normally perforated projectiles with the 
help of high-speed cameras in order to develop a semi-analytical projectile perforation model 
for thin concrete slabs i.e., H/d is less than or equal to 5. Subsequently, the developed semi-
analytical model was validated by the existing available perforation test data on a thin 
concrete slab. Furthermore, the developed model show results in good agreement when put 
forward to investigate the ballistic resistance of spaced layered concrete targets [16].  

The ballistic impact of UHPCC (Ultra High-Performance Cement-based Composites) 
developed with steel fibres and basalt coarse aggregates was experimentally evaluated by 
carrying out very high-velocity projectile penetration tests ranging from 510 m/s to 1320 m/s. 
It was observed that as the impact velocity go beyond 1000 m/s, the projectile no more 
behaved like a rigid mass projectile. On the basis of parameters influential analyses, it was 
observed that the most effective and cost-effective selection for the anti-strike protective 
structure was UHPCC which was having 90 MPa as compressive strength with 1.5 % of  
steel fibres in the mix. It was further validated through experimental results that UHPCC 
performed outstandingly against ballistic impact in terms of reducing the depth of penetration, 
deviating the terminal ballistic trajectory of the abrasive projectile, and reducing the crater 
damage dimensions [17].  

The study of damage caused by explosion-generated fragments impact had been done 
through the behavior of several UHPFRC (Ultra High-Performance Fibre Reinforced 
Concrete) targets against small firearm projectile impact. The range of real ammunition 
impact velocity was kept between 691 m/s to 720 m/s. Moreover, fibre content in the 
UHPFRC mix was increased up to 3 % by volume to examine the effect of fibres on the target 
damage in terms of penetration depth, debris fragment mass, crater diameter, and residual 
penetration potential of the bullet. On the basis of experimental observations, it was 
concluded that the optimum fibre amount in the UHPFRC mix came out to be 2 %. Less than 
2 % fibres lead to an increased volume of secondary fragments generated from the rear side of 
the targets and also the residual penetration potential of the small fire ammunition leaving 
from the rear side of the target was found to be higher. Whereas, more than 2 % fibres showed 
no significant improvements in all the damage parameters [18].   
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The experimental impact resistance study of concrete having compressive strength 
ranging from 45 MPa to 235 MPa was carried out. The concrete targets were impacted by a 
12.6 mm ogive nosed projectile with 15 grams in weight at impact velocities ranging from 
620 m/s to 700 m/s. it was witnessed that as the compressive strength of the concrete target 
increased, the penetration depth and crater diameter magnitude decreased with a non-linear 
trend. Moreover, the presence of steel fibres did not show any substantial influence on 
penetration depth unlike the presence of coarse granite aggregates. However, both steel fibres, 
as well as coarse granite aggregates, proved to be advantageous in order to minimize the 
crater diameter and crack propagation thereby increasing the impact resistance. Finally, it was 
concluded that the most effective anti-strike protective high-strength fibre reinforced concrete 
target was the one which was having compressive strength of 100 MPa [19].  

The study of novel UHPC behavior under extreme dynamic events like blast and impact 
loadings is a new field for many researchers across the globe because of its high capacity to 
absorb energy, greater resistance to impact loadings, being a novel material [20-22] and high 
utility in major infrastructure susceptible to dynamic loadings are the few reasons out of 
many. This present paper aims to provide in-depth evaluation of the HJC material model 
implemented in ABAQUS Explicit finite element code in order to find its utility for the 
UHPC behavior under impact dynamic loading.  
 
2. Constitutive Material Model: HJC 
The HJC [23] material model was developed by Holmquist, Johnson, and Cook in 1993 in 
order to describe the dynamic behavior of concrete subjected to high pressures, high strain 
rates, and large deformations. It is an elastic-viscoplastic model and consists of three 
components as Strength, Damage, and Equation of State model. All three model components 
are briefly described below one by one: 

Strength Model is an illustration of the intact and fractured material's normalized 
deviatoric strength in the form of normalized pressure-dependent yield surface as shown  
in Fig. 1. The normalized deviatoric strength can be given as the function of the pressure  
and strain rate as 
𝜎𝜎∗ = [A (1 − D) +  B (𝑃𝑃∗)𝑁𝑁]   [1 + C ln(𝜀𝜀̇∗)] ≤ 𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚 ,               (1) 
where 𝜎𝜎∗ is the normalized deviatoric strength. 

Further, ABAQUS Explicit finite element code assumes plastic flow to be isochoric i.e., 
volume-preserving using a Mises flow surface. 

 

  
Fig. 1. Strength of HJC model [24] Fig. 2. Damage of HJC model [24] 
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Damage Model explains how the damage variable accumulates with the equivalent 
plastic strain and volumetric plastic strain as shown in Fig. 2. Moreover, the concrete material 
can not undergo any plastic strain at P* equals to T*, and plastic strain to fracture increases as 
P* increases. Whereas, in order to suppress fracture from low magnitude tensile waves, 
EFMIN is introduced which allows for a finite amount of plastic strain to fracture the 
material. Although, under most conditions, the majority of the damage would occur only from 
equivalent plastic strain damage due to plastic volumetric strain is also included in this model 
to take into account the loss of cohesive strength during air void collapse.   

 

  
Fig. 3. EOS of HJC model [24] Fig. 4. HJC-Strength Model Curve fit 

 
Table 1. HJC material model parameters used in the present study 
Material Parameters Numerical Value 
Density (kg/m3) 2600 
Shear Modulus (GPa) 22 
Strength Model HJC 
Normalized Cohesive strength, A 0.3 
Normalized pressure hardening coefficient, B  1.802 
Pressure hardening exponent, N 0.78 
Strain rate coefficient, C 0.005 
Quasi-static uniaxial compression strength, 𝑓𝑓𝑐𝑐𝑐𝑐 (GPa) 0.129 
Normalized maximum strength, 𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚  3.5 
Damage Model HJC 
Parameter for plastic strain to fracture, 𝐷𝐷1  0.04 
Parameter for plastic strain to fracture (exponent), 𝐷𝐷2  1 
Equation of State Polynomial 
Pressure at crushing, 𝑃𝑃𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐ℎ (GPa) 0.043 
Volumetric strain at crushing, 𝜇𝜇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐ℎ  0.001 
Pressure at fully compaction, 𝑃𝑃𝑙𝑙𝑙𝑙𝑐𝑐𝑐𝑐 (GPa) 3.47 
Volumetric strain at fully compaction, 𝜇𝜇𝑙𝑙𝑙𝑙𝑐𝑐𝑐𝑐  0.11 
First pressure coefficient, 𝐾𝐾1 (GPa) 116 
Second pressure coefficient, 𝐾𝐾2 (GPa) -243 
Third pressure coefficient, 𝐾𝐾3 (GPa) 506 
Maximum tensile hydrostatic pressure, T (GPa) 0.006 

 
Equation of State Model explains the pressure-volume response of the material under 

compression as shown in Fig. 3. The response is divided into three regions. The first region 
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depicts the linear elastic behavior. The second region depicts the linear inelastic behavior or 
also refer as the transition region. In this region, the air voids are progressively expelled out of 
the concrete resulting in volumetric plastic strain. And the third region represents the fully 
compacted material behavior through the cubic polynomial equation. In this region, no air 
voids are left in the concrete matrix.  

HJC material model parameters Assuming 'A' as 0.3, HJC strength model parameters 
B and N are confirmed as 1.802 and 0.78 respectively through curve fitting of experimental 
Tri-axial tests data [25] as shown in Fig. 4 by neglecting strain rate effect i.e., 'C' equals to 0. 
All the other model parameters are taken directly from available literature [24]. Readers are 
advised to refer [23,24] in order to get more insight into the procedure for determining the 
material constants. Table 1 shows all the HJC material model parameters used for UHPC 
material in the present numerical study. 

 
3. Numerical Study 
In this section of the paper, numerical study on HJC material model implemented in 
ABAQUS Explicit FEM code has been carried out. This is done by performing various tests 
on a single element required to examine the HJC material model. Furthermore, a numerical 
model is also developed to validate the experimental ballistic test results through HJC 
material model. Finally, the results obtained from the numerical study are discussed and 
concluded. 
 

 
Fig. 5. Boundary conditions for compression test on a single element 

 

 

 

 
Fig. 6. Compression stress-strain curve Fig. 7. Evolution of damage 

 
Compression Tests on 1 mm and 3 mm C3D8R (Continuum 3 Dimensional 8 Node 

Reduced Integrated) single element are carried out separately. The boundary conditions of the 
single element are shown in Fig. 5 in which translational and rotational motion of the bottom 
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plane surface is restricted in all directions and the compression loading is provided through 
the downward displacement of the top surface. The stress-strain curve of a single element 
under compression is shown in Fig. 6 and the development of damage in the element with 
respect to strain is shown in Fig. 7. It has been noticed that the developed damage reaches one 
as the element approaches its critical state or residual stress state. Furthermore, no significant 
difference is observed in the stress-strain curve of 1 mm and 3 mm C3D8R single element 
under compression.  

Tri-axial Tests on 1 mm C3D8R single element are carried out at various confinement 
pressure. The boundary conditions of a single element under the Tri-axial test are shown in 
Fig. 8 in which translational and rotational motion of the bottom plane surface is restricted in 
all directions, an instantaneous pressure load is provided on all the surfaces followed by the 
downward displacement loading on the top surface. The stress-strain curves of a single 
element under the Tri-axial test at four various confinement pressure obtained from numerical 
study are shown in Fig. 10. Tri-axial numerical test results at four various confinement 
pressure are found to be in good agreement with Ren et al. [25] experimental test results as 
shown in Fig. 9. Although a significant difference in the numerical strength result when 
compared to the experimental strength result is detected at the unconfined i.e., 0 MPa Tri-
axial test or simple compression test as shown in Fig. 11.  

 

 
Fig. 8. Boundary conditions for tri-axial test on a single element 

 

 
 

Fig. 9. Exp. Tri-axial stress-strain curve [25] Fig. 10. Num. Tri-axial stress-strain curve 
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Fig. 11. Comparison of Exp. & Num. Tri-axial test results 

 
Tensile Test on 1 mm C3D8R single element is carried out. The boundary conditions of 

the single element are shown in Fig. 12 in which translational and rotational motion of the 
bottom plane surface is restricted in all directions and the tensile loading is provided through 
the upward displacement of the top surface. The stress-strain curve of a single element under 
tensile loading is shown in Fig. 13 and the evolution of damage in the element with respect to 
strain is shown in Fig. 14. Similar to the unconfined compression test results, here also 
numerical study result overestimates the experimental study result since the tensile strength 
input in HJC material model is 6 MPa.  

 
Fig. 12. Boundary conditions for tensile test on a single element 

  
Fig. 13. Tensile stress-strain curve Fig. 14. Evolution of damage 
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Validation The numerical model validation is done with the help of Peng et al. ballistic 
study [16]. He had carried out a projectile perforation test on the thin UHP-SFRC slabs, in 
which the diameter of the projectile was 25.3 mm and the thicknesses of slabs ranged from 
40 mm to 70 mm. All the slabs were perforated normally and the projectile residual velocities 
were captured by a high-speed camera. 

In the developed numerical model, HJC constitutive material model is used for UHP-
SFRC targets whereas, the analytical rigid material model is assigned to the steel projectile as 
no deformation was observed in the projectiles after perforation in the ballistic tests. UHP-
SFRC targets having a clear arial dimension of 400 × 400 mm with thickness ranging from 
40 mm to 70 mm were impacted by 331 grams, 3.0-caliber radius head ogival nose steel 
projectile with 25.3 mm shank diameter and total length of 152 mm. Surface-to-surface 
interaction with kinematic contact algorithm has been provided between the steel projectile 
and UHP-SFRC target. The peripheral surface edges of UHP-SFRC targets are constrained 
with respect to all translational and rotational movement as shown in Fig. 15. The UHP-SFRC 
targets are modelled with linear C3D8R elements of size 1.5 × 1.5 × 1.5 mm, as shown  
in Fig. 16. Whereas, no meshing has been provided to steel projectile due to its analytical 
rigid material model.  
 

 
 

 
 
 

 

Fig. 15. Numerical model Fig. 16. Mesh on Numerical model 
 

Figures 17 and 18 show the comparison between experimental and numerical model 
damage on the front and the rear surface of 40 and 70 mm UHP-SFRC targets against steel 
projectile with 352 and 348 m/s impact velocities respectively. The diameter of the front and 
the rear damages obtained from experimental ballistic test are found to be 62.3 and 106 mm 
on 40 mm thick target and 107 and 129 mm on 70 mm thick target respectively. Whereas, the 
diameter of the front and the rear damages obtained from numerical ballistic test are found to 
be 85 and 119 mm on 40 mm target and 98 and 150 mm on 70 mm thick target respectively. 
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Fig. 17. Experimental and numerical model damage on the front (F) and the rear (R) of 

40 mm UHP-SFRC targets @ 352 m/s impact velocity 
 

 
Fig. 18. Experimental and numerical model damage on the front (F) and the rear (R) of 

70 mm UHP-SFRC targets @ 348 m/s impact velocity 
 

Table 2 shows the ballistic perforation results obtained from the numerical study which 
are in very good agreement with respect to the experimental study as the maximum error was 
found to be 2.92 % for 50 mm thick UHP-SFRC at 250 m/s impact velocity. Moreover, 
Figure 19 shows the comparison between experimental and numerical ballistic perforation 
results of 50 mm thick targets against steel projectile impact in terms of residual velocities 
corresponding to various impact velocities i.e., 250, 347, and 478 m/s through a histogram 
plot. Similarly, Figure 20 shows the comparison between experimental and numerical ballistic 
perforation results of 40, 50, 60, and 70 mm thick targets against steel projectile impact in 
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terms of residual velocities corresponding to 352, 347, 341, and 348 m/s impact velocities 
respectively through histogram plot.  

 
Table 2. Ballistic Perforation Results of 40, 50, 60, and 70 mm thick UHP-SFRC targets  

Thickness Impact Velocity (m/s) Residual Velocity (m/s) 
Exp Num Error (%) 

50 mm 
250 171 176 2.92 
347 283 280 -1.06 
478 425 416 -2.12 

40 mm 352 305 303 -0.66 
60 mm 341 251 248 -1.20 
70 mm 348 232 232 0.00 
 

 
Fig. 19. Ballistic perforation results of 50 mm targets 

 
Fig. 20. Ballistic perforation results of 40, 50, 60, and 70 mm targets 
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Figure 21 shows damage on the front and the rear surface of 50 mm UHP-SFRC targets 
against steel projectile obtained from the numerical study at 250, 347, and 478 m/s impact 
velocities. The diameter of the front and the rear surface damages are found to be 97 mm and 
173 mm at 250 m/s impact velocity, 95 mm and 141 mm at 347 m/s impact velocity, and 
90 mm and 114 mm at 478 m/s impact velocity. It is observed that the nature of the damage 
gets transformed from global to local as the impact velocity increases from 250 to 478 m/s. 
This is because of the fact that as the impact velocity increases, the duration of loading 
decreases, and thus the whole target does not get sufficient time to respond against it. As a 
result, only the portion which is near in the vicinity of the fast-moving steel projectile 
responds and gets damaged.   
 

 
Fig. 21. Numerical model damage on the front (F) and the rear (R) of 50 mm UHP-SFRC 

targets at 250, 347, and 478 m/s impact velocity 
 

 
Fig. 22. Front damage crater diameter of 50 mm targets 
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Figures 22 and 23 show histogram plot comparison between experimental  
and numerical study's damage on the front and the rear surface of 50 mm thick UHP-SFRC 
targets at various impact velocities respectively. It has been noticed that as the impact velocity 
increases the damage results obtained from numerical study converge to damage results 
obtained from the experimental study. The local damage in the experimental study  
can be attributed to the steel fibres present in the UHP-SFRC targets, as the steel fibres do not 
allow cracks to propagate further thus restricting the damage to the near vicinity of the 
moving steel projectile.  
 

 
Fig. 23. Rear damage crater diameter of 50 mm targets 

 

  
 

Fig. 24. Damage contour of 40, 50, and 
70 mm targets at mid c/s against nearly 

350 m/s impact velocity 

 
Fig. 25. Damage contour of 50 mm targets 
at mid c/s against 478, 347, and 250 m/s 

impact velocity 
 

Figure 24 shows the damage contour variations at the mid-cross-section of the target 
having 40, 50, and 70 mm thickness at nearly 350 m/s impact velocity respectively. Whereas, 
Figure 25 shows the damage contour variations at the mid-cross-section of 50 mm targets at 
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various impact velocities i.e., 478, 347, and 250 m/s respectively. The change in the nature  
of the damage from local to global appears to be the same as the thickness of the target 
increases (keeping impact velocity constant) or the impact velocity decreases (keeping the 
thickness of the target constant). 
 
4. Conclusions 
In the present paper, a detailed investigation of HJC material model implemented in 
ABAQUS software has been carried out. Based on the various tests performed on a single 
element followed by the ballistic tests, the following conclusions are made: 
• The unconfined compression and tensile test results obtained from the numerical study 

overestimate the test results when compared with the experimental study. It indicates that 
strength definition in the lower confinement zone is not properly defined in HJC-Strength 
model. 

• However, tri-axial test results at various confinement pressure obtained from the 
numerical study are found to be in good agreement with the experimental study results.  

• Further, ballistic perforation results of 40, 50, 60, and 70 mm thick UHP-SFRC targets 
obtained from the numerical study in terms of residual velocities and their corresponding 
impact velocities are found to be in good correspondence with the experimental results 
with a maximum error of 2.92%. 

• Although, the nature of the damage on the front and the rear surface has been found to 
transform from local to global damage as the impact velocity decreases or the thickness of 
the target increases. It was so because of two reasons. Firstly, ballistic perforation time 
duration i.e., as the time duration increases, more area of the target able to involve in the 
damage mechanism. Secondly, bi-linear strain softening of HJC-Tensile strength model 
does not incorporate the behavior of strain hardening of UHP-SFRC concrete in tension. 
The strain hardening behavior of UHP-SFRC concrete in tension is due to the presence of 
steel fibres which create hindrance in the cracks propagation. 

 
References 
1. Das N, Nanthagopalan P. State-of-the-art review on ultra high performance concrete-
Ballistic and blast perspective. Cement and Concrete Composites. 2022;127: 104383. 
2. Máca P, Sovják R, Konvalinka P. Mix design of UHPFRC and its response to projectile 
impact. International Journal of Impact Engineering. 2014;63: 158-163. 
3. Dancygier AN, Yankelevsky DZ, Jaegermann C. Response of high performance concrete 
plates to impact of non-deforming projectiles. International Journal of Impact Engineering. 
2007;34(11): 1768-1779. 
4. Wang S, Le HT, Poh LH, Feng H, Zhang MH. Resistance of high-performance fiber-
reinforced cement composites against high-velocity projectile impact. International Journal 
of Impact Engineering. 2016;95: 89-104. 
5. Hanchak SJ, Forrestal MJ, Young ER, Ehrgott JQ. Perforation of concrete slabs with 48 
MPa (7 ksi) and 140 MPa (20 ksi) unconfined compressive strengths. International Journal of 
Impact Engineering. 1992;12(1): 1-7. 
6. O'Neil EF, Neeley BD, Cargile JD. Tensile properties of very‐high‐strength concrete for 
penetration‐resistant structures. Shock and Vibration. 1999;6(5-6): 237-245. 
7. Forrestal MJ, Altman BS, Cargile JD, Hanchak SJ. An empirical equation for penetration 
depth of ogive-nose projectiles into concrete targets. International Journal of Impact 
Engineering. 1994;15(4): 395-405. 
8. Almusallam TH, Siddiqui NA, Iqbal RA, Abbas H. Response of hybrid-fiber reinforced 
concrete slabs to hard projectile impact. International Journal of Impact Engineering. 
2013;58: 17-30. 

86 M. Bisht, M.A. Iqbal, K. Kamran, V. Bratov, N.F. Morozov



9. Murthy A, Palani GS, Iyer NR. Impact Analysis of Concrete Structural Components. 
Defence Science Journal. 2010;60(3): 307-319. 
10. Polanco-Loria M, Hopperstad OS, Børvik T, Berstad T. Numerical predictions of ballistic 
limits for concrete slabs using a modified version of the HJC concrete model. International 
Journal of Impact Engineering. 2008;35(5): 290-303. 
11. Forrestal MJ, Altman BS, Cargile JD, Hanchak SJ. An empirical equation for penetration 
depth of ogive-nose projectiles into concrete targets. International Journal of Impact 
Engineering. 1994;15(4): 395-405. 
12. Li QM, Chen XW. Dimensionless formulae for penetration depth of concrete target 
impacted by a non-deformable projectile. International Journal of Impact Engineering. 
2003;28(1): 93-116. 
13. Shafieifar M, Farzad M, Azizinamini A. Experimental and numerical study on mechanical 
properties of Ultra High Performance Concrete (UHPC). Construction and Building 
Materials. 2017;156: 402-411. 
14. Tai YS. Flat ended projectile penetrating ultra-high strength concrete plate target. 
Theoretical and Applied Fracture Mechanics. 2009;51(2): 117-128. 
15. Kristoffersen M, Toreskås OL, Dey S, Børvik T. Ballistic perforation resistance of thin 
concrete slabs impacted by ogive-nose steel projectiles. International Journal of Impact 
Engineering. 2021;156: 103957. 
16. Peng Y, Wu H, Fang Q, Liu JZ, Gong ZM. Residual velocities of projectiles after 
normally perforating the thin ultra-high performance steel fiber reinforced concrete slabs. 
International Journal of Impact Engineering. 2016;97: 1-9. 
17. Wu H, Fang Q, Chen XW, Gong ZM, Liu JZ. Projectile penetration of ultra-high 
performance cement based composites at 510–1320 m/s. Construction and Building 
Materials. 2015;74: 188-200. 
18. Sovjak R, Vavřiník T, Zatloukal J, Maca P, Mičunek T, Frydrýn M. Resistance of slim 
UHPFRC targets to projectile impact using in-service bullets. International Journal of Impact 
Engineering. 2015;76: 166-177. 
19. Zhang MH, Shim VP, Lu G, Chew CW. Resistance of high-strength concrete to projectile 
impact. International Journal of Impact Engineering. 2005;31(7): 825-841. 
20. Graybeal B. Ultra-high performance concrete. 2011. Available from: 
https://www.fhwa.dot.gov/publications/research/infrastructure/structures/11038/index.cfm 
21. Abdulkareem OM, Fraj AB, Bouasker M, Khelidj A. Mixture design and early age 
investigations of more sustainable UHPC. Construction and Building Materials. 2018;163: 
235-246. 
22. Abbas SM, Nehdi ML, Saleem MA. Ultra-high performance concrete: Mechanical 
performance, durability, sustainability and implementation challenges. International Journal 
of Concrete Structures and Materials. 2016;10(3): 271-295. 
23. Holmquist TJ, Johnson GR, Cook WH. A computational constitutive model for concrete 
subjected to large strains, high strain rates, and high pressures. In: Proceedings of the 14th 
International Symposium on Ballistics. 1993. 
24. Ren GM, Wu H, Fang Q, Kong XZ. Parameters of Holmquist–Johnson–Cook model for 
high-strength concrete-like materials under projectile impact. International Journal of 
Protective Structures. 2017;8(3): 352-367. 
25. Ren GM, Wu H, Fang Q, Liu JZ, Gong ZM. Triaxial compressive behavior of UHPCC 
and applications in the projectile impact analyses. Construction and Building Materials. 
2016;113: 1-4. 
 
 
 

Numerical study of thin UHPC targets response against ballistic impact 87



THE AUTHORS 
 
Bisht M. 
e-mail: bishtm809@gmail.com 
ORCID: 0000-0001-7322-947X 
 
Iqbal M.A. 
e-mail: ashraf.iqbal@ce.iitr.ac.in 
ORCID: 0000-0002-3428-1395 
 
Kamran K. 
e-mail: kmrn890@gmail.com 
ORCID: 0000-0001-6456-3089 
 
Bratov V. 
e-mail: vladimir@bratov.com 
ORCID: 0000-0003-0564-0800 
 
Morozov N.F. 
e-mail: morozov@NM1016.spb.edu 
ORCID: - 

88 M. Bisht, M.A. Iqbal, K. Kamran, V. Bratov, N.F. Morozov



 

 

Microstructural modeling and prediction of effective elastic 

properties in 3D reinforced composite material 
A.N. Anoshkin, P.V. Pisarev, D.A. Ermakov, K.V. Roman  

Perm National Research Polytechnic University, Perm, Russia 

 kvroman@pstu.ru 

 
 

Abstract: We consider a textile composite material reinforced by carbon fibers with 3D 
orthogonal braiding and a polymer matrix. Microstructural studies were carried out to find the 
mean values and variation coefficients for the parameters of the braid unit cell within the 
reinforcement cage. We have constructed an algorithm along with geometric models for cells 
and fragments of the composite structure, providing different descriptions for the parameters 
of the binder yarn. The micromechanics problem was solved by the local approximation 
method; the fields of structural stresses and strains were determined for different models of 
composite fragments. The fields were averaged to compute the composite's effective elastic 
properties compared to the experimental data.  
Keywords: spatially reinforced composite material, microstructure, experimental studies, unit 
cell, mathematical modeling, micromechanics, local approximation method, effective elastic 
properties 
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1. Introduction 
Developing 3D reinforced composites (3DRC) incorporating woven, interlock, or rod 
reinforcements is a promising direction for advancing structures and technologies of 
composite materials [1]. 3D composite materials with a diverse range of physical and 
mechanical properties can be produced by tailoring the braiding pattern or the number and 
type of fibers along the reinforcement directions. In particular, the tear strength in the 
transverse direction and the shear resistance can be considerably improved in comparison 
with layered composite materials. 

Modern braiding technologies allow generating complex 3D reinforcement cages that 
can be further impregnated to manufacture preforms whose shapes closely match the required 
component, reducing the labor intensity and production costs [2]. Spatially reinforced 
composite materials are increasingly in demand in aerospace engineering for heavily loaded 
structures, with an ever-widening range of applications. 

As more versatile tools emerge for configuring the braiding patterns, novel approaches 
are developed for predicting effective mechanical characteristics and selecting the optimal 
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parameters of 3DRC structures for specific components. This paper is dedicated to 
constructing geometric structural models and predicting the effective elastic characteristics of 
the 3D reinforced composite accounting for mechanical tolerances in the braiding pattern of 
the reinforcement cage. 

Specialized software packages are used for constructing geometric models describing 
the 3DRC structure: the best-known examples include TexGen, WiseTex, and Techtext CAD 
[3-14]. TexGen is an open-source software package developed by the research team led by 
Prof. Long at the University of Nottingham in 2006 [3-5]. The software can generate unit 
cells for the braiding pattern, with the geometric parameters input via the menu interface 
(these include the number of warp and weft yarns, width, height, and spacing for each set of 
yarns, etc.). WiseTex is a software package developed by Lomov's research group at KU 
Leuven in 2000 [6–10], capable of not only modeling the geometric structure of cells and 
fragments of textile composites like TexGen but also predicting their effective elastic 
properties. Furthermore, WiseTex incorporates an algorithm coding structural topology, 
providing additional options for computer simulation of geometric models for complex 
braiding patterns in 3DRC. The TechText CAD software package was developed at the 
University of Manchester in 2000-2002. It allows modelling the geometric structure of 
interlock woven fabrics and their deformation during manufacture [11-14]. In addition, 
TechText CAD can compile additional modules for controlling the production of interlock 
preforms with industrial weaving machines based on the simulation results.  

It should be borne in mind that the above software packages simulate 'idealized' woven 
textiles corresponding to a given reinforcement geometry within the materials. They can be 
used to extract qualitative estimates for the effective elastic characteristics of the material 
from the given parameters of the structure. However, the operational parameters of 3D 
reinforcements and composite materials based on them (tensile forces and thicknesses for 
different yarn sets, pressures and flow rates of the impregnating agent, etc.) can fluctuate 
wildly during manufacture. This inevitably produces deviations/variations in the geometric 
parameters of the cage, such as paths of yarns, areas, and shapes of their cross-sections, and 
spacings between the yarns. These fluctuations in the material structure vary in different areas 
of the component because the textile reinforcement is deformed unevenly throughout the 
manufacturing process. The effect of these fluctuations in the parameters of the reinforcement 
cage on the mechanical characteristics of 3DRC has received scarce attention this far. 
Therefore, it remains to be elucidated whether the software packages developed for modeling 
geometric structures are suitable for predicting the effective elastic characteristics of real 
composite materials. We intend to explore this issue in our study. 

Efforts should be made to construct models of the real structure of 3D reinforced 
composites accounting for random or regular deviations in the operational parameters and to 
assess the effect of these deviations on the elastic characteristics of the composite material. 
This paper presents the estimates obtained from the results of tomographic and 
microstructural studies on the parameters of the geometric structure in 3DRC specimens. The 
resulting estimates were used to construct computational geometric models of the unit cell 
and fragments of the 3DRC structure with the help of the TexGen software package and an 
algorithm we developed, aimed at solving the micromechanics problem for 3DRC in 
fragments of the structure based on local approximation [15]. The algorithm was applied to 
numerically solve boundary-value problems and compute the effective elastic properties of 
3D reinforced composite. The predicted effective elastic properties are compared with the 
results of mechanical tests in 3DRC specimens.  

We intend to resolve the challenge of improving the prediction accuracy for the 
effective elastic properties in real 3D reinforced composites accounting for manufacturing 
tolerances in the structure parameters. Moreover, the newly available models can serve for 
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analyzing how the spread in geometric parameters of the composite structure affects its 
mechanical characteristics, predicting nonlinear deformation and strength estimates in 3DRC 
under complex loading. 
 
2. 3D reinforced composite material 
We consider a 3D reinforced textile composite with a repeating orthogonal braiding pattern. 
The preform of the analysed material is a plate with constant thickness, containing 10×10 to 
15×15 repeating unit cells in a plane and one cell in the bulk of the plate. Thus, the spatial 
structure of the weave in the material can be assumed to be repeating in the plane and having 
a finite size in the third direction. The composite material is prepared by pressurized 
impregnation of a textile reinforcement cage with a polymer adhesive in a rigid mold.  

The repeating cell of the tested material contains two rows of warp yarns, three rows of 
weft yarns, and two binder yarns (Fig. 1) [16]. The yarns are complex and contain 
approximately 12,000-15,000 elementary fibers (filaments) [16]. The filaments in the unit cell 
are characterized by their paths and can have different thicknesses, densities and cross-
sectional shapes. Both single and double yarns can be used for cell braiding. Next, we 
consider a particular case of a unit cell where the weft centerline is a double yarn, and the 
remaining yarns are single. The mechanical behavior of the filaments in the 3DRC composite 
is generally described by models of fiber bundles or unidirectional fiber composites; the latter 
is adopted in this study. The model used is described in [17,18].  

 

 
Fig. 1. Reinforcement scheme of repeating unit cell in 3DRC 

 
The racetrack model, first introduced by Kemp [19], was used to describe the unit cell 

of the material considered in the paper (Fig. 2). The warp and weft yarns are taken to be 
straight in this model, while the binder yarn is represented by a line segment passing between 
the warp yarns and connected to two arcs passing around the weft yarns. This description of 
the binder yarn is simpler than the spline approximation used by other models, for example, in 
[20]. Kemp's model assumes that all yarns have constant cross-sections, shaped as rectangles 
with semi-circular corners.  

The structure of the unit cell is described by the following main parameters (Fig. 2): pw1  
and pН1  are the width and height of the cross-section for the single warp yarn (Fig. 2b); pw2  
and pН 2  are the width and height for the double warp yarn (Fig. 2b); wfw  and wfН  are the 
width and height of the cross-section for the single weft yarn (Fig. 2a); wpН  is the height of 
the cross-section for the binder yarn (Fig. 2a); wpR  is the width of the binder yarn (Fig. 2a); 

wfϕ is the crimp angle of the weft centerline path undulating around the binder yarn (Fig. 2b); 

1wT  and pT2  are the distance (thickness of the adhesive layer) between the warp/weft yarns 
and between the double warp yarns (Fig. 2b); pR1  is the distance between the centerlines of 
single warp yarns in the top row. 
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a b 

Fig. 2. Kemp's racetrack model for 3DRC unit cell: cross-section of weft yarns (a) and 
cross-section of warp yarns (b)  

 
The list of parameters used in this paper to describe the unit cell largely corresponds to 

Kemp's model; the difference is that the paths of the weft yarns are not straight in the model 
used but are described instead by segments and arcs of the circles around the binder yarns. 
The problem complexity was increased based on the results of microstructural studies. 

The parameter values of the unit cell were found from the results of tomographic and 
microscopic studies on the composite structure. 
 
3. Tomographic and microscopic studies 
Specimens for microstructural studies of 3DRC were cut from a single plate preform together 
with specimens for subsequent mechanical tests. Four 15×25 mm and 25×25 mm specimens 
without additional surface treatments were prepared for tomographic studies (Fig. 3). Four 
25×25 mm specimen slices with polished surfaces were prepared in accordance with 
GOST 2789 for optical microscopy studies. 

 

 
Fig. 3. 3DRC specimens 

 
Tomographic studies were carried out with a prototype microfocus X-ray computer 

tomograph we constructed at Saint Petersburg Electrotechnical University "LETI" [21–23]. 
The microfocus source was a sealed tube with an anode voltage of 130 kV, an anode current 
of 200 μA, and the size of the focal spot ranging from 20 μm to 100 μm. A PRODIS.Mark flat 
panel detector with a pixel size of 50 μm and an active area of 120x240 mm was used for 
recording the projection data. Combining this equipment in a laboratory tomography allows 
obtaining projection data with a magnification up to ×100. Preliminary studies at the 
laboratory setup were conducted for 25×25 mm specimens of layered and 3D reinforced 
carbon fibers; we detected pores with the dimensions of 10-12 μm and the parameters of the 
unit cells in the interlock filler (thickness and crimp angles of the yarns, adhesive layers 
between the yarns in the cell with the dimensions of about 15 μm). 

The tomographic images were reconstructed from the results of multi-angle X-ray 
imaging of the specimens with the MicroCT Bruker software [24]. Figure 4 shows an 
example of reconstructed 3D images for structure fragments of the given 3DRC specimens. 
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We considered a total of 4 3D tomographic images for 4 specimens and 48 planar sections for 
each specimen. 

 

  
a c 

  
b d 

Fig. 4. Plane sections of reconstructed 3D images for structure fragments of the 3DRC 
specimens: (a) cross-sectional view of warp yarns (along the weft yarns); (b) cross-sectional 

view of weft yarns (along the warp yarns); (c) cross-sectional view of binder yarns at 
crossover point, (d) view along the binder yarns 

 
Figure 2 shows an example of plane sections for reconstructed 3D images for single 

specimens. Analyzing all planar sections of the 3DRC specimens, we found that the paths of 
the warp yarns can be assumed to be straight, and the weft yarns undulating over the binder 
yarns deviate slightly from the straight lines described by the angle φwf (see Fig. 2 and Fig. 6), 
while the path of the binder yarn is S-shaped (Fig. 2d).  

The cross-section of the warp and weft yarns can be described by an ellipse or a 
rectangle with rounded corners (Fig. 4a-1 and Fig. 4b-1). The cross-sectional shapes and areas 
of these yarns only vary insignificantly for all the images considered. We decided to describe 
the section of the warp and weft yarns with a rectangle with rounded corners, which 
corresponds to Kemp's model, serving as a basis for selecting the parameters of the structure 
to be determined. The cross-section of the binder yarn between the warp yarns has a shape 
close to a truncated ellipse with pointed ends (Fig. 4a-2). The cross-sectional area of the 
binder yarn increases in the area of contact with the warp yarns of the top row (Fig. 4c-2) and 
decreases in the area of contact with the warp yarns of the bottom row (Fig. 4c-3). An 
algorithm for modeling the unit cell in 3DRC was developed to account for this phenomenon, 
allowing to set the variation in the area of the binder yarn along its path. 

The results of the tomographic study indicate that Kemp's model with its main 
assumptions (the warp and weft yarns are straight, the binder yarn is approximated with a 
truncated ellipse, cross-section of the yarns is described by a rectangle with rounded corners) 
can be taken as the basis for determining the geometric structure of 3DRC. In this case, the  
S-shape of the path and the variation in the cross-sectional area of the binder yarns should be 
additionally taken into account. The numerical values of the parameters for describing and 
subsequently modeling the given geometric structure of the material were found through 
microsection analysis.  

The computed volumes of geometric objects in tomographic images of the 
microstructure were used to extract an estimate for the total volume fraction of the 
reinforcement cage, amounting to 65.51%, and estimates for the volume fractions of the warp, 
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weft, and binder yarns, amounting to 32.83%, 59.21%, and 7.96%, respectively; all estimates 
were obtained for a cell in 3DRC (Table 1).  

The final stage of tomographic studies consisted of selecting orthogonal planes of the 
specimen slices to subsequently prepare microsections. This allowed obtaining microsections 
with planes of characteristic cross-sections: across the weft yarns, across the warp yarns, and 
across the binder yarn. Several characteristic cross-sections were obtained at different points 
of the yarn paths perpendicular to the plane of the section, allowing us to estimate the 
variation in the parameters of the cell along the path of this yarn.  
 
Table 1. The volume fraction of yarns in the reinforcement cage of the 3DRC tested  

Estimation method Vfo,(%) Vfu,(%) Vfp,(%) Vfk,(%) 
Tomography 32.83 59.21 7.96 65.5 

TexGen model  38.32 48.07 13.61 52.8 
Simplified model of 3DRC cell 

(model 1) 33.86 52.95 13.19 53.9 

Refined model of 3DRC cell 
(model 2) 33.88 58.06 8.06 68.6 

 
Microscopic studies of 3DRC specimen microsections were carried out with a  

Carl Zeiss Axiovert 40 MAT microscope. About 90 micrographs with a magnification up to  
×10-100 were taken in the course of microscopic studies; Figure 5 shows characteristic 
micrographs.  
 

    
a b c d 

Fig. 5. Micrographs of unit cell in 3DRC: along the binder yarns (a); along the weft yarns (b); 
cross-section of a single warp yarn (c); cross-section of a double warp yarn (d) 
 

The parameter values of the 3DRC unit cell were determined from analysis of the 
microsections (Fig. 2): pW1 , pН1 , pW2 , pН 2 , wfW , wfН , wfR , pR1 , 1wT , pT2 , wfϕ . The study 
comprised 5 to 33 measurements of these parameters. The measurement data were statistically 
processed to obtain the mean value, the standard deviation, and the variation coefficient for 
each parameter (see Table 2).  

Figure 6 shows example schemes for determining these parameters in four 
microsections of different orthogonal planes for the same specimen. Figure 6a shows the 
parameters of the cross-sectional areas S1f and Swp for the weft yarn and the stitching yarn (the 
latter was approximated by a truncated ellipse with pointed ends), the crimp angle wfϕ  of the 
weft yarn, the heights H1p, H2p and the widths W1p, W2p for single and double warp yarns. 
Figure 6b shows the height Hwf, the width Wwf, the area Swf and the distance wfR  between the 
centerlines of the weft yarns. Notably, the corner radii of the rectangles describing the cross-
sections of the warp and weft yarns were taken equal to half the height of the respective cross-
sections, and the width was defined as the greatest distance between the centers of the 
rounded corners. Figure 6c shows the distance pR1  between the centers of single warp yarns. 
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Figure 6d shows the thicknesses Tw1 of the adhesive layers between the weft and warp yarns 
and T2p between the double warp yarns.  

 

    
a b c d 

Fig. 6. Images of 3DRC microsections with the given parameters of the braided structure: 
parameters 2-4, 8-12 from Table 2 (a); parameters 1, 5-7 from Table 2 (b); parameter 8 from 

Table 2 (c); parameters 13, 14 from Table 2 (d) 
 

Table 2. Geometric parameters of 3DRC structure 

№ Parameter Minimum 
value 

Maximum 
value 

Mean 
value 

Variation 
coefficient, 

%  

Number of 
measurements 

1 Cross-sectional area of 
weft yarn Swf, mm2 1.32 1.49 1.415 3.236 15 

2 Cross-sectional area of 
warp yarn S1f, mm2 0.95 1.07 1.001 3.113 16 

3 Cross-sectional area of 
binder yarn Swp, mm2 0.32 0.38 0.356 6.256 7 

4 Crimp angle of weft 
yarn φwf, º 

158.59 163.13 160.438 1.026 8 

5 Height of weft yarn 
Hwf, mm 0.62 0.83 0.735 7.436 33 

6 Width of weft yarn Wwf, 
mm 1.98 2.36 2.12 5.011 15 

7 Distance between weft 
yarns Rwf, mm 0.26 0.65 0.543 10.219 16 

8 
Distance between 

centerlines of warp 
yarns R1p, mm 

3.27 3.33 3.3 0.91 5 

9 Height of single warp 
yarn H1p, mm 0.58 0.73 0.651 8.33 7 

10 Width of single warp 
yarn W1p, mm 1.55 2.01 1.825 10.69 5 

11 Height of double warp 
yarn H2p, mm 0.75 0.86 0.791 3.55 19 

12 Width of double warp 
yarn W2p, mm 1.27 1.44 1.345 4.306 12 

13 
Thickness of adhesive 
between warp and weft 

Tw1, μm 
4.5 18.02 10.51 37.3 12 

14 
Thickness of adhesive 
between double warp 

yarns T2p, μm 
12.61 47.75 28.14 48.26 11 
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Analyzing the microsections, we detected numerous compactions of the binder yarns in 
the 3DRC structure considered, as illustrated by Fig. 5a. Therefore, in contrast to the 
assumptions formulated by Kemp [19], we assumed in the simulation that the area and cross-
sectional shape of binder yarn were variable along its path. The areas Swf of the binder yarn 
were determined at seven points along its path; the area here varied in the range from 
0.32 mm2 to 0.38 mm2. 

Considering all of the microsections obtained, we can see that a binding layer (polymer 
matrix) is found between the yarns of the reinforcement in the composite material considered. 
Thus, the subsequent statement of the micromechanics problem does not need to account for 
the contact interaction of reinforcing yarns without a binding layer to compute the structural 
stress and strain fields or predict the effective elastic characteristics of 3DRC. The parameters 
of the binding layer between the weft and warp yarns and between the double warp yarns, Tw1 
and T2p, respectively, are given in Table 2.  

The parameter values of the 3DRC structure considered were used to construct a 
geometric model of the unit cell for subsequent prediction of the effective elastic 
characteristics of the composite. 
 
4. Modeling of the composite material structure 
Computer simulation of the composite's unit cell was carried out using TexGen [3-5] and a 
program written based on the algorithm we developed. Using TexGen with an incomplete set 
of parameters from Table 1 allows us to quickly construct a geometric model of the unit cell. 
The unit cell was modeled using the mean values of height, width, and cross-sectional area of 
the yarns, the distance between the yarn centerlines, and the thickness of the bonding agent 
between the yarns (Table 1). The geometric model of the 3DRC cell constructed in TexGen is 
shown in Fig. 7a.  
 

  
a b 

Fig. 7. Model of unit cell in TexGen (a) with intersecting yarns (b) 
 

The volume fractions of warp, weft, and stitching yarns in the 3DRC cell were 
computed for the model built in TexGen by the formulas from [25] (Table 1). Comparing the 
estimates obtained from the analysis of the tomographic images (Table 1), we found a 
difference of 4.44% for volume fractions of warp yarns, 9.99% for weft yarns, and 5.55% for 
binder yarns. In general, the difference in the volume fractions of the reinforcement cage in 
the cell, obtained from the results of tomographic analysis and constructed in TexGen, 
amounted to about 15.8% (Table 1).  

The reason for this difference lies in yarn intersection errors generated at crossover 
points for the unit cell simulated by TexGen with the given parameters of the composite 
structure (Table 2). Figure 7b shows an example of intersecting weft and warp volumes in the 
model of the unit cell constructed in TexGen. Intersection correction is done in TexGen  
by removing crossovers for yarns of the same class, accordingly changing the volume 
fractions of these yarns in the cell. This circumstance should undoubtedly produce a 
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difference in the elastic characteristics of the composite predicted using the constructed 
geometric model of the cell.  

The steps necessary for simulating 3D braiding in the cell corresponding to the 
experimental data include, aside from correctly describing the yarn interlocking, accounting 
for the variation in their cross-sectional shape along the path. For this purpose, we developed 
a specialized algorithm for modeling yarns in 3DRC unit cells [26]. We used the boundary-
representation method (B-rep) for geometric forms of spatial structures [27-29] so that the 
yarns were described by surfaces and characterized by two functions, their centerline path and 
the cross-sectional area of the yarn along the path.  

The centerline paths were simulated by straight lines for warp yarns, by line segments 
connected by arcs at points of crossover with binder yarns for weft yarns, and by S-shaped 
curves described by a segment with two arcs for binder yarns. The cross-sections of the  
warp and weft yarns were assumed to be constant and described by rectangles with rounded 
corners (the parameters are given in Table 2). The cross-section of the binder yarn was 
generally assumed to be variable and approximated by an ellipse with variable parameters of 
the semi-axes xa, xb.  

We constructed two models of the 3DRC cell with different descriptions of the variation 
in the cross-section of the binder yarn. According to the first, simplified model, the cross-
section was assumed to be constant, described by a rectangle with rounded corners, 0.45 mm 
high, 0.7 mm wide, with a corner radius of 0.1 mm and an area of 0.312 mm2.  

According to the second, refined model, the cross-sectional shape of the binder yarn 
varied along the trajectory, while the area remained constant, equal to Swp = 0.356 mm2, 
corresponding to the mean value measured in the microsections. The cross-section of the 
binder yarn was described by an ellipse with the parameters of the semi-axes xa, xb, whose 
values were given at seven characteristic points of the path (see Fig. 8). Point 1 corresponds to 
the region where the binder yarn contacts the weft yarn from the top row, points 2-6 are 
located in its S-shaped segment of the path with different cross-sectional values, point 7 
corresponds to the region where the binder yarn contacts the weft yarn from the bottom row. 
The value of the semi-axis xa of the elliptical yarn cross-section varied in the range from 
0.31 mm to 0.38 mm, and the values of the semi-axis xb from 0.28 mm to 0.62 mm. Notably, 
varying the cross-sectional shape along the path can lead to some variations in the anisotropy 
parameters for this model of the material, which was established by producing predictions for 
its effective elastic properties.  

 

 
Fig. 8. Scheme for simulating the binder yarn in the 3DRC cell (model 2) with characteristic 

points along its path 
 
A nonlinear approximation was adopted between the points with the given parameter 

values of the elliptical semi-axes characterizing the yarn cross-section, making it possible  
to generate smooth surfaces describing the binder yarns in the simulated cell. The parameter 
values of the warp and weft yarns used to construct the model of the unit cell are  
given in Table 2. 
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The developed algorithm allows describing the configuration of the binder and weft 
yarns in the 3DRC cell with better accuracy, accounting for the manufacturing tolerance of 
the reinforcement cage parameters. The geometric models of the 3DRC cell constructed by 
the developed algorithm and the shape of the binder yarn in the models are shown in Fig. 9. 
Comparing the volume fractions of different yarn sets in the constructed models of the 3DRC 
cell (Table 1) with tomographic estimates, we established that the difference in describing the 
volume fraction for model 1 amounts to 1.04% for warp yarns, to 6.26% for weft yarns, and 
to 5.23% for binder yarns. For model 2, these differences amount to 1.04%, 1.15%, and 0.1%, 
respectively. The overall difference in the volume fraction of the reinforcement cage from the 
tomographic data is of the order of 11.6% and 3.1% for the simplified and refined models, 
respectively. Apparently, the refined model of the 3DRC cell, constructed by the developed 
algorithm, is in agreement with the tomographic model with respect to the volume fractions of 
yarn sets in the reinforcement cage of the material. We should note that a larger number of 
finite elements are required to subsequently construct the numerical model of the refined 
3DRC cell for describing the paths and shapes of the binder and weft yarns, compared to the 
model constructed in TexGen. 
 

  
a b 

Fig. 9. Model 1 (a) and model 2 (b) of 3DRC unit cells, constructed by the algorithm 
developed  

 

  
a b 

Fig. 10. Simplified model 1 (a) and refined model 2 (b) for a fragment of 3DRC 
 

Fragments of the composite material were constructed based on geometric models of 
cells using threefold plane translation, including one cell in the center and those adjacent to it 
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(Fig. 10). A boundary-value problem was formulated below for these fragments to compute 
the stress and strain fields in the matrix and fibers of the composite material, predicting its 
mechanical characteristics by the local approximation method.  
 
5. Statement of the micromechanics problem for a structure fragment and an algorithm 
for predicting the elastic characteristics in composite material 
The method of local approximation was proposed by Sokolkin and Tashkinov in [15] and 
further elaborated in [17,18,30,31]. The method relies on the property of linearity, i.e., rapid 
attenuation of correlation functions corresponding to non-uniform stress and strain fields 
(obtained by solving several mechanical problems for composite materials) at a distance of 
two or three characteristic dimensions [17]. In view of this property, it was proposed to 
simulate the required stress and strain fields in the structural elements of the composite by its 
fragments containing one characteristic cell of the structural element in the center and one or 
two nearby layers of the adjacent cells. As a fragment is deformed, the layers of adjacent cells 
produce fields of structural stresses and strains in the central cell; these fields are close to 
those evolving in a composite material with many cells due to the local nature of the 
interaction between the structural elements. The values of the structural stress and strain fields 
averaged over the central cell of the fragment corresponding to the macroscopic stresses and 
strains of equivalent fields evolving in a homogeneous medium with effective mechanical 
properties. Consequently, solving a number of boundary-value problems for the selected 
composite fragment, the effective elastic properties of the composite material can be 
computed from the values found for the averaged (macroscopic) stresses and strains.  

The local approximation method was used in [17,18,30,31] for predicting the effective 
elastic characteristics and solving problems of nonlinear deformation and structural failure in 
unidirectional fiber composites. Solving these nonlinear problems allows determining the 
parameters in the constitutive equations of nonlinear deformation and the strength criteria of 
fiber composites under arbitrary three-dimensional loading. 

We considered a structural fragment of the composite including nine unit cells 
constructed by the developed algorithm with the mean values of the structure parameters 
given in Table 2. However, the local approximation method also allows solving stochastic 
micromechanical problems in implementations for samples of composite fragments with an 
arbitrary arrangement of elements [17]. We intend to explore this topic in our future studies.  

Let us formulate a boundary-value problem for the 3DRC fragment. Solving it by the 
local approximation method, we can obtain microstress and microstrain fields in the structural 
elements of the composite material (matrix in the fibers) corresponding to the given 
macroscopic stresses or strains. 

The computational scheme of the problem includes the given 3DRC fragment (Fig. 10) 
containing nine unit cells. According to the local approximation method, such forces f



  
or displacements uwere given at the boundary of the fragment that the strains or stresses 
averaged over the central cell of the fragment were equal to the given microscopic stresses  

*
ijσ  or strains *

ijε . 
The system of equations for the boundary-value problem from anisotropic elasticity 

theory for a fragment of inhomogeneous structure includes the equilibrium equations, the 
Cauchy geometric relations, and the constitutive equations. 

( ))(+)(
2
1

=)(;0=)( ,,, rururεrσ ijjiijjij
 ; )()(=)( rεrСrσ ijijklij
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Here )(rσ  and )(rε  are the stress and strain tensors in the structural elements of the 
composite material (matrix and fibers), )1(

ijklC  and )2(
ijklC  are the elastic moduli tensors of fibers 

and matrix, respectively, )()( ri λ  is the indicator function, where i is an index corresponding to 
the structural element (1 corresponds to the fiber, 2 to the matrix). 

System (1) and (2) is closed by boundary conditions and conditions for adjusting them 
by local approximation [17,18,30,31]. Displacements u  or forces f



are given at the fragment 
boundary Γ; they are computed in terms of auxiliary tensors for adjusting the boundary 
conditions ijklA  or ijklB  and the given microscopic stresses *

ijσ  or strains *
ijε : 

( ) ( ) ,ˆ Γ∈= rijij frnr σ  ;=ˆ 0
ijij urε  (3) 

,ˆ *
ijijklA σσ = .ˆ *

ijijklB εε =  (4) 
The boundary conditions (3) and (4) allow obtaining the structural stress and strain 

fields from the solution of the boundary problem in the central cell of the fragment, 
corresponding to the given macroscopic stresses or strains. For this purpose, we should first 
determine the components of the tensors for adjusting the boundary conditions ijklA  or ijklB
from the solution of six test problems on the deformation of the fragment considered. 
However, conditions (4) do not have to be satisfied precisely to predict the effective elastic 
properties of the composite. Here it is sufficient to solve six boundary problems for the 
fragment under arbitrary conditions (3) independent of each other and obtain the stresses *

ijσ  
and strains *

ijε  by averaging with respect to the central cell: 

∫ ,
1

=*

lV
ij

l
ij dVσ

V
σ ∫=

lV
ij

l
ij dV

V
.1* εε  (5) 

We can obtain systems of linear equations by assuming these averaged stresses to be 
macroscopic, arising in an equivalent homogeneous medium, and substituting them for all k  
problems ( k =1,2,…,6) into Hooke's law for an anisotropic medium in matrix form [32] with 
the matrix of effective stiffnesses *

ijC  or compliances *
ijS .  

,= * k
jij

k
i εCσ  .= * k

jij
k
i σSε  (6) 

The corresponding tensor and matrix notations for stresses, strains, and elastic moduli 
for writing Hooke's law are given, for example, in [33]. Performing a rearrangement, we  
can divide systems of equations (6) into six systems of linear equations relative to the 
unknowns *

ijC  or *
ijS . 
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Solving these systems (7) with respect to the unknowns *
ijC , *

ijS , we can determine the 
effective stiffnesses, compliance, and technical elastic constants for an anisotropic 
homogeneous medium equivalent to 3DRC. 

Considering the boundary-value problems ( k =1,2,…,6) mentioned above, it is the most 
convenient to choose the problems on uniaxial strain in the fragment along each of the 
coordinate axes and pure shear in three coordinate planes. The corresponding boundary 
conditions were given by the displacements, and one central point of the fragment was 
additionally fixed to achieve the stability of numerical simulations performed to solve FEM 
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problems. Our computations of effective stiffnesses *
ijC  and compliances *

ijS  from the 
solution of system (7) assumed that the material was orthotropic and the elastic moduli tensor 
satisfied the symmetry conditions. For this reason, the diagonal components *

ijC , *
ijS , 

reflecting the mutual influence of shear strains on each other and on longitudinal stresses, 
were taken equal to zero, while the components of the effective compliance matrix *

ijS  
ji,(  = 1,2,3), located symmetrically relative to the main diagonal, were averaged for 

subsequent computations of elastic constants. 
The given composite model assumed that the yarns impregnated with a polymer 

adhesive consisted of a unidirectionally reinforced transversely isotropic composite material 
whose elastic properties were computed by the Chamis ratios [34]. The elastic properties  
of impregnated carbon filament and polymer matrix used in the computations are  
given in Table 3. 
 
Table 3. Properties of structural elements in 3DRC  

Material xE , 
GPa 

yE , 
GPa 

zE , 
GPa xyν  yzν  xzν  

xyG , 
GPa 

yzG , 
GPa 

xzG , 
GPa 

Impregnated carbon 
filament 200 9.5 9.5 0.014 0.24 0.014 6.93 12.84 6.93 

Polymer matrix 3.7 0.38 1.34 
 

The boundary-value problem formulated in accordance with the local approximation 
method for the composite fragment was solved numerically by the finite element method 
(FEM) using the ANSYS software. Discretization of the fragments was performed using 
SOLID186 solid-state elements. The computational mesh comprised 2.7 million elements and 
5.8 million nodes, selected by estimating the convergence of the numerical solution on the 
predicted values of the elastic moduli (the difference was no more than 1%). 
 
6. Discussion of computational results and comparison with experimental data 
We numerically solved six boundary problems on tension along the coordinate axes and with 
a shift in the coordinate planes of the model fragments constructed for the simplified and 
refined 3DRC structures, obtaining fields of structural stresses and strains in the central cell of 
the fragments. Averaging these fields over the volume of the central cell yielded the 
corresponding values of macrostresses and macrostrains for a homogeneous medium with 
effective properties; next, the above-described algorithm was applied to produce the effective 
compliances and elastic constants for 3DRC. 

Table 4 and Figure 11 show a complete set of effective elastic characteristics, computed 
by two 3DRC models, simplified (model 1) and refined (model 2). For comparison, Table 4 
presents the experimental estimates of the effective elastic moduli xE , yE , xyG  (the OX axis 
is directed along the warp yarns, the OY axis along the weft yarns), obtained by the material's 
manufacturer. Mechanical tests were performed for the same 3DRC specimens that 
participated in microstructural studies. Uniaxial tensile tests were performed by the ASTM 
D3039 standard with a loading rate of 1 mm/min for two sets of strip specimens, the variation 
coefficient for the mean values of Young's modulus amounted to 2.6%. Shear tests were 
performed by the ASTM D5379 standard for a set of five V-notched specimens at a loading 
rate of 2 mm/min, the variation coefficient for the mean values of the shear modulus 
amounted to 12.3%. For convenience, Table 4 additionally shows experimental and model 
values for the volume fractions of reinforcing fibers in 3DRC cells: the total value )( fυ  and 
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the values corresponding to the directions of the OX and OY axes ),( fyfx υυ . Furthermore, 
Table 4 shows the relative differences between 1δ  and 2δ  (%) for the experimental values of 
elastic characteristics and volume fractions of fibers )( ex  and those computed by the first 

)( 1mx  and the second )( 2mx  model.  

100*
)-(

= e

mie
i

x
xx

δ . (8) 

 
Table 4. Computational and experimental effective elastic properties and volume fractions of 
reinforcing fibers in 3DRC  

Characteristics of 3DRC Computation Experiment 1δ , % 2δ , % Model 1 Model 2 
xE , GPa 46.18 49.43 52.38 11.84 5.63 

yE , GPa 61.54 76.29 71.35 13.74 -6.93 

zE , GPa 11.59 8.67    
xyν  0.02 0.02    
yzν  0.26 0.28    
xzν  0.29 0.31    

xyG , GPa 6.87 8.33 7.92 13.24 -5.20 

yzG , GPa 6.20 7.62    
xzG , GPa 6.56 7.43    

fxυ , % 33.86 33.88 32.83 -3.14 -3.20 

fyυ , % 52.95 58.06 59.21 10.57 1.94 

fυ , % 53.90 68.60 65.5 17.71 -4.73 
 

   
a b c 

Fig. 11. Comparison of effective Young's moduli (a), Poisson's ratios (b), and shear moduli 
(c) computed for the first (simplified) and second (refined) 3DRC models 

 
Analyzing the results obtained (see Table 4), we found that the refined geometric model 

of the unit cell, along with the technique for solving boundary-value problems for the 
fragment of the 3DRC structure with subsequent averaging of the obtained stress fields with 
respect to the central cell of the fragment, allows predicting the effective elastic properties of 
3D reinforced composite materials with good accuracy ( δ ≈ 5.2-6.5 %). Using a simplified 
model of the unit cell produces large differences ( δ ≈ 11.8-13.7%) in the computational and 
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experimental data, which is primarily due to the difference in the volume fractions of the weft 
and binder yarns in the simplified model from the experimental values.  

We should note (see Table 4) that the volume fractions of fibers fxυ  close to the 
experimental values ( δ ≈ 3%) were obtained for the weft for both 3DRC models. At the same 
time, the prediction accuracy of effective Young's modulus Ex differs by two times for the two 
models. Therefore, to achieve good prediction accuracy for effective Young's modulus for the 
weft ( δ ≈ 5-6%), not only good agreement with the experimental volume fractions of fibers 
in this direction but also agreement with the total volume fraction of fibers for the cell as a 
whole should be obtained in the geometric model of 3DRC, which is provided by the refined 
model of the cell (model 2).  

Interestingly, the prediction errors of the elastic moduli along the OX and OY axes have 
different signs in the refined model of the composite. The anisotropy parameter of the 
material yx EE / , equal to 0.648 for this model, differs more from the experimental value  

73.0=/ yx EE  than for the simplified model, where 75.0=/ yx EE . The ratio of the volume 
fractions of fibers in these directions )/( fyfx υυ  is closer to the experimental value (0.554) for 
the refined model )583.0=/( fyfx υυ  than for the simplified model )639.0=/( fyfx υυ . The 
likely reason for this is the variation in the cross-sectional shape of the binder yarn along its 
path in the refined model of the 3DRC cell. Moreover, we can see that the greatest error in 
predicting the elastic modulus ( δ ≈ 7%) is observed in the refined model for the weft fibers 

yE  whose volume fraction fyυ  is described with good accuracy ( δ ≈ 2%). 
The difference between the computational and experimental values can also be 

explained by the difference in the values of the elastic characteristics of complex warp and 
weft yarns given by the model from the values detected in the composite, as well as by the 
scatter of the values of the structural parameters in the 3DRC specimen tested. Therefore, we 
intend to further focus on formulating and solving a stochastic mechanical problem using the 
developed structural model and the local approximation method to estimate the mean values, 
variances, and correlation coefficients of the effective elastic characteristics in 3DRC based 
on the scatter found for the structural parameters of the cell (see Table 2). 

 
7. Conclusions 
We have obtained the following key findings: 

- microstructural studies were carried out to determine the mean values and variation 
coefficients for 14 main parameters of the braid unit cell in the given 3D reinforced 
composite. 

- we have constructed an algorithm along with a new model for a braid unit cell of a 
composite with a modified cross-sectional shape of the binder yarn along the path with the 
parameters corresponding to the experimental mean values extracted. 

- the model allows extracting the volume fractions for different yarn sets in the 
composite cell, close to experimental estimates (the difference is about 1%), providing 
accurate predictions for the effective elastic characteristics.  

We have developed a new technique based on the local approximation for predicting the 
effective elastic characteristics of 3D reinforced composite materials. The technique 
incorporates numerical solutions to spatial boundary-value problems for 3D structural 
fragments of the composite with subsequent averaging of the stress and strain fields obtained 
with respect to the central cell of the fragment. We have constructed fragments of the 3DRC 
structure including nine reference unit cells with mean values of the structure's parameters. 
The technique presented was used to numerically solve the boundary-value problems for the 
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constructed structure fragments and compute a full range of effective elastic properties for the 
given 3DRC.  

Comparison with the experimental data showed good accuracy for the proposed new 
model of the braid unit cell (difference of 5.2-6.5% for the predictions of effective Young's 
moduli and the shear modulus in the plane of the warp and weft yarns), while the model 
constructed via the standard TexGen software package yielded predictions with the difference 
of 11.8-13.7%. We can therefore assume that geometric models of 'ideal' 3DRC cells 
constructed via standard software without accounting for manufacturing tolerances of the 
structure parameters cannot provide satisfactory accuracy for the predictions of the effective 
elastic characteristics in the real composite. 

A promising avenue to explore is the further simulation of the stochastic 3DRC 
structure accounting for both mean values extracted and the variation coefficients of the 
structural parameters characterizing the geometry of the braid unit cell. Our follow-up studies 
will formulate and solve a stochastic boundary-value problem for fragments of an arbitrary 
3DRC structure by the local approximation method. It would be interesting to develop and 
implement an algorithm for selecting boundary conditions in boundary-value problems for 
fragments of the 3DRC structure, subsequently obtaining fields of microstructural stresses and 
strains in the central cell of the fragment corresponding to predefined macroscopic quantities. 
This will make it possible to simulate the mechanisms of structural failure (damage 
accumulation) in the cell, describe nonlinear deformation and assess macroscopic strength 
under various loading conditions of the composite material. 
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Abstract. In this article, we report on fabricating thin solid films of gallium oxide by the 
spray-pyrolysis method. This method allows obtaining uniform thin films more easily 
compared with other sol-gel methods like spin-coating or dip-coating. In the experiment, sol 
concentrations were experimentally selected for further deposition on substrates. Morphology 
and chemical composition of the deposited films were studied by Scanning Electron 
Microscopy and Energy-Dispersive X-ray spectroscopy, respectively. The structural 
properties of the films were analyzed by X-ray diffraction method. The band gap of the 
Ga2O3 films was estimated by analyzing the optical transmission spectra and was 4.87 eV. 
The quality and homogeneity of the obtained coatings are evaluated. 
Keywords: Keywords: sol-gel, spray-pyrolysis, thin film, gallium oxide, ultrawide bandgap 
semiconductor 
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1. Introduction 
As a typical representative of the third-generation semiconductor materials, β-Ga2O3 has 
attracted much attention because of its wide band gap (~4.8 eV), high breakdown electric 
field (> 8 MV/cm), and relatively high electron mobility (~150 cm2/Vs) [1-4]. This material 
has not only excellent optoelectronic properties but also good thermal and chemical stability. 
Therefore, β-Ga2O3 becomes a candidate material for high-frequency high-power devices, 
photodetectors, solar cells, and sensors [2,5,6]. For example, it is reported that there is a 
MOSFET based on Ga2O3 with a breakdown voltage above 1000V [7]. The value of β-Ga2O3 
bandgap corresponds to the solar-blind ultraviolet region, which makes up for the 
shortcomings of GaN and ZnO due to the performance degradation caused by doping, which 
is one of the current international research hotspots [8].  
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High-quality β-Ga2O3 films play a significant role in the development of optoelectronic 
semiconductor devices, and the quality of thin films appreciably depends on the preparation 
method and process parameters. There are several methods of preparing Ga2O3 films: Radio 
Frequency Magnetron Sputtering (RFMS) [9,10], Metal Organic Chemical Vapor Deposition 
(MOCVD) [4,11], Molecular-beam epitaxy (MBE) [12,13], Pulsed Laser Deposition (PLD) 
[14], halide vapor phase epitaxy (HVPE) [15] and sol-gel processing [16-18]. Compared with 
other methods, the sol-gel method is widely used in the preparation of oxide films and 
perovskite materials [18-20] because of its simple equipment, easy operation, no vacuum 
environment, and relatively low price [21,22]. There are three commonly used approaches to 
sol-gel methods: dip-coating [23], spin-coating [16] and spray-coating (spray-pyrolysis) 
[24,25]. The solution is usually applied to prepare single-crystal epitaxial films without high 
temperatures [23,26]. But this method is only suitable for soluble materials or soluble 
precursors which can be crystallized at low temperatures. Several studies have shown that the 
spray-pyrolysis method with a post-annealing process provides a formation of the Ga2O3 
crystal films of good quality [27,28]. This method was used in our work to obtain gallium 
oxide thin films. It is easier to obtain uniform gallium oxide thin films by the spray-pyrolysis 
method compared with the spin-coating one. 

 
2. Experimental setup and methodology  
In this work, Ga2O3 films were prepared on silica glass (SiO2) substrates by the spray-
pyrolysis method. To obtain a solution for preparing gallium oxide film, the gallium nitrate 
[Ga(NO3)3*8H2O] (99,9%) was dissolved in ethylene glycol [C2H6O2] (99.5%) with addiction 
of monoethanolamine [C2H7NO] (99.5%) as a stabilizer. The solution was mixed at 60°C for 
60 minutes. The concentration of gallium nitride varied from 0.125 to 0.5 mol/l. The molarity 
of gallium nitrate and ethylene glycol was 0.25 mol/l while the molar ratio of gallium nitrate 
and monoethanolamine was 3:1. Silica glass substrates were ultrasonically cleaned with 
isopropyl alcohol for 10 minutes. 

The experimental setup for the preparation of Ga2O3 thin films by spray-pyrolysis is 
schematically shown in Fig. 1. 

 

Fig.1. Schematics for spray-pyrolysis gallium oxide application unit 
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The solution was sprayed onto a substrate with the help of a high-pressure plunger 
pump and a spray nozzle with an outlet nozzle diameter of 0.1 mm. The substrate was located 
on a heated table connected to a temperature controller. The distance between the nozzle and 
the substrate was about 30 cm. Separate parts of the spraying system were connected by 
silicone pipes. The procedure of spraying is schematically shown in Fig. 2. 

 

Fig. 2. Schematic representation of the spraying method with pre-annealing at 500°C 
 

Every layer was deposited on the substrate at 120°C for 2 seconds. Then it was dried at 
120°C for 120 seconds to get rid of water and carbon dioxide excesses. At this temperature 
there is a decomposition of gallium nitrate, which can be described by this reaction [29]:  
𝐺𝐺𝐺𝐺(𝑁𝑁𝑂𝑂)3 → 𝐺𝐺𝐺𝐺𝑂𝑂(𝑂𝑂𝑂𝑂) + 𝐺𝐺𝐺𝐺(𝑂𝑂𝑂𝑂)3 + 𝑁𝑁2𝑂𝑂5. 

The next step after drying was pre-annealing at 500°C for 5 minutes for each layer, to 
finally get rid of organic impurities. The process here can be described by the following 
reaction [29]: 
𝐺𝐺𝐺𝐺𝑂𝑂(𝑂𝑂𝑂𝑂) + 𝐺𝐺𝐺𝐺(𝑂𝑂𝑂𝑂)3 → 𝐺𝐺𝐺𝐺2𝑂𝑂3 + 𝑂𝑂2𝑂𝑂. 

After pre-annealing, the next layer was formed following the same procedure. This 
method, using pre-annealing at 500°C, was described by Zhu et. al. [17] as the optimal one, 
allowing to improve the quality of growing gallium oxide films. In our work, the process was 
repeated until 30 layers were deposited. The last step was the annealing of the sample at 
900°C for 30 minutes for obtaining the beta phase of Ga2O3. The deposition and annealing 
processes were carried out in the air. 

The morphology of gallium oxide films was characterized by AFM technique, using a 
Dimension 3100 microscope in dynamic contact mode. SEM images and EDX data of gallium 
oxide films were obtained by a TESCAN Mira 3 microscope with an Ultima MAX silicon 
drift detector. The XRD images were obtained using a Rigaku Ultima IV X-ray diffractometer 
(Japan). The radiation of a copper anode with λ (CuKα) = 1.5418 Å was used. The radius of 
the goniometer was 285 mm. The X-ray was taken in the range of angles 2θ from 15° to 70° 
in the geometry of the Bragg-Brentano survey. The measurements were carried out using a 
CuKß filter. In the experiment, the voltage on the tube was 40 kV, and the current was 
40 mA, the output power was 1.6 kW. The diffraction database International Center for 
Diffraction Data (ICDD) PDF-2 (2008) was used to interpret diffraction reflexes. The optical 
properties were studied in the range of 200-1000 nm by an optical spectrometer (AvasSpec-
ThinFilm). 

 
3. Results and discussion 
The main goal of this work was to develop a method of forming a solid film of uniform 
thickness with a minimum number of defects (cracks, inclusions).  

A series of experiments was carried out to figure out the optimal concentration of 
gallium nitrate, which ensures the formation of a solid film. On the one hand, higher 
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concentrations of metal ions led to larger numbers of nuclei during crystallization, resulting in 
smaller average grain sizes. On the other hand, spontaneous island crystallization and the 
formation of a highly inhomogeneous film are observed at too high concentrations of metal 
salts. An example of multiple island formations is clearly seen in Fig. 3. In this series of 
experiments, the concentration of gallium nitride varied from 0.125 to 0.5 mol/l. As a result, it 
was found that the optimal concentration was 0.25 mol/l.  

The results of the studies presented below refer to the samples grown by spray pyrolysis 
with pre-annealing at 500°C and at the optimal concentration of gallium nitrate. 

 

 
Fig. 3. Top-view SEM images gallium oxide film under varying magnification sample with 

0.5 mol/l of gallium nitrate: а) scale 1 mm, b) scale 50μm 
 

 
Fig. 4. Top view SEM images of the films with (0.25 mol/l) concentration of gallium nitrate: 

a) before heat treatment at 900°C, b) after heat treatment at 900°C 
 

Figure 4 shows the surface morphology of the gallium oxide film before and after heat 
treatment at 900°C. As can be seen from the figure there are cracks on the film, which may be 
due to the different thermal expansion coefficients of the film (for Ga2O3 – 1.8×10−6 K−1 for 

а b 

а b 
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the 𝐺𝐺 axis and 4.2×10−6 K−1 for the 𝑏𝑏 and 𝑐𝑐 axes) [30] and the substrate (for fused silica is 
0.4×10−6 K−1) [31].  

Figure 5 shows the AFM surface images of the same film. As can be seen from the 
surface scanning data, this Ga2O3 film has average roughness Ra=0,954 nm and square 
roughness Rq=1.21nm for a space of 10 μm × 10 μm. 

 

 
Fig. 5. AFM images (10 μm × 10 μm) of β-Ga2O3 thin films annealed at 900°C 

(Ra=0.954nm, Rq=1.21nm) 
 
Figure 6 shows a cross-sectional SEM image of the substrate with a gallium oxide film 

deposited on it after a 900°C heat treatment. The film thickness at the middle area was about 1 
µm. A study across the entire width of the sample showed that the film thickness decreased 
near the edges to 0.75 μm. This is most likely due to the conic shape of the spraying. 

 

 
Fig. 6. The side view SEM image of the film: sample with optimal (0.25 mol/l) concentration 

of gallium citrate, the thickness of 1 μm 
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The chemical composition of obtained films was determined by the EDX (Energy 
Dispersive X-Ray Spectroscopy) method at several points and by EDX mapping over the film 
area. The results are shown in Fig. 7 and Fig. 8, respectively. The films have the correct 
stoichiometric composition Ga/O = 40/60 distributed evenly over the entire area. The 
difference in composition values is less than 1.5% while the nominal accuracy of the method 
is about 0.5%. 

 

 
Fig. 7. Results of film composition measurements by the EDX method. Left part of the figure: 
a top view SEM image of measurement area. Three points of measurements are marked. Right 

part of the figure: EDX spectra 
 

X-ray diffraction (XRD) spectrum is shown in Fig. 9. In terms of position and integral 
intensity, the X-ray diffraction peaks of obtained thin films of Ga2O3 by spray-pyrolysis 
method, after annealing at 900°C, correspond to β-Ga2O3 ICDD data (PDF 00-041-1103). The 
size of crystallites reached 10 nm. The size of the crystallites was found by the 
Scherrer equation: 
𝑙𝑙 = 𝐾𝐾 ∗ 𝜆𝜆 (𝛽𝛽 ∗ Cos 𝜃𝜃)⁄ ,                                   (1) 
where 𝜆𝜆 is the X-ray wavelength in nanometer (nm), 𝛽𝛽 is the peak width at half maximum 
height (rad), and 𝐾𝐾 is a constant related to crystallite shape (0.94).  
 

112 D.I. Panov, X. Zhang, V.A. Spiridonov, L.V. Azina, R.K. Nuryev et al.



 
Fig. 8. Results of film composition study by the EDX mapping method: view SEM image of 

measurements area. The distribution of Ga, Si, and O elements on the resulting sample is 
shown in different colors 

 

Fig. 9. X-ray diffraction (XRD) pattern of obtained thin films of Ga2O3 by spray-pyrolysis 
method, after annealing at 900°C, indexed in comparison to PDF 00-041-1103 

 
The calculated lattice constants for a thin film of gallium oxide after heat treatment 

900°C were a = 12.1966(Å), b = 3.0313(Å) c = 5.7934(Å) (α = 90.0°, β = 103.82°, γ = 90.0°), 
which corresponds to β-Ga2O3 [32]. 

Transmission spectra of samples and bandgap estimation are shown in Fig. 10. The 
samples have transmission in the near-ultraviolet (N-UV), visible, and near-infrared (NIR) 
regions of the spectrum (300-1000 nm), and have an absorption band in the range of  
200-250 nm. Also, it should be noted that after heat treatment of samples at 900°C, the 
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samples have a more intensive absorption in the range of 200-250 nm and more intensive 
transmission in the range of 300-1000 nm. This can be explained by the transition of the film 
to a crystalline state and the formation of beta phase of gallium oxide. Based on the optical 
absorption data, the bandgap value was estimated for the β-Ga2O3 film after heat treatment at 
900°C by analyzing transmission spectra [32,33]. The estimation gives a value of about 
4.87 eV for the band gap which corresponds with the value of β-Ga2O3 bandgap in previous 
works. [8,33,34]. 

 

 
Fig.10. (a) Optical transmission spectra for annealed and non-annealed samples and substrate 

and (b) bandgap estimation for annealed at 900°C Ga2O3 film 
 

4. Conclusions 
A modification of the spray-pyrolysis method for the formation of gallium oxide solid films 
was proposed. The optimal value of the concentration of gallium nitrate was found to be 0.25, 
which ensures the formation of a solid film. At the optimal concentration of gallium nitrate, 
the preliminary annealing at 500°C was added to the method after deposition and drying of 
each layer. It was found that the proposed method ensures the formation of thin (up to 1 μm) 
solid films of gallium oxide on silica glass substrates. Analysis of the chemical composition 
by the EDS method showed the correct stoichiometric composition (Ga:O = 2:3) over the 
entire area of the film. It was proved by X-ray diffraction that the entire film consists of the 
beta phase of gallium oxide. An analysis of the transmission spectra made it possible to 
estimate the band gap of the material, which was 4.87 eV.  
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Abstract. The features of the plastic deformation at the atomic level and the formation of a 
dislocation structure in nanotwinned Hadfield steel under severe shear deformation along the 
direction perpendicular to parallel coherent twins were studied by the method of molecular 
dynamics. Similar studies for comparison were carried out for austenite. Dislocations in steel 
propagated and developed more weakly than in austenite, stacking faults between partial 
dislocations were shorter, and the number of dislocations was smaller, which was a 
consequence of the interaction of dislocations with impurity carbon atoms in steel. The main 
plastic shifts inside the computational cells containing parallel twins occurred predominantly 
along twin boundaries in the form of twinning dislocations. Dislocations from another slip 
system, not parallel to the twin boundaries, practically did not form. As a result of the passage 
of twinning dislocations, the twins moved during deformation. 
Keywords: molecular dynamics, deformation, nanotwinned metal, Hadfield steel 
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1. Introduction  
Hadfield steel, due to its excellent work hardening capacity [1,2], is of great practical 
importance and has a long history of research into its unique properties. At the same time, to 
date, there are very few works devoted to modelling its atomic structure and the processes 
occurring in it under deformation conditions at the atomic level, which is due, in particular, to 
the complexity of modelling such multicomponent systems. Currently, there are a number of 
questions related to the mechanisms of plastic deformation at the atomic level in steels and 
which can be solved mainly by computer simulation methods. Such issues include,  
for example, the features of the formation and propagation of dislocations depending  
on various factors, the mechanisms of interaction with each other, grain boundaries, twins, 
and other defects. 

In recent years, it has been found that the introduction of a high density of coherent twin 
boundaries to grain domains can significantly improve the strength of materials [3,4]. Such 
phenomenon has been discovered in various materials such as copper, gold, high-entropy 
alloys, and steels [3-9]. For example, in [5] authors showed that the copper with nanometre-
scale twins (in terms of both twin thickness and spacing) exhibits a tensile strength ten times 
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higher than that of the conventional coarse-grained copper. This excellent strengthening effect 
of nanotwins is attributed to their role as effective dislocation barriers, which reduce the 
dislocation mean free path and thereby promote dislocation multiplication, similar to the 
effect of grain boundaries [10]. In works [11-14], performed using computer simulation, it is 
shown that a coherent twin is a serious obstacle for a moving edge dislocation. Significant 
energy and stress are required to overcome a twin by an edge dislocation. 

This work is devoted to studying, using molecular dynamics simulation, the features of 
plastic deformation at the atomic level and the formation of a dislocation structure in 
nanotwinned Hadfield steel under severe shear deformation along a direction perpendicular to 
parallel coherent twins. To determine and isolate the role of twins and impurity atoms in steel 
in the deformation process, studies were carried out in parallel on the example of four 
samples: Hadfield steel and fcc Fe without twins and containing parallel coherent twins.  
 
2. Description of the model 
Hadfield steel, as is known, is a multi-component system and, in addition to classical iron, 
manganese, and carbon, may contain some other alloying elements [1,2]. In this study, we 
limited to a system that included three elements: γ-Fe as a matrix, Mn, and C. To describe the 
Fe-Fe interactions in the austenite matrix, it was used Lau EAM potential [15], which 
reproduces well the structural, energy, and elastic characteristics of austenite [15,16]. For all 
other five interatomic interactions in the γ-Fe-Mn-C system, we used the Morse potentials 
found by us earlier in [17] based on experimental data on the dissolution energy and 
migration energy of the corresponding impurity atoms in the fcc iron crystal, the atomic 
radius, their electronegativity, mutual binding energy, and other characteristics. 

The standard ratio of components was used: Mn – 13 wt.% and C – 1.2 wt.% 
(12.63 at.% and 5.33 at.%, respectively) [1,2]. Mn atoms were introduced into fcc iron lattice 
randomly by replacing Fe atoms. The binding energy of Mn and C atoms in austenite lattice is 
very high – 0.35 eV, according to [18], which is approximately the same as, for example, the 
binding energy of carbon atoms with vacancies (0.37–0.41 eV [19]). That is, Mn atoms are a 
kind of effective "traps" for impurity carbon atoms, not allowing them, in particular, to form 
clusters on dislocations and grain boundaries. In this connection, carbon atoms were 
introduced into the octahedral voids closest to Mn atoms. The number of carbon atoms has 
corresponded to a given concentration. The choice of Mn atoms near which C atoms were 
introduced, as well as the selection of one of the neighboring octahedral voids, 
were made randomly. 

In pure fcc iron, which was considered in this work for comparison with Hadfield steel, 
the type of the crystal lattice remained constant over the entire temperature range; the 
polymorphic transformation was not taken into account in this work. As mentioned above, 
pure austenite was considered to determine the contribution of Mn and C impurities in the 
processes under study. 

In this work, we considered the computational cells of fcc Fe and Hadfield steels, which 
initially did not contain defects (except for impurity atoms) (Fig. 1a) and contained four 
parallel coherent twins Σ3(1�1�1)[1�10] (Fig. 1b). A total of four cells were considered. The 
computational cell of fcc Fe contained approximately 123 thousand atoms, while that of 
Hadfield steel contained 130 thousand atoms. It was 27.2 nm long, 20.3 nm high, and 2.5 nm 
thick. Thus, the distance between parallel twins was 6.8 nm, which does not contradict the 
data on the distance between twins in real materials [20]. Along the X and Y axes (Fig. 1), an 
infinite repetition of the structure was simulated, that is periodic boundary conditions were 
imposed. The shear in the model was initiated by the displacement of atoms in the upper and 
lower regions highlighted by light grey in Fig. 1 in opposite directions along and against the 
y-axis (the [111] direction). The areas in the upper and lower parts of the cell in the course of 
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the computer experiment moved as a whole. In our previous work [17], we selected the 
optimal shear rate for the molecular dynamics method in this case ‒ 10 m/s. 

The time integration step in the molecular dynamics method was 2 fs [21-23]. The 
simulation of the deformation was carried out at a temperature of 300 K. The temperature in 
the model was set through the initial velocities of the atoms according to the Maxwell-
Boltzmann distribution. When setting the temperature, it was obligatory to take into account 
the thermal expansion of the crystal lattice. To do this, for the interatomic interaction 
potentials used in the work, the average thermal expansion coefficients were previously found 
in the molecular dynamics model: 18∙10-6 К-1 for γ-Fe and 16∙10-6 К-1 for Hadfield steel. To 
keep the temperature constant during the simulation, a Nose-Hoover thermostat was used. 

 

      
                                    a)                                                                             b) 

Fig. 1. Computational cells for modelling the shear along the [111] direction (y-axis):  
a) without twins; b) containing four parallel twin boundaries (TB) 

 
3. Results and discussion 
To determine the mechanism of plastic deformation and the role of twins and impurity atoms 
in it, in this work, we studied the transformation of the structure during plastic shear in 15% 
and 30% of the considered computational cells. As is known, in crystals with an fcc lattice, 
the slip system {111}<110> is predominant [24,25]. During plastic shear along the <111> 
direction (y-axis), two slip systems are involved. The joint work of dislocations of two 
different slip systems is clearly seen, for example, in Fig. 2a, which shows the fcc Fe structure 
obtained after a 15% shear. In the figure, the computational cell is oriented in such a way that 
plastic shifts are better seen. Thin dark bands are mainly stacking faults separating partial 
dislocations. Relatively thick dark bands are the result of twinning. In Figure 2b, which shows 
the structure after a shear of 30%, this process is more pronounced. With such a large 
deformation, more complex defects are already formed: grain boundaries and parallel twins. 
There are fewer simple dislocations. In Figure 2b, near one of the cell borders (in this case, 
the upper one), along which the shear was performed, a low-angle grain boundary (GB in the 
figure) was formed, and the plastic shift proceeded mainly due to grain boundary sliding 
(GBS). Twins actively worked: the twin bands changed their width during deformation, which 
indicates the frequent passage of twinning dislocations along the twin boundary (TB) (in 
Fig. 2b one can clearly see such a twinning dislocation in the form of a step on TB in the 
centre of the computational cell). It is noteworthy that these twins ended at the grain boundary 
in the upper part of the cell. 

The difference between pure austenite and steel, as can be seen in Fig. 3, is quite large 
and visible visually. Dislocations in steel propagated and developed much more weakly than 
in pure fcc iron, stacking faults between partial dislocations are noticeably shorter and their 
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number is smaller. Obviously, in this case, the work of impurity carbon atoms takes place, 
which, as is known, have positive binding energy both with dislocations and stacking faults 
[26-28], thereby slowing down the movement of dislocations. 

In the case of steel, in contrast to pure austenite, the process of formation of parallel 
twins was not observed in the model. On the other hand, GBS manifested itself more clearly; 
it was the main mechanism of plastic deformation at a shear of 30% (Fig. 3b). 

 

  
                                     а)                                                                       b) 

Fig. 2. Structure of fcc Fe after a shear along the y-axis [111] by 15% (a) and 30% (b).  
GB – grain boundary, TB – twin boundary 

 

 
                                     а)                                                                       b) 
Fig. 3. Structure of Hadfield steel after a shear along the y-axis [111] by 15% (a) and 30% (b) 

 
Figure 4 shows the structures of the computational cell of fcc iron, initially containing 

four parallel twin boundaries at equal distances, deformed by shear along the [111] direction 
by 15% (Fig. 4a) and 30% (Fig. 4b). When considering the picture obtained with deformation 
of 15%, the first thing that attracts attention is the almost complete absence of dislocations 
from the slip system that is not parallel to the twin boundaries. And at the same time, there is 
a change in the distance between the twins. The displacement or migration of a twin boundary 
occurs, as is known, as a result of the passage of a twinning dislocation along the twin 
boundary [24,25]. The change in the distances between twins is the result of the passage of 
twinning dislocations. They could not go beyond the limits of the computational cell due to 
the rigid boundary conditions, as a result of which local deformations of the structure were 
formed in the computational cell near the upper and lower boundaries of the cell. In general, 
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there are noticeably fewer individual dislocations than in a pure crystal (Fig. 2a), because 
many of them in this case formed in the form of twinning dislocations, which are visible in 
the images as steps on twin boundaries. After passing along the twin boundary, they 
accumulated near the upper and lower boundaries of the computational cell. Intersections of 
twins by dislocations and shear through twins were not observed; as mentioned earlier, they 
represent a significant barrier to dislocations. 

At a deformation of 30%, the mechanisms described above were supplemented by the 
formation of a low-angle grain boundary along the upper and lower boundaries of the 
computational cell and the occurrence of deformation also due to grain boundary sliding 
(Fig. 4b). It should be noted that the distance between the twins has changed even more, 
which indicates that the work of twinning dislocations continues. 

 

   
                                    а)                                                                       b) 
Fig. 4. Structure of fcc Fe, which initially contained twins, after a shear along the y-axis [111] 

by 15% (a) and 30% (b) 
 

   
                                           а)                                                                                     б) 
Рис. 5. Structure of Hadfield steel, which initially contained twins, after a shear along the  

y-axis [111] by 15% (a) and 30% (b) 
 

When performing a similar simulation of deformation in steel, all the mechanisms 
identified above for fcc iron also took place in Hadfield steel, with the difference that there 
were again much fewer individual dislocations than in iron. The main plastic shifts inside the 
computational cells occurred along the twin boundaries in the form of twinning dislocations – 
Fig. 5 shows how the distances between the twins changed as the deformation increased. 
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Crystalline grains between twins, except for the structure near the upper and lower borders of 
the cell, remained virtually defect-free. 
 
4. Conclusion 
The features of the plastic deformation at the atomic level and the formation of a dislocation 
structure in nanotwinned Hadfield steel under severe shear deformation along the direction 
perpendicular to parallel coherent twins were studied by the method of molecular dynamics. 
Similar studies for comparison were carried out for steel and fcc iron, not containing twins.  

In pure fcc iron, which initially does not contain twins, plastic deformation in  
the considered type of deformation was carried out mainly due to the formation of 
dislocations in two slip systems. With an increase in deformation up to 30%, more complex 
defects (twins and grain boundaries) were formed; plastic deformation was carried out by 
twinning and grain boundary sliding. 

Dislocations in steel propagated and developed much more weakly than in pure fcc iron, 
and stacking faults between partial dislocations were shorter. At a high strain of 30% in steel, 
in contrast to austenite, the process of formation of parallel twins was not observed in the 
model. On the other hand, grain boundary sliding manifested itself more clearly; it was the 
main mechanism of plastic deformation at a shear of 30%. 

In the initial presence of twins, both in fcc iron and in steel, the main plastic shears 
inside the computational cells occurred predominantly along the twin boundaries in the form 
of twinning dislocations. Dislocations from another slip system, not parallel to the twin 
boundaries, practically did not form. As a result of the passage of twinning dislocations, the 
twins moved during deformation. 
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Abstract. Natural fiber-reinforced composites are highly demanded as it reduces the 
dependency on petroleum-based materials. The present work is focused on investigating the 
performance of PALF/Epoxy composite laminates under low-velocity impact through finite 
element analysis. The study presented to understand energy absorption, force-time response, 
force-displacement response, and damage characteristics of PALF/Epoxy composites. The 
composites with varying PALF fiber content (30, 40, and 50 % volume fraction) are modeled 
and simulated using LS-Dyna. Drop weight impact simulations of these composites are 
performed at different energy levels (3, 5, 10, 15, 20 J). The Impact simulations showed that 
the peak force of impact and displacement increases as the impact energy level increases. For 
20 J of impact energy, a rise in fiber content from 30 to 40% and 40 to 50% volume fraction 
improved the energy absorption by 30.7 and 10.1 % respectively. PALF/Epoxy (30 % volume 
fraction) composites exhibited the peak force of 0.7678, 0.8666, and 0.9113 kN with a 
maximum displacement of 6.09, 14.74, 38.42 mm at 3, 10, and 20 J impact energy levels 
respectively. The impact study results designate that energy absorption of the specified 
composites is enhanced with increased loading of PALF content. H and Cross kind-shaped 
damage were witnessed for the first layer of PALF/Epoxy composites laminates. 
Keywords: pineapple leaf fiber (PALF), epoxy, low-velocity impact, LS-Dyna, finite element 
analysis (FEA) 
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1. Introduction 
Natural fibres are widely used as reinforcement in composites. Manufacturers are interested in 
them because of attributes such as ease of processing, good specific stiffness, non-
abrasiveness, biodegradability, and low cost. Synthetic fibres such as glass, carbon, and 
kevlar are made from petrochemicals-based synthetic materials. Those synthetic fibers are not 
environment-friendly and harmful to operating human beings. So the petroleum crisis and 
environmental sustainability make significant importance to natural fiber composite in the 
automotive, paper, and packaging industry. It has a very wide range of properties to become 
engineering application materials [1]. Low-velocity impact on the materials is of high concern 
as they are not visible and can be left undetected [2] With the rise in the practical applications 
of composite materials considering their lightweight, strength, and stiffness focus is on their 
properties. As natural fiber-reinforced polymer composites are susceptible to biodegradation 
at high humidity and temperature, variation in mechanical properties, dimensional instability, 
and poor impact performance is observed compared to synthetic fibers [3]. Thus Hybrid 
composites are also highly preferred because of the damage tolerance capability [4]. 

Mathivanan et al. [2] tested E-glass epoxy composite for low-velocity impact, it is 
studied that the perforation of the energy absorbed by the material is responsible for the 
damage. The force-displacement curve shows the absorbed energy with the change in impact 
velocity.  The first threshold is when the material is damaged and the second is when the 
lamina fails. It has been observed that as the cross-ply fibers have better fiber interlock 
making them compact the impact energy absorbed is high compared to UD composites [3]. 
Hybridization has mostly increased energy absorption. Ahmed et al. [4] have studied the low-
velocity impact behavior of hybridized fiber with jute. The load–energy-time plot study 
indicated pure jute composite has better absorption of impact energy compared to the hybrid 
and the post-impact tests showed that delamination is the major cause of the damage in 
hybrid. Mahesh et al. [5] numerically investigated the effect of thickness and impactor shape 
(Hemi, Flat and conical) on the LVI behavior of jute fiber reinforced epoxy bio-composite. 
The laminate impacted with a conical-shaped impactor absorbs the most energy, but with a 
flat-shaped impactor, it suffers more severe damage. To investigate the LVI response of 
Sisal/Epoxy composites, a finite element (FE) technique was used by Mahesh and Nilabh [6]. 
They discovered that when the impact velocity and laminate thickness rise, so does the energy 
absorption. Mahesh et al. [7] studied the effect of the stacking sequence of Jute(J)/Rubber(R) 
composites on LVI behavior at different energy levels using a conical shape impactor. Results 
depicted JRJ and JRJRJ provide better energy absorption and damage resistance respectively 
compared to other sequences. Failure pattern is also different in these flexible composites 
compared to stiff composites.  

Militello et al. [8] conducted low‐velocity impact tests on various Sisal/green epoxy 
composites by varying fiber volume fraction and lay‐up. The result shows that angle‐ply 
laminates exhibit superior impact performance. Sheikh Md Fadzullah et al. [9] developed 
pineapple leaf fiber reinforced polylactic acid bio-composites and tested them for drop weight 
impact test. Severe damage was observed for 3251D PLA-based bio-composites compared to 
6100D PLA-based. The impact behavior of jute/methacrylate soybean oil (MSO) composites 
was studied using different thicknesses, fibre orientations, and weave patterns by Dhakal et al. 
[10]. Due to its larger areal weight and higher yarn per 10 cm compared to other specimens, 
the woven W2 sample exhibits the greatest impact resistance among the bio-composites 
investigated. Mahesh, Harausampath et al. [11] studied the effect of the content of nano-silica 
on the ballistic impact behavior of jute reinforced polyethylene glycol (PEG) composites. The 
ballistic results indicate that energy absorption of the proposed composites is enhanced with 
the increased loading of nano-silica particles. C.S. Hassan et al. [12] simulated the crash 
performance of Oil Palm Empty Fruit Bunch (OPEFB) fiber reinforced epoxy composite 
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bumper beam according to Federal Motor Vehicle Safety Standards (FMVSS) 581 regulation. 
These composites exhibit comparable specific energy absorption with 56 % reduced mass 
compared to aluminum. Yahaya et al. [13] perform a ballistic test on Kenaf/Kevlar epoxy 
composites by varying the volume fraction of Kenaf fiber from 5.40 to 14.99 %. Hybrid 
composites show superior performance compare to dedicated composites. 

On Glass, Kenaf, and hybrid Glass/Kenaf reinforced epoxy composites, low-velocity 
impact tests were performed at three distinct levels of energies (3, 6, and 9 J) by Majid et al. 
[14]. To improve impact resistance, chopped strand mat of glass fiber should replace with 
woven glass fiber. Mahesh et al. [15] compared the LVI performance of are Jute-Epoxy (JE) 
and Jute-Rubber-Jute (JRJ) composites. For impact speeds of 2.5, 5, 7.5, and 10 m/s, JRJ 
composites absorb about 54, 51.2, 58.1, and 61.78 % more energy than JE laminate. So it is 
prominent material for structural protective claddings. Flax fiber reinforced PP composite was 
studied by Dutta et al. [16] and observed that at initiation the energy absorption is low 
compared to the propagation phase the results indicate that the amount of energy absorption is 
lower in the initiation phase when compared to the propagation phase. Thus the numerical 
model proposed is effective to study the low-velocity impact behavior of natural fiber 
composites. The peak load sustained by the composite indicates the change in orientation and 
volume fraction can help increase the load capacity.  

Panciroli et al. [17] compared the impact resistance of flax/epoxy with glass/epoxy 
composites. Numerical simulations were performed to get more insights into the mechanism 
and evolution of damage during the impact. Deng et al. [18] studied the damage behavior of 
sandwich panels made up of honeycomb core and CFRP factsheets.  The effect of the 
structural factors and impact energy were studied when these panels were loaded with 
localized low-velocity impact. Patil et al. [19] investigated the effect of impact energy on LVI 
and Compressive After Impact (CAI) properties of Hemp/epoxy and Jute/epoxy composite. 
Jute/epoxy composites exhibited higher impact energy absorption and CAI strength compared 
to Hemp/epoxy. Nayak et al. [20] reviewed the impact characteristics of nanofiller synthetic 
and natural fiber reinforced polymer nanocomposites. 

Most of the research reported in the referred literature is to study the low-velocity drop 
weight impact performance of bio-composites using different natural fiber as Jute, Kenaf, Oil 
Palm, and Sisal fiber. In this article, an attempt has been made to investigate the performance 
of PALF/Epoxy bio-composite laminate under low-velocity impact loading. The effect of 
PALF fiber content and different energy levels of impact are studied through finite element 
analysis using LS-Dyna for its performance under LVI. 

 
2. Materials and methods 
Materials. The three configurations of PALF reinforced epoxy composites laminates of 
stacking sequence [0/90, ±45, 0/90, 0/90, ±45, 0/90] with six layers each of 0.5 mm  
are considered. Each configuration is designated as 30PE, 40PE, and 50PE based on the 
content of PALF fiber as 30, 40, and 50% of volume fraction respectively. The mechanical 
elastic and strength properties of the proposed PALF/Epoxy composite laminate are necessary 
for impact simulation. These properties are evaluated by micromechanical modeling 
principles through the material designer of ANSYS 19.2. The constituent properties for this 
are referred from the literature[21,22]. The evaluated mechanical properties of PALF/Epoxy 
are summarized in Table 1. 

Modelling and Simulation. ANSYS LS-Dyna 2020 is used to simulate the low-
velocity impact response of the PALF/Epoxy composite laminate of three configurations. LS-
Dyna software package contains a huge library of material constitutive models. The 
composite enhanced damage material model (MAT054) is commonly adopted for modelling 
composite structures under impact loading owing to its robustness and simplicity [23-26,27]. 
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MAT054 is an orthotropic material model with optional brittle failure for composites 
following either the suggestions of Chang and Chang [28] or Tsai and Wu[29]. The composite 
plate of size 150 × 100 mm is modeled with 8-node brick elements with a single integration 
point. A biased meshing scheme is adopted with a minimum element size of 0.5 mm and the 
total number of elements is 403,200 elements. The model plate i.e. laminate is made up of six 
laminae of stacking sequence [0/90, ± 45, 0/90, 0/90, ± 45, 0/90], each lamina possesses a 
thickness of 0.5 mm. The impact ball is modeled as a rigid hemispherical solid with a 
diameter of 12.7 mm. The ball is having a mass of 1.3 kg and is defined to move in a 
perpendicular direction with an initial velocity (2.21, 2.88, 3.87, 4.72, 5.55 m/s) as per the 
requirement of energy level (3, 5, 10, 15, 20 J). The meshing of PALF/Epoxy laminated 
composite with impactor is shown in Fig. 1. Fixed boundary conditions on edge of the 
laminated plate are applied and solved to get impact properties as the energy absorbed, 
reaction force, and deformation.  
 

Table 1 Elastic and strength properties of PALF/Epoxy used in the impact simulation study 

Elastic and Strength Properties Unit 
Configuration 

30PE 40PE 50PE 
Young's Modulus along X direction (E1) MPa 16115 18517 20492 
Young's Modulus along Y direction (E2) MPa 16115 18517 20492 
Young's Modulus along Z direction (E3) MPa 10323 11968 13473 

Shear Modulus in XY (G12) MPa 5663.6 6734.4 7617.6 
Shear Modulus in YZ (G23) MPa 2565.8 2947.4 3322.6 
Shear Modulus in XZ (G31) MPa 2565.8 2947.4 3322.6 
Poisson's Ratio in XY (µ12) - 0.2246 0.2192 0.2164 
Poisson's Ratio in YZ (µ23) - 0.3447 0.3202 0.3006 
Poisson's Ratio in XZ (µ31) - 0.3447 0.3202 0.3006 

Density g/cm3 1.3233 1.3503 1.3710 
Longitudinal Tensile Strength (Xt ) MPa 144.193 182.594 220.995 
Transverse Tensile Strength (Yt) MPa 40.20 46.16 54.18 

Longitudinal Compressive Strength (Xc ) MPa 144.193 182.594 220.995 
Transverse Compressive Strength (Yc) MPa 40.20 46.16 54.18 

In Plane Shear Strength (S) MPa 32.16 36.93 43.34 
 

 
Fig.1. Meshed model of PALF/Epoxy composite laminate with hemispherical impactor 

 
The impactor's initial impact velocity (VI) is defined as the speed at which the impactor 

begins to move toward the target from a specific height. As the impactor strikes the plate, either 
it rebounds or penetrates where the velocity will reduce which is called residual velocity (VR). 
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Kinetic energies, the initial kinetic energy (KEI) of the impactors striking the target, and 
residual kinetic energy (KER) of the impactor are calculated by using Eq. (1) and (2). The mass 
of the impactor is m. 

𝐾𝐾𝐾𝐾𝐼𝐼 =
1
2

 𝑚𝑚 𝑉𝑉𝐼𝐼2 (1)) 

𝐾𝐾𝐾𝐾𝑅𝑅 =
1
2

 𝑚𝑚 𝑉𝑉𝑅𝑅2 (2)) 

The difference between the initial kinetic energy and the residual kinetic energy computed 
by equation (3) is the energy absorbed (Ea) by the laminate 
 𝐾𝐾𝑎𝑎 = 𝐾𝐾𝐾𝐾𝐼𝐼 −  𝐾𝐾𝐾𝐾𝑅𝑅 (3)) 
 
3. Results and Discussion 
Energy Absorption. The PALF/Epoxy bio-composites are impacted by a rigid hemispherical 
shape impactor with a velocity of 2.21, 2.88, 3.87, 4.72, and 5.55 m/s which results in the 
level of impact energy of 3, 5, 10, 15, 20 J respectively. As the impactor strike a composite 
plate it reduces the impact energy by decimation in form of damage. This quantification of 
dissipation of energy is termed energy absorption. The residual velocity and absorbed energy 
of 30PE, 40PE, and 50PE PALF/Epoxy composites at altered impact velocities and impact 
energy are presented in Table 2.  
 
Table 2 Residual velocity and energy absorbed of PALF/Epoxy composites at a different 
impact energy level 

Composition 
Impact 

Velocity 
(m/s) 

Residual 
Velocity 

(m/s) 

Velocity 
Drop 
(m/s) 

Impact 
Energy 

(J) 

Absorbed 
Energy 

(J) 

Energy 
Absorption 

Ratio 
(%) 

30PE 

2.21 1.538 0.672 3 1.38 46.01 
2.88 1.727 1.153 5 2.98 59.50 
3.87 1.134 2.736 10 7.75 77.51 
4.72 -1.261 5.981 15 10.72 71.50 
5.55 -3.355 8.905 20 9.86 49.32 

40PE 

2.21 1.582 0.628 3 1.33 44.32 
2.88 1.853 1.027 5 2.76 55.17 
3.87 1.134 2.736 10 6.35 63.49 
4.72 -1.261 5.981 15 12.21 81.37 
5.55 -2.418 7.968 20 12.89 64.45 

50PE 

2.21 1.591 0.619 3 1.30 43.41 
2.88 1.841 1.039 5 2.80 56.10 
3.87 2.211 1.659 10 5.56 55.61 
4.72 1.675 3.045 15 10.91 72.77 
5.55 -1.826 7.376 20 14.19 70.96 

 
Figure 2 shows the variance in energy absorption of PLAF/Epoxy composites at various 

levels of impact energy. It is observed that for 20 J of impact energy, a rise in the content of 
fiber from 30 to 40 and 40 to 50 improved the energy absorption by 30.7 and 10.1 % 
respectively. Maximum energy absorption for 30PE, 40PE, and 50PE is observed at 15, 20, 
and 20 J respectively. This is because higher fiber content restricts damage to laminate at a 
low level of impact energy.   
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Fig. 2. Variation of absorbed energy of PALF/Epoxy composites with different impact energy 

 

 
Fig. 3. Variation of the reaction force of PALF/Epoxy composites at 10 J impact energy 

 
Force-time Response. A variation of impacted force concerning time is the force-time 

response of PALF/Epoxy composite. The force-time response of 30, 40 and 50PE 
configurations are obtained at different impact energy level (3, 5, 10, 15, 20 J) i.e. changing 
velocity (2.21, 2.88, 3.87, 4.72, 5.55 m/s). Figure 3 depicts the force-time response of 
PALF/Epoxy composites at 10J impact energy. The force increases up to peak value for a 
time of 2 ms and then decreases it represents the maximum resistance force (Pmax). The 
value of Pmax shows the ability of composite material to resist impact loading [6]. Curve 
before and after peak force indicates fracture initiation and fracture propagation region 
respectively. Forces increase initially and drop before reaching a value of Pmax is called 
critical force (Pcrc), this is a change in the stiffness of the composite due to damage evolution. 
The maximum reaction force of 0.867, 0.966, and 1.15 kN is observed for 30, 40, and 50PE 
composite respectively. The improvement of about 11.41 % and 19.04 % in resistance to 
impact is seen when the volume fraction of fiber rises from 0.3 to 0.4 and 0.4 to 0.5 
respectively[7]. The deviation of peak force of PALF/Epoxy bio-composites with altered 
impact energy levels is depicted in Fig. 4. When impact energy is raised from 3 to 10 J and 10 
to 20 J, the improvement in peak force is 12.9 and 5.2 % respectively for 30PE composites. 
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At all energy levels, an increase in the content of fiber raises the peak force of the reaction. 
For 50PE composites peak force of 1.1942 kN was observed at 15 J impact energy and then it 
drops to 1.1071 kN when impacted with 20 J energy. It shows the saturation of impact 
resistance force beyond 15J energy. 

 

 
Fig. 4. Peak forces of PALF/Epoxy composites as a function of impact energy 

 
Force-displacement Response. Figure 5 depicts the variation of reaction force against 

displacement of 30PE, 40PE, and 50PE composites. In all compositions of PLAF/Epoxy 
composites, curves attempted to form a closed loop in which it reached peak force and tried to 
return to the initial point. For 50PE composition shows higher area under the curve, indicating 
energy transformations of the impactor to plate. At low impact energy, the curve has close 
movement toward the initial point but at higher impact energy curve moves away from the 
initial point [30]. 

 

 
Fig. 5. Variation of reaction force against displacement of PALF/Epoxy composites at 10J 
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Figure 6 depicts the maximum displacement of 30PE, 40PE, and 50PE PALF/Epoxy 
composites with different levels of impact energy. The maximum displacement of 30PE, 
40PE, and 50PE increases by 142.1, 133.1, and 130.4 %, respectively, when the impact 
energy is increased from 3 to 10 J. An increase in impact energy increases the maximum 
displacement but it is restricted by an increase in the content of fiber [14]. 

 

 
Fig. 6. Maximum displacements of PALF/Epoxy composites with impact energy 

 
Damage Characterization. This section discusses damage caused in 30PE, 40PE, and 

50PE PLAF/Epoxy composites at the impact of different impact energy levels. The damage 
counters were obtained under different failure modes of the first lamina of laminates viz. fibre 
failure under tensile and compression mode and matrix failure under tensile and compression 
mode. Figures 7 and 8 depict the contours of matrix damage on the first laminate under 
compressive and tensile mode respectively of 30PE, 40PE, and 50PE PALF/Epoxy 
composites at an impact energy of 3 to 20 J. The value 1 (counter colour blue) means the 
laminate is fully intact whereas the value 0 (counter colour red) means the laminate has failed. 
For 30 PE composites, an increase in impact energy level increase the damaged area of the 
matrix but the shape of damage for compressive and tensile mode is h-shaped and cross (+) 
shaped respectively. At 15 J impact energy level, the 30 PE composite is failed and the 
impactor penetrated through it but 40PE and 50PE sustained. The area of damage depicts that 
as the content of fibre increases from 30 % to 50 %, the intensity of damage is reduced in both 
failure modes. 

Figures 9 and 10 depict the contours of fiber damage on the first laminate under 
compressive and tensile mode respectively of 30PE, 40PE, and 50PE PALF/Epoxy 
composites at the impact energy of 3 to 20 J. The shape of damage of fiber under compression 
and tensile mode is cross (+) but the intensity has a small deviation. This is because failure 
strain for PALF fibre under compression and tension mode is equal i.e.1.6 %. The 30PE 
PLAF/Epoxy composite sustained till 10J energy whereas 40PE and 50PE till 15J impact 
energy. 
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Impact Energy: 3 J 
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Fig. 7. Contours of matrix compressive damage on first laminate 
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Fig. 8. Contours of matrix tensile damage on first laminate 
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Fig. 9. Contours of fibre compressive damage on the first laminate 
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Fig. 10. Contours of fiber tensile damage on the first laminate 

 
4. Conclusions 
In the current research work, numerical simulation of PLAF/Epoxy composites under drop 
weight low-velocity impact has been carried out. The impact response of PLAF/Epoxy by 
varying impact energy levels has been simulated and the following conclusions are drawn,  
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• Energy absorption for 30PE, 40PE, and 50PE PLAF/Epoxy composites improved with 
an increase in impact energy up to 10J, 15J, and 15J respectively. After this impactor 
penetration was seen. 

• Amongst all compositions, 50PE composites show the maximum energy absorption of 
14.19 J when it is impacted with a 20 J energy level. 

• For 30 PE composites, an increase in impact energy from 3 to 10 J and 10 to 20 J 
raises the maximum peak force by 12.9 and 5.2 % respectively. 

• The peak of reaction force rises with an increase in the level of impact energy. For 
50PE bio-composites maximum peak force of 1.1942 kN was observed at 15J impact 
energy. 

• At 3 J impact energy; the maximum displacement of 30PE, 40PE and 50PE 
composites was 6.09, 5.43, and 4.94 mm. The increase in impact energy raises the 
maximum displacement of composites but it is restricted by a rise in fiber content. 

• Damage characteristics of a matrix under tensile and compression mode are different 
i.e. cross (+) and h shaped but it is identical (cross-shaped) for fiber. 
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Abstract. The unsteady problem of a homogeneous isotropic Timoshenko plate bending 
taken into account diffusion is considered. The initial mathematical formulation includes a 
system of equations of rectangular isotropic plate unsteady vibrations, obtained from a 
general model of elastic diffusion for continuum using the d'Alembert variational principle. 
An initial-boundary value problem is formulated, and Green's functions are found in the 
problem of a simply supported Timoshenko plate bending. In the example of a three-
component rectangular plate under the action of a pair of bending moments, the interaction 
effects of mechanical and diffusion fields and the influence of relaxation processes on the 
kinetics of mass transfer are modelled. The calculation results are presented in analytical and 
graphical forms 
Keywords: Timoshenko plate, elastic diffusion, unsteady problems, coupled problem, 
multicomponent continuum, Green's functions 
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1. Introduction 
The paper considers an unsteady problem of elastic diffusion vibrations of a plate, based on 
the Timoshenko plate model. This model is a refinement of the classical Kirchhoff-Love plate 
model by taking into account shear deformations and the influence of inertial forces when the 
normal is rotated relative to the middle surface. 

The classical Kirchhoff-Love plate model often provides sufficient accuracy in solving 
many engineering problems. However, taking shear deformations into account can be 
essential for rods and plates made of an anisotropic material with a shear modulus much 
lower than Young's modulus. Some fibrous and composite materials, in particular human 
bones, have such properties. It is also important to consider shear deformations in the 
problems of three-layer rods and plate stability, where two bearing layers are made of thin, 
high-strength rigid material, and between them is a light and less durable filler. On the other 
hand, when the stiffness characteristics of the filler layer are significantly lower than the 
stiffness characteristics of the bearing layers, a simplified calculation using the classical 
Kirchhoff-Love model can lead to significant errors in determining the critical loads. This, in 
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turn, leads to a decrease in the economic efficiency of structures of technical systems or 
underestimates the potential resources of biological systems. 

An equally important problem in the design of structures, under the action of 
multifactorial unsteady external influences, is the question of different physical field's 
interaction in a continuum. As early as the beginning of the 20th century, it was 
experimentally proved that, due to beams and plate bending, a deformation gradient initiates 
the process of ascending diffusion [1-3]. This leads to the formation of a concentration 
gradient and, consequently, to the redistribution of the solute atoms. As a result, the matter 
from areas of compression in the area of tension is transferred. This phenomenon is called the 
Gorsky effect. The result of scientific research was published in 1936 [1]. In the same way, 
the mechanical field, the temperature, and electromagnetic fields are interconnected. 

A review of publications in this sphere shows that the problem of analyzing the 
interaction of mechanical and diffusion fields in thin-walled structural elements is also 
relevant today. Among the few publications on this topic are articles [4, 5]. They investigate 
the influence of diffusion processes on the bearing capacity of a smooth transversely isotropic 
shell. The contact interaction of a rod with an elastic half-space is considered in the works 
[6,7]. Publications [8-10] are devoted to the study of elastic diffusion processes in plates. The 
calculation of spherical shells taking into account diffusion is considered in [11]. 

It should be noted that all these problems are solved in a stationary formulation. The 
problems formulations of unsteady elastic diffusion beams and plate vibrations and methods 
for their solution are absent in the publications known to date. In the presented study, the 
mutual influence of mechanical and diffusion fields on each other in a Timoshenko plate 
under the action of external unsteady perturbations is investigated. 
 
2. Problem formulation  
The unsteady vibrations problem of a rectangular isotropic multicomponent Tymoshenko 
plate under the action of mechanical and diffusion perturbations are considered. A diagram of 
the applied forces and bending moments and the axes orientation of a rectangular Cartesian 
coordinate system is in Fig. 1. 

 
Fig. 1. Forces and moments acting upon the plate 

 
For the problem formulation, we use the coupled elastic diffusion continuum model in a 

rectangular Cartesian coordinate system, which has the following form [12 - 15]: 
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where ijσ  and ( )q
iJ  are components of the stress tensor and the diffusion flux vector, which 

are defined as follows 
( ) ( ) ( ) ( ) ( )

( )
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Here the dots denote the time derivative. All quantities in (1), (2) are dimensionless. We 
accepted the following notation 
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( ) ( ) ( )

( )
( )

( )
( ) ( ) ( ) ( )

( )
( ) ( )

*
2 1111

1111 1111

*
0

0 1111

, , , , , , , ,

, , , , , ,

q
ijkl ijq qt t qti i m

i i ijkl ij m ij ij

q q q q q q q
ij ij klq q qi

ij ijkl i q

Cx u lCctx u C C l D D g
l l l C C l

D m D n F lY h cD F Y h
Cl RT Cl C C l l

*** * *

* *

* * * **

*

α
= = t = = = α = = =

ρ

α t
= Λ = = = = t =

ρ

 (3) 

where t  is time; ix*  are rectangular Cartesian coordinates; iu*  are displacement vector 
components; l  are characteristic linear dimensions in the problem; *

1l , *
2l  is the plate length 

and width; *h  is the plate thickness; ( ) ( ) ( )qqq nn 0−=η  is the concentration increment of q -th 
component in the multicomponent continuum; ( )qn  and ( )qn0  is the current and initial 
concentrations (mass fractions) of q -th component; ijklC*  are components of the elastic 

constant tensor; ρ  is the medium density; ( )q
ij
*α  are coefficients characterizing the medium 

volumetric changes due to diffusion; ( )q
ijD*  are the self-diffusion coefficients; R  is the 

universal gas constant; 0T  is initial temperature; ( )qm  is the molar mass q -th component; ( )qt  

is relaxation time of diffusion perturbations; ( )qtg  is the Darken's thermodynamic coefficients. 
The initial conditions are assumed to be zero (the continuum is unperturbed): 
- the mechanical part 

0 0
0, 0,i iu u

t= t=
= =  (4) 
- the diffusion part 

( ) ( )
0 0

0, 0 1,q q q N
t= t=

η = η = = . (5) 

Boundary conditions (the domain G  is bounded; in  are components of the outer normal 
unit vector to the surface G∂ ): 

- the mechanical part ( uG σ∂ = Π ΠG ; u σΠ ∩Π =∅ ) 

( ), 0 ,
ui i ij j iu U n P

σΠ Π
= σ = t >  (6) 

- the diffusion part ( JG η∂ = Π ΠG ; JηΠ ∩Π =∅ ) 
( ) ( ) ( ) ( )( ) ( ) ( ), 0, 1, .

J

q q q q q
i q i iN J J I q N

ηΠ Π
η = + t = t > =  (7) 

The quantities on the boundary conditions right sides are surface kinematic iU , ( )qN  

and dynamic iP , ( )q
iI  perturbations. 

 
3. Model of elastic diffusion vibrations of a Timoshenko plate 
To construct the equations for the bending of the plate, relations (1) - (7) using the d'Alembert 
variational principle are written in the form of the following variational equality: 
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( )
( )

( ) ( )

( ) ( ) ( ) ( )( ) ( )

1

1

1

          0,
J

qN
ij q q qi

i i i q
qj iG G

N
q q q q

ij j i i i q i i i
q

Ju F u dG Y dG
x x

n P u dS J J I n dS
σ

=

=Π Π

   ∂σ ∂∂ − − d + + t η + − dη +      ∂ ∂t ∂   

+ σ − d + + t − dη =

∑∫ ∫

∑∫∫ ∫∫



 

 (8) 

where iud  are virtual displacement, ( )qdη  are virtual concentrations increments. 
Further, we assume that: 
1) The domain G  has the form [ ]2, 2G D h h= × − , where [ ] [ ]1 20, 0,D l l= ×  is the 

rectangular region of the plate's middle surface 3 0x = , DΓ =∂  is the middle surface boundary 
(fig.1) 

2) The plate surface has the form b− +Π =Π ∪Π ∪Π , where −Π  is bottom surface 
corresponds 3 2x h= − , +Π  is top surface corresponds 3 2x h= , 11 21 12 22bΠ =Π ∪Π ∪Π ∪Π  
are side surface. The surface 1kΠ  corresponding 0kx = , the surface 2kΠ  corresponding 

,k kx l=  1,2k = . We assume that the plate side surface is free from mechanical loads and mass 
transfer 

0.ij j ij jn n
− +Π Π

σ =σ =  (9) 

( ) ( )( ) ( ) ( )( ) 0.q q q q
i q i i q iJ J J J

− +Π Π
+ t = + t =   

3) Plate material is an isotropic perfect solid solution 

( ) ( ) ( ) ( ), , , .q q qr
ijkl ij kl ik jl il jk ijkl ij kl q ij ij q ij ij qrC D D=ld d +µ d d +d d Λ =d d Λ α =d α =d  (10) 

Here l  and µ  are dimensionless elastic Lamé constants, ijd  is the Kronecker symbol. 
4) Transverse plate deflections are considered small. We also consider that a straight 

fibre normal to the middle surface after deformation remains straight to the middle surface 
(the Timoshenko plate theory). Then the linearization of the unknown quantities concerning 
the variable 3x  will have the form (the approximate equality is replaced by the exact) 
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( ) ( )

1 1 2 3 1 2 3 1 1 2

2 1 2 3 1 2 3 2 1 2

3 1 2 3 1 2 3 1 2

1 2 3 1 2 3 1 2

, , , , , , , ,
, , , , , , , ,
, , , , , , , ,

, , , , , , , .q
q q

u x x x u x x x x x
u x x x v x x x x x
u x x x w x x x x x

x x x N x x x H x x

t = t − χ t
t = t − χ t
t = t + ψ t

η t = t + t

 (11) 

5) Taking into account (9), we assume that there are no deformations along the axis 
3.Ox  Then [16-20]: 

3
33

3

0 0.u
x
∂

ε = =ψ = ⇒ψ=
∂

 

Hence: 
( ) ( ) ( )
( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

1 1 2 3 1 2 3 1 1 2

2 1 2 3 1 2 3 2 1 2 3 1 2 3 1 2

1 2 3 1 2 3 1 2

, , , , , , , ,
, , , , , , , , , , , , , ,

, , , , , , , .q
q q

u x x x u x x x x x
u x x x v x x x x x u x x x w x x

x x x N x x x H x x

t = t − χ t
t = t − χ t t = t

η t = t + t
 (12) 

In this case, in accordance with (2), (10), and (11), the components of the stress tensor 
and the diffusion flux vector will be written as 

( )1 2
11 3 3 3

11 1 2 2

,
N

j j j
j

u vx x N x H
x x x x =

 ∂χ ∂χ∂ ∂
σ = − +l − − α + ∂ ∂ ∂ ∂ 

∑  
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( )1 2
22 3 3 3

11 1 2 2

1 2
33 3 3

11 1 2 2

,

,

N

j j j
j

N

j j
j

u vx x N x H
x x x x
u vx x H
x x x x

=

=

 ∂χ ∂χ∂ ∂
σ =l − + − − α + ∂ ∂ ∂ ∂ 

   ∂χ ∂χ∂ ∂
σ =l − +l − − α   ∂ ∂ ∂ ∂   

∑

∑
  

1 2
12 3 3 13 1 23 2

2 1 2 1 1 2

, , ,u v w wx x
x x x x x x

     ∂χ ∂χ∂ ∂ ∂ ∂
σ =µ + − − σ =µ −χ + σ =µ −χ +     ∂ ∂ ∂ ∂ ∂ ∂     

 (13) 

( ) ( ) ( )
2 22 2

1 2
1 1 3 3 32 2

1 1 1 1 1 1 2 1 2

,
N

q q qr r r
q q q

r

N H u vJ J D g x x x
x x x x x x x x=

   ∂ ∂ ∂ χ ∂ χ∂ ∂
+ t = − + +Λ − + −   ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂   

∑  

( ) ( ) ( )

( ) ( ) ( ) ( )

2 32 2
1 2

2 2 3 3 32 2
1 2 2 1 2 1 2 2 2

1 2
3 3

1 1 2

,

1, .

N
q q qr r r

q q q
r
N

q q qr
q q r q

r

N H u vJ J D g x x x
x x x x x x x x

J J D g H q N
x x

=

=

   ∂ ∂ ∂ χ ∂ χ∂ ∂
+ t = − + +Λ − + −   ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂   

 ∂χ ∂χ
+ t = − −Λ + = ∂ ∂ 

∑

∑





 

Substituting equalities (12) and (13) in (8), we obtain models of longitudinal and 
transverse vibrations of the plate [20]. The equations of longitudinal vibrations are similar in 
form to the two-dimensional equations of elastic diffusion for continuum and are not 
presented here. 

The transverse vibration equations have the form 

( )

( )

2 2 2
21 1 2

1 1 12 2 3
11 2 1 1 2 1

2 2 2
22 2 1

2 2 22 2 3
11 2 2 1 2 2

2 2
2 21 2

2 2
1 1 2

12 ,

12 ,

N
j

T j
j

N
j

T j
j

T T

Hwk m
x x x x x x h

Hwk m
x x x x x x h

w ww k k
x x x

=

=

∂ ∂ χ ∂ χ ∂ χ∂
χ = +µ +µ −χ + l+µ + α − ∂ ∂ ∂ ∂ ∂ ∂ 

∂ ∂ χ ∂ χ ∂ χ∂
χ =µ + +µ −χ + l+µ + α − ∂ ∂ ∂ ∂ ∂ ∂ 

 ∂χ ∂χ∂ ∂
=µ − +µ − ∂ ∂ ∂ 

∑

∑







2

,q
x h

 
+ ∂ 

 (14) 

( )
2 2 3 3 3 3

1 2 1 2
2 2 3 2 2 3 3

1 1 2 1 1 2 1 2 2

12 ,
N

qr r r
q q q q q q

r

H HH H D g z
x x x x x x x x h=

   ∂ ∂ ∂ χ ∂ χ ∂ χ ∂ χ
+ t = + +Λ + + + +   ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂   

∑   

where Tk  coefficient taking into account the uneven distribution of shear stresses over the 
thickness of the plate.  

If the shear stresses are distributed according to the Zhuravsky formula, then for a plate 
of thickness h  we have [16,17,20] 

2 5.
6Tk =  

The remaining quantities in (14) are defined as follows: 

1) 
2 2

1 3 1 3 13 3
2 2

h h

h h

m x F dx dx
− −

= − σ∫ ∫  and 
2 2

2 3 2 3 23 3
2 2

h h

h h

m x F dx dx
− −

= − σ∫ ∫ , where 1m  and 2m  are 

the surface distributed moment, 

2) 
2

3 3
2

h

h

q F dx
−

= ∫  is the surface distributed transverse load, 

3) ( )
2

3 3
2

h
q

q
h

z Y x dx
−

= ∫  is the surface density of bulk mass transfer sources. 
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Equations (14) are supplemented by boundary conditions, which are also obtained from 
the variational equation (8). In the simply support case of the plate on all sides, they have the 
form 

( ) ( )

1 1 1

1 11 2 1 2
1 23 3

1 11 2 1 20

12 12, ,
N N

j j j j
j jx x l

H M H M
x x h x x h= == =

   ∂χ ∂χ ∂χ ∂χ
+l + α = − +l + α = −   

∂ ∂ ∂ ∂   
∑ ∑  

( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( )

2 2 2

1 1 1 2 2 2

1 1 1 2 2 2

1 1 1

2 21 2 1 2
1 23 3

1 11 2 1 20
1 1 2 2

2 21 2 22 1 11 1 120 0
1 1 2 2

1 2 1 20 0
1
10

12 12, ,

, , , ,
, , , ,

,

N N

j j j j
j jx x l

x x l x x l

x x l x x l

q q qx x l

H M H M
x x h x x h

w W w W w W w W
H H H

= == =

= = = =

= = = =

= =

   ∂χ ∂χ ∂χ ∂χ
l + + α = − l + + α = −   
∂ ∂ ∂ ∂   

χ = Χ χ =Χ χ =Χ χ =Χ

= = = =

=

∑ ∑

( ) ( ) ( )
2 2 2

1 2 2
2 1 20
, , .q q q q qx x l

H H H H H
= =

= = =

 (15) 

Here ( )l
kM  are bending moments shown in Fig. 1; ( )l

ijΧ , ( )l
iW  и ( )1

1qH  are given boundary 
kinematic characteristics of the required physical fields. 

In accordance with (4), and (5), the initial conditions are assumed to be zero. 
 

4. Integral representation of the solution 
The solution to the problem (14), and (15) will be sought in the form 

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( )

2

1

2

1 1 2 1 1 1 2 11 1 1 1 1 2 12
1 0 0

2

1 2 1 2 21 1 2 1 2 2 22
1 0 0

2 1 2 2 1 1 2 11 2 1 1 1 2

, , , , , , , , , ,

, , , , , , , ,

, , , , , , , , ,

lN

k k k k
k

lN

k k k k
k

k k k

x x G x x t f t G l x x t f t dtd

G x x t f t G x l x t f t dtd

x x G x x t f t G l x x

t+

=
t+

=

χ t = ζ t− ζ − − ζ t− ζ ζ +  

+ x t− x + − x t− x x  

χ t = ζ t− ζ + − ζ

∑∫∫

∑∫∫

( ) ( )

( ) ( ) ( ) ( )

2

1

2

12
1 0 0

2

2 2 1 2 21 2 2 1 2 2 22
1 0 0

,

, , , , , , , , ,

lN

k
k

lN

k k k k
k

t f t dtd

G x x t f t G x l x t f t dtd

t+

=
t+

=

t− ζ ζ +  

+ x t− x − − x t− x x  

∑∫∫

∑∫∫

 

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

2

1

2

1 2 3 1 1 2 11 3 1 1 1 2 12
1 0 0

2

3 2 1 2 21 3 2 1 2 2 22
1 0 0

, , , , , , , , , ,

, , , , , , , , ,

lN

k k k k
k

lN

k k k k
k

w x x G x x t f t G l x x t f t dtd

G x x t f t G x l x t f t dtd

t+

=
t+

=

t = ζ t− ζ + − ζ t− ζ ζ +  

+ x t− x + − x t− x x  

∑∫∫

∑∫∫
 (16) 

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

2

1

2

1 2 3, 1 1 2 11 3, 1 1 1 2 12
1 0 0

2

3, 2 1 2 21 3, 2 1 2 2 22
1 0 0

, , , , , , , , , ,

, , , , , , , , ,

lN

q q k k q k k
k

lN

q k k q k k
k

H x x G x x t f t G l x x t f t dtd

G x x t f t G x l x t f t dtd

t+

+ +
=

t+

+ +
=

 t = ζ t− ζ + − ζ t− ζ ζ + 

 + x t− x + − x t− x x 

∑∫∫

∑∫∫
 

where the functions iklG  are the Green's functions of the problem (14), (15), which satisfy the 
equations 

( )
2 2 2

3,21 1 3 2
1 12 2

11 2 1 1 2 1

,
N

j klkl kl kl kl
kl T kl j

j

GG G G GG k G
x x x x x x

+

=

∂ ∂ ∂ ∂ ∂
= +µ +µ − + l +µ + α ∂ ∂ ∂ ∂ ∂ ∂ 

∑  

( )
2 2 2

3,22 2 3 1
2 22 2

11 2 2 1 2 2

,
N

j klkl kl kl kl
kl T kl j

j

GG G G GG k G
x x x x x x

+

=

∂ ∂ ∂ ∂ ∂
= µ + +µ − + l +µ + α ∂ ∂ ∂ ∂ ∂ ∂ 

∑  
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2 2
2 3 1 3 2

3 2 2
1 1 2 2

,kl kl kl kl
kl T

G G G GG k
x x x x

 ∂ ∂ ∂ ∂
= µ − + − ∂ ∂ ∂ ∂ 

  (17) 

2 2 3 3 3 3
3, 3, 1 2 1 2

3, 3, 2 2 3 2 2 3
1 1 2 1 1 2 1 2 2

N
r kl r kl kl kl kl kl

q kl q q kl qr q
r

G G G G G GG G D
x x x x x x x x
+ +

+ +
=

 ∂ ∂  ∂ ∂ ∂ ∂
+ t = + + Λ + + +    ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂  

∑   

and the following boundary conditions 

( ) ( )

( ) ( )

1

2

1 2
3, 1 1 2

11 2 0

1 2
3, 1 2 1

11 2 0

,

,

N
kl kl

j j kl k l
j x

N
kl kl

j j kl k l
j x

G G G x
x x

G G G x
x x

+
= =

+
= =

 ∂ ∂
+ l + α = d d d t d − ζ 

∂ ∂ 

 ∂ ∂
l + + α = d d d t d − x 

∂ ∂ 

∑

∑
 

1 1 2 2

1 2 1 2
3, 3,

1 11 2 1 2

0, 0,
N N

kl kl kl kl
j q kl j j kl

j jx l x l

G G G GG G
x x x x+ +

= == =

   ∂ ∂ ∂ ∂
+ l + α = l + + α =   

∂ ∂ ∂ ∂   
∑ ∑  (18) 

( ) ( ) ( ) ( )
1 1 1 2 2 22 2 1 2 2 1 2 2 1 10 0

, 0, , 0,kl k l kl kl k l klx x l x x lG x G G x G
= = = =
= d d d t d − ζ = = d d d t d − x =  

( ) ( ) ( ) ( )
1 1 1 2 2 23 3 1 2 3 3 3 2 1 30 0

, 0, , 0,kl k l kl kl k l klx x l x x lG x G G x G
= = = =
= d d d t d − ζ = = d d d t d − x =  

( ) ( )

( ) ( )
1 1 1

2 2 2

3, 3, 1 2 3,0

3, 3, 2 1 3,0

, 0,

, 0.

q kl q k l q klx x l

q kl q k l q klx x l

G x G

G x G

+ + += =

+ + += =

= d d d t d − ζ =

= d d d t d − x =
 

The functions klmf  define edge disturbances, which, in accordance with (15), have the 
form: 

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )

1 1
111 2 1 2 112 2 2 23 3

2 2
121 1 1 1 122 1 2 13 3

1 1 2 2
211 2 21 2 212 2 22 2 221 1 11 1 222 1 12 1

1 1
311 2 1 2 312 2 2 2 321 1

12 12, , , , , ,

12 12, , , , , ,

, , , , , , , , , , , ,

, , , , , ,

f x M x f x M x
h h

f x M x f x M x
h h

f x x f x x f x x f x x

f x W x f x W x f x

t = − t t = − t

t = − t t = − t

t = Χ t t =Χ t t =Χ t t =Χ t

t = t t = t ( ) ( ) ( ) ( ) ( ) ( )2 2
1 1 322 1 2 1, , , , , ,W x f x W xt = t t = t

 

( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )

1 1
2,11 2 1 2 2,12 2 2 2

2 2
2,21 1 1 1 2,22 1 2 1

, , , , , ,

, , , , , .
q q q q

q q q q

f x H x f x H x

f x H x f x H x
+ +

+ +

t = t t = t

t = t t = t
 (19) 

 
5. Algorithm for finding Green's functions 
We will assume that the plate material is an ideal solid solution. In this case [12-15] 

( ) ( ) ,
,

0,
qqr qr

qr qr q

D r q
g D D g

r q

== d = = 
≠

 

Applying the Laplace transform to (17), (18), we obtain ( s  is Laplace transform 
parameter, superscript L  denotes the Laplace transform): 
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( )

( )

2 2 2
3,2 21 1 3 2

1 12 2
11 2 1 1 2 1

2 2 2
3,2 22 2 3 1

2 22 2
11 2 2 1 2 2

2
3

,

,

LL L L L N
j klL Lkl kl kl kl

kl T kl j
j

LL L L L N
j klL Lkl kl kl kl

kl T kl j
j

L
kl

GG G G Gs G k G
x x x x x x

GG G G Gs G k G
x x x x x x

s G

+

=

+

=

∂ ∂ ∂ ∂ ∂
= +µ +µ − + l +µ + α ∂ ∂ ∂ ∂ ∂ ∂ 

∂ ∂ ∂ ∂ ∂
= µ + +µ − + l +µ + α ∂ ∂ ∂ ∂ ∂ ∂ 

=

∑

∑
2 2

2 3 1 3 2
2 2
1 1 2 2

,
L L L L
kl kl kl kl

T
G G G Gk
x x x x

 ∂ ∂ ∂ ∂
µ − + − ∂ ∂ ∂ ∂ 

 (20) 

2 2 3 3 3 3
3, 3,2 1 2 1 2

3, 3, 2 2 3 2 2 3
1 2 1 1 2 1 2 2

;
L L L L L L
q kl q klL L kl kl kl kl

q kl q q kl q q

G G G G G GsG s G D
x x x x x x x x
+ +

+ +

 ∂ ∂  ∂ ∂ ∂ ∂
+ t = + + Λ + + +    ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂  

 

( )

( )
1

2

1 2
3, 1 1 2

11 2 0

1 2
3, 1 2 1

11 2 0

,

,

L L N
Lkl kl

j j kl k l
j x

L L N
Lkl kl

j j kl k l
j x

G G G x
x x

G G G x
x x

+
= =

+
= =

 ∂ ∂
+ l + α = d d d − ζ 

∂ ∂ 
 ∂ ∂
l + + α = d d d − x 

∂ ∂ 

∑

∑
 (21) 

1 1 2 2

1 2 1 2
3, 3,

1 11 2 1 2

0, 0,
L L L LN N

L Lkl kl kl kl
j j kl j j kl

j jx l x l

G G G GG G
x x x x+ +

= == =

   ∂ ∂ ∂ ∂
+ l + α = l + + α =   

∂ ∂ ∂ ∂   
∑ ∑  

( ) ( )
1 1 1 2 2 2

2 2 1 2 2 1 2 2 1 10 0
, 0, , 0,L L L L

kl k l kl kl k l klx x l x x l
G x G G x G

= = = =
= d d d − ζ = = d d d − x =  

( ) ( )
1 1 1 2 2 2

3 3 1 2 3 3 3 2 1 30 0
, 0, , 0,L L L L

kl k l kl kl k l klx x l x x l
G x G G x G

= = = =
= d d d − ζ = = d d d − x =  

( )

( )
1 1 1

2 2 2

1, 3, 1 2 1,0

1, 3, 2 1 1,0

, 0,

, 0.

L L
q kl q k l q klx x l

L L
q kl q k l q klx x l

G x G

G x G

+ + += =

+ + += =

= d d d − ζ =

= d d d − x =
  

Multiplying the first equation in (20) by 1 2cos sinn mx xl µ , the second equation by 

1 2sin cosn mx xl µ , the third and fourth by equation 1 2sin sinn mx xl µ , 1/n n ll = π , 2/m m lµ = π  
and integrating into the rectangle [ ] [ ]1 20, 0,D l l= ×  taking into account conditions (21), we 
obtain 

( ) ( ) ( )

( ) ( ) ( )

1 1 2

2
3 3, 1

1

, , , ,

, , , , ,

LF LF
nm klnm nm klnm

N
LF LF

T n klnm n j j klnm klnm
j

k s G s K G s

k G s G s F+
=

x ζ + x ζ −

−µ l x ζ −l α x ζ = x ζ∑
 

( ) ( ) ( )

( ) ( ) ( )

1 2 2

2
3 3, 2

1

, , , ,

, , , , , ,

LF LF
nm klnm nm klnm

N
LF LF

T m klnm m j j klnm klnm
j

K G s k s G s

k G s G s F+
=

x ζ + x ζ −

−µ µ x ζ −µ α x ζ = x ζ∑
 (22) 

( ) ( ) ( ) ( ) ( )2
1 2 3 3 3, , , , , , , ,LF LF LF

T n klnm m klnm nm klnm klnmk G s G s k s G s F −µ l x ζ +µ x ζ + x ζ = x ζ   

( ) ( ) ( ) ( ) ( )1 1 2 2 3, 3, 3,, , , , , , , ,LF LF LF
qnm klnm qnm klnm q nm q klnm q klnmM G s M G s k s G s F+ + +− x ζ − x ζ + x ζ = x ζ  

where 
( ) ( ) ( )
( ) ( ) ( ) ( )

( ) ( ) ( )

2 2 2 2 2 2 2 2
1 2

2 2 2 2 2 2 2
3 3,

2 2 2 2
1 2

, , 1 ,

, ,

, , ,

nm T n m nm T n m q q

nm T n m q nm q q n m

qnm q n n m qnm q m n m nm n m

k s s k k s s k

k s s k k s s s D

M M K

*

+

= +µ + l +µµ = +µ +µl +µ Λ = Λ l −

= +µ l +µ = + t + l +µ

= Λ l l +µ = Λ µ l +µ = l +µ l µ
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( ) ( ) ( )

( ) ( ) ( )

( ) ( )

2
1 1 3 1 1 2 2

1 2 1 2

2
2 1 3 2 1 2 2

1 2 1 2
2

3 1 2 3
1 2

44, sin cos cos ,

44, sin cos cos ,

4, sin sin ,

m
klnm k T k l m l m l n k

n
klnm k T k l n l m l n k

T
klnm n l m m l n k

F k
l l l l

F k
l l l l

kF
l l

µµ
x ζ = − d +µ d d µ ζ + d µ ζ + d l x d

µl
x ζ = − d +µ d d l x + d µ ζ + d l x d

µ
x ζ = l d µ ζ +µ d l x d

 

 ( ) ( ) ( )3, 1 2 1 1 2 2
1 2 1 2

4 4
, sin sin cos cosq n m q

q klnm n l m m l n k l m l n kF
l l l l

*

+

Λ l µ Λ
x ζ = l d µ ζ +µ d l x d + d µ ζ + d l x d +  

 3, 3, 1 3, 3, 2
1 11 2 1 2

4 4sin sin ;
N N

n m
q q k q j j k l m q q k q j j k l n

j j
D D

l l l l+ + + +
= =

   l µ
+ d −Λ α d d µ ζ + d −Λ α d d l x   

   
∑ ∑  

( ) ( )

( ) ( )

( ) ( )

1 2

1 2

1 2

1 1 1 2 1 2 2 1
1 2 0 0

2 2 1 2 1 2 2 1
1 2 0 0

1 2 1 2 2 1
1 2 0 0

4, , , , , , cos sin ,

4, , , , , , sin cos ,

4, , , , , , sin sin ,

l l
LF L
klnm kl n m

l l
LF L
klnm kl n m

l l
LF L
pklnm pkl n m

G s G x x s x x dx dx
l l

G s G x x s x x dx dx
l l

G s G x x s x x dx dx
l l

x ζ = x ζ l µ

x ζ = x ζ l µ

x ζ = x ζ l µ

∫ ∫

∫ ∫

∫ ∫

 (23) 

( ) ( )

( ) ( )

( ) ( )

1 1 2 1 1 2
0 1

2 1 2 2 1 2
1 0

1 2 1 2
1 1

, , , , , , cos sin ,

, , , , , , sin cos ,

, , , , , , sin sin , 3.

L LF
kl klnm n m

n m

L LF
kl klnm n m

n m

L LF
pkl pklnm n m

n m

G x x G x x

G x x G x x

G x x G x x p

∞ ∞

= =

∞ ∞

= =

∞ ∞

= =

x ζ t = x ζ t l µ

x ζ t = x ζ t l µ

x ζ t = x ζ t l µ ≥

∑∑

∑∑

∑∑

 

The solution of the system (22) has the form ( ), 1, , 1, 3, 1,2q p N k N l= = + =  

( ) ( )
( ) ( ), ,

, , 1,2 ,
, ,

iklnmLF
iklnm

nm

P s
G s i

P s
x ζ

x ζ = =
x ζ

 (24) 

( ) ( )
( )

( )
( )

( ) ( )
( )

( )
( )

( )

2
1 2 3 3

3
1 2 3 3

3, 1 2 1
3,

3, 1 2 3,

1 2 2

1 2

sin sin , ,4, , ,
, ,

, , sin sin4, ,
, ,

4 cos cos

n l m m l n k klnmLF T
klnm

nm nm

q klnm q n l m m l n kLF
q klnm

q nm q nm

n m q l m l n k

q

P skG s
l l k s Q s
P s

G s
Q s l l k s

l l k

+
+

+ +
*

+

l d µ ζ +µ d l x d x ζµ
x ζ = +

x ζ
x ζ Λ l d µ ζ +µ d l x d

x ζ = + +
x ζ

l µ Λ d µ ζ +d l x d
+

( )

( )

3,

3, 3, 1 3, 3, 2
1 1

1 2 3,

sin sin
4 ,

nm
N N

n q q k q j j k l m m q q k q j j k l n
j j

q nm

s

D D

l l k s

+ + + +
= =

+

+

   
l d −Λ α d d µ ζ +µ d −Λ α d d l x   
   +

∑ ∑

 

where 
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( ) ( ) ( ) ( ) ( )
( ) ( ) ( )

( ) ( ) ( ){ } ( )

2
1 2 3

2 4 2 2
1 2

3 1 2 2 1
1

2

,

nm nm nm nm nm nm

T m nm n nm nm m n nm

N

nm j m nm n nm jnm n nm m nm jnm jnm
j

P s k s k s K k s s

k k s k s K s

k s k s K M k s K M s
=

 = − Π − 
 −µ µ + l − µ l Π − 

− α µ −l + l −µ Π      ∑

 

( ) ( ) ( ) , 3,pnm pnm nmQ s k s P s p= ≥  

( ) ( ) ( ) ( ) ( ) ( )3, 3, 3,
1 1, 1, ,

, , .
N N N

nm j nm jnm r nm ijnm r nm
j r r j r r i j

s k s s k s s k s+ + +
= = ≠ = ≠

Π = Π = Π =∏ ∏ ∏  

( ) ( ) ( ) ( ) ( ) ( )
( ) ( )

2 4 2 2 4 2
1 2 3 2 1 3

2 4
3 3

, ,

.
nm nm nm T m nm nm nm T n

nm nm nm T m n

S s k s k s k S s k s k s k

S s K k s k

= −µ µ = −µ l

= −µ µ l
  

The rest of the polynomials ( ), ,iklnmP sx ζ , included in the solution in solution (24) are 
defined as: 

( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

( ) ( )

111 1 3 2
11 2

1 3
11 2

112 3 3 2
11 2

1 3
1 2

4, , sin

4 sin ,

4, , sin

4

N

nm nm nm m nm j jnm jnm m
j

N
n

n nm m nm j j jnm m
j

N

nm nm nm n nm j jnm jnm n
j

m
n nm m nm

P s S s s k s M s
l l

S s S s s
l l

P s S s s k s M s
l l

S s S s
l l

=

=

=

 
x ζ = − Π −µ α Π µ ζ+ 

 
l

+ l −µ α Λ Π µ ζ  

 
x ζ = Π −l α Π l x+ 

 
µ

+ l −µ

∑

∑

∑

( )
1

sin ,
N

j j jnm n
j

s
=

α Λ Π l x  ∑

 

( ) ( ) ( ) ( )

( )( ) ( )

( ) ( ) ( )

121 1 3
1 2

2 2
3 2

11 2

1 3
11 2

4, , cos

4 cos

4 cos ,

nm m nm n nm nm m

N

nm n m j jnm jnm m
j

N
n m

n nm m nm j j jnm m
j

P s S s S s s
l l

k s M s
l l

S s S s s
l l

=

*

=

x ζ = µ µ −l Π µ ζ+  

µ
+ l −µ α Π µ ζ+

l µ
+ l −µ α Λ Π µ ζ  

∑

∑

 

( ) ( ) ( ) ( )

( )( ) ( )

( ) ( ) ( )

122 1 3
1 2

2 2
3 2

11 2

1 3
11 2

4, , cos

4 cos

4 cos ,

nm m nm n nm nm n

N

nm n m j jnm jnm n
j

N
n m

n nm m nm j j jnm n
j

P s S s S s s
l l

k s M s
l l

S s S s s
l l

=

*

=

x ζ = µ µ −l Π l x+  

µ
+ l −µ α Π l x+

l µ
+ l −µ α Λ Π l x  

∑

∑

 

( ) ( )( ) ( ) ( )

( ) ( )

( ) ( ) ( )( ) ( )

( ) ( )

2 2
131 2 1

1 2

2
3 2

11 2

2 2
132 3 2

1 2

2
3 2

11 2

4, , sin

4 sin ,

4, , sin

4 sin

nm T T n n nm m nm nm nm m

N

T m nm j jnm jnm m
j

nm T nm T m n nm m nm nm n

N

T n nm j jnm jnm
j

P s k k k s K S s s
l l

k k s M s
l l

P s k S s k k s K s
l l

k k s M s
l l

=

=

 x ζ = µ µ l l −µ − Π µ ζ+ 

+ µ µ α Π µ ζ

 x ζ = µ +µ µ l −µ Π l x+ 

− µ l α Π

∑

∑ ,nl x
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( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

1, 3,1 1 3
11 2

1, 3,2 1 3
11 2

4
, , sin ,

4
, , sin ,

N
q n

q nm n nm m nm q qnm q j jnm m
j

N
q m

q nm n nm m nm q qnm q j jnm n
j

P s S s S s D s s
l l

P s S s S s D s s
l l

+
=

+
=

α l  
x ζ = l −µ Π −Λ α Π µ ζ   

 
α µ  

x ζ = l −µ Π −Λ α Π l x   
 

∑

∑
 

( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

211 3 3 1
11 2

2 3
11 2

4, , sin

4 sin ,

N

nm nm nm m nm j jnm jnm m
j

N
n

m nm n nm j j jnm m
j

P s S s s k s M s
l l

S s S s s
l l

=

=

 
x ζ = Π −µ α Π µ ζ+ 

 
l

+ µ −l α Λ Π µ ζ  

∑

∑
 

( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

212 2 3 1
11 2

2 3
11 2

4, , sin

4 sin ,

N

nm nm nm n nm j jnm jnm n
j

N
m

m nm n nm j j jnm n
j

P s S s s k s M s
l l

S s S s s
l l

=

=

 
x ζ = − Π −l α Π l x+ 

 
µ

+ µ −l α Λ Π l x  

∑

∑
 

( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

221 2 3
1 2

2 2
3 1

11 2

2 3
11 2

4, , cos

4 cos

4 cos ,

nm n nm m nm nm m

N

m n nm j jnm jnm m
j

N
n m

m nm n nm j j jnm m
j

P s S s S s s
l l

k s M s
l l

S s S s s
l l

=

*

=

x ζ = µ l −µ Π µ ζ+  

µ
+ µ −l α Π µ ζ+

l µ
+ µ −l α Λ Π µ ζ  

∑

∑

 

( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

222 2 3
1 2

2 2
3 1

11 2

2 3
11 2

4, , cos

4 cos

4 cos ,

nm n nm m nm nm n

N

m n nm j jnm jnm n
j

N
n m

m nm n nm j j jnm n
j

P s S s S s s
l l

k s M s
l l

S s S s s
l l

=

*

=

µ
x ζ = l −µ Π l x+  

µ
+ µ −l α Π l x+

l µ
+ µ −l α Λ Π l x  

∑

∑

 

( ) ( ) ( )( ) ( )

( ) ( )

2 2
231 3 1

1 2

2
3 1

11 2

4, , sin

4 sin ,

nm T nm T n m nm n nm nm m

N

T m nm j jnm jnm m
j

P s k S s k k s K s
l l

k k s M s
l l =

µ  x ζ = +µ l µ −l Π µ ζ− 
µ

− µ α Π µ ζ∑
 

( ) ( )( ) ( ) ( )

( ) ( )

2 2
232 1 2

1 2

2
3 1

11 2

4, , sin

4 sin ,

nm T T m m nm n nm nm nm n

N

T n nm j jnm jnm n
j

P s k k k s K S s s
l l

k k s M s
l l =

µ  x ζ = µ µ µ −l − Π l + 
µ

+ l α Π l x∑
 

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

2, 3,1 2 3
11 2

2, 3,2 2 3
11 2

4
, , sin ,

4
, , sin ,

N
q

q nm n m nm n nm q qnm q j jnm m
j

N
q

q nm m m nm n nm q qnm q j jnm n
j

P s S s S s D s s
l l

P s S s S s D s s
l l

+
=

+
=

α  
x ζ = l µ −l Π −Λ α Π µ ζ   

 
α  

x ζ = µ µ −l Π −Λ α Π l x   
 

∑

∑
 (25) 

( ) ( ) ( )
( ) ( ) ( )

2
3 1 2

3, 1 1 2 2

, , , , , , ,
, , , , , , .

klnm T n klnm m klnm

q klnm qnm klnm qnm klnm

P s k P s P s
P s M P s M P s+

x ζ =µ l x ζ +µ x ζ  
x ζ = x ζ + x ζ

 

The Laplace originals of the functions in (24) have the form [21] ( , 1,2i l = , 1,q N= , 
1,2 6j N= + , 1, 3,k N= + ) 
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( ) ( ) ( )

( ) ( ) ( ) ( )
( )

2 6

1
1

22 8 2 8
1 2 3

3 3
1 2 71 2 3

, , , ,

sin sin4, , , ,

jnm

jnm jnm

N
sjF

iklnm klnm
j
N N

s sj n l m m l n kF T
klnm klnm

j j N nm jnm

G A e

kG A e e
l l k s

+
t

=
+ +

t t

= = +

x ζ t = x ζ

l d µ ζ +µ d l x dµ
x ζ t = x ζ +

′

∑

∑ ∑
 

( ) ( ) ( ) ( ) ( )
( )

( )( )
( )

2 6 2
2 6

3,1 3,1 3,1
1 1

2
1 2

11 2 3,

, , , ,

4 sin sin ,

q
jnm jnm

q
jnm

N
sj N jF

q lnm q lnm q lnm
j j

q n l m m l n
q

j q nm jnm

G A e A e

e
l l k

+
γ tt + +

+ + +
= =

γ t

= +

x ζ t = x ζ + x ζ +

Λ l d µ ζ +µ d l x
+

′ γ

∑ ∑

∑
 

( ) ( ) ( ) ( ) ( )
( )

( )( )
( )

2 6 2
2 6

3,2 3,2 3,2
1 1

2
1 2

11 2 3,

, , , ,

4 cos cos ,

q
jnm jnm

q
jnm

N
sj N jF

q lnm q lnm q lnm
j j

q n m l m l n
q

j q nm jnm

G A e A e

e
l l k

+
γ tt + +

+ + +
= =

*
γ t

= +

x ζ t = x ζ + x ζ +

Λ l µ d µ ζ +d l x
+

′ γ

∑ ∑

∑
 (26) 

( ) ( ) ( ) ( ) ( )
( )

( )( )
( )

( )( )

2 6 2
2 6

1, 3, 3, 3, 3, 3,
1 1

2

1 2
11 2 3,

, , , ,

4 sin sin ,

q
jnm jnm

q
jnm

N
sj N jF

q p lnm q p lnm q p lnm
j j

q qp p q l n m l m n q
j q nm jnm

G A e A e

eD
l l k

+
γ tt + +

+ + + + + +
= =

γ t

= +

x ζ t = x ζ + x ζ +

+ d −α Λ d l µ ζ +d µ l x
′ γ

∑ ∑

∑
 

( ) ( ) ( )
( )

( ) ( ) ( )
( )

( ) ( ) ( )
( )

( ) ( )
( )( )

( )( )

3
3

1,1, 2 6
3, 3,

3, 3,

, , , ,
, , , , 1,2 8,

, ,, ,
, , , , , ,

iklnm jnmj r iklnm rnm
iklnm klnm

nm rnmnm jnm
q

q klnm jnmq klnm jnmj N i
q kl n m q klnm q

q nm jnm q nm jnm

P s P s
A A r N

Q sP s
PP s

A A
Q s Q

++ + +
+ +

+ +

x ζ x ζ
x ζ = x ζ = = +

′′

x ζ γx ζ
l µ x ζ = x ζ =

′ ′ γ

 

where jnms , 1,2 6j N= +  are zeros of the polynomial ( )nmP s , 2 6 ,N i nms + +  are additional zeroes 

of the polynomial ( )3nmQ s , ( )q
jnmγ  are additional zeroes of the polynomial ( )3,q nmQ s+  

( ) ( )
( ) ( ) ( ) ( )

2 2 2 2
2 7, 2 8,

2 2 2 2

1 2

, ,

1 1 4 1 1 4
, .

2 2

N nm T n m N nm T n m

q q n m q q n mq q
nm nm

q q

s ik s ik

D D
+ += − µ l +µ = µ l +µ

− − − t l +µ − + − t l +µ
γ = γ =

t t

 

 
6. Example 
For calculation, we consider a rectangular three-component ( 3N = ) plate (independent 
components zinc and copper, which diffuse in duralumin), with the following 
characteristics [22]. 

( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

2
2 210 10 14

11 22 02 2 3

2
1 1 2 2 1 17 7 12

11 22 11 22 11 223 3

1 2 1 2
0 0

6.93 10 , 2.56 10 , 2700 , 2.89 10 , 700 ,

1.55 10 , 6.14 10 , 2.62 10 ,

0.0084, 0.045, 0.065 , 0.064

N N kg mD D T K
m m m sec

J J mD D
m m sec

kg kgn n m m
mol

* ** * −

* * * * * * −

l = ⋅ µ = ⋅ ρ = = = ⋅ =

α =α = ⋅ α =α = ⋅ = = ⋅

= = = = 4, 5 10 .l h m
mol

* −= = ⋅

 

We assume that the plate has the following dimensions: 1 0.01l m* = , 2 0.01l m* = , 
0.0005h m* = . 
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Let us set the following load parameters in the boundary conditions (15) (other  
0mklf = in (19)) 

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

1
111 2 1 2 1 23

1
112 2 2 2 1 23

12, , sin ,

12, , sin .

f x M x H x
h

f x M x H x
h

t = − t = t µ

t = − t = t µ
 (27) 

Calculating convolutions (16), taking into account (23) - (26), we obtain 

( ) ( ) ( ) ( ) ( )

( ) ( )
( )

2

1

2

1 1 2 111 1 2 111 1 1 2 1
1 0 0

2 6
111 1 1

2 1 2 1
1 1 1 1 1

, , , , , , , , sin

1 1sin sin cos ,
2 2

jn

lN

k
sN

n jnn
n

n j jn n jn

x x G x x t G l x x t H t dtd

P sel x x
s P s

t+

=
t∞ +

= =

χ t = ζ t− − − ζ t− µ ζ ζ =  

l − = µ l −  ′ 

∑∫∫

∑ ∑


 

( ) ( ) ( ) ( )

( ) ( )
( )

2

1

2

2 1 2 211 1 2 211 1 1 2 1
1 0 0

2 6
211 1 1

2 1 2 1
1 1 1 1 1

, , , , , , , , sin

1 1sin sin cos ,
2 2

jn

lN

k
sN

n jnn
n

n j jn n jn

x x G x x t G l x x t H t dtd

P sel x x
s P s

t+

=
t∞ +

= =

χ t = ζ t− − − ζ t− µ ζ ζ =  

l − = µ l −  ′ 

∑∫∫

∑ ∑


 

( ) ( ) ( ) ( ) ( )

( ) ( )
( )

2

1

2

1 2 311 1 2 311 1 1 2 1
1 0 0

2 8
311 1 1

2 1 2 1
1 1 1 3 1 1

, , , , , , , , sin

1 1sin sin cos ,
2 2

jn

lN

k
sN

n jnn
n

n j jn n jn

w x x G x x t G l x x t H t dtd

P sel x x
s Q s

t+

=
t∞ +

= =

t = ζ t− + − ζ t− µ ζ ζ =  

l − = µ l −  ′ 

∑∫∫

∑ ∑


 

( ) ( ) ( ) ( ) ( )

( ) ( )
( )

( )

2

1

2

1 2 3,11 1 2 3,11 1 1 2 1
1 0 0

2 6
1,11 1 1

2 1 2 1
1 1 1 3, 1 1

2 1 2 1

, , , , , , , , sin

1 1sin sin cos
2 2

1sin sin cos
2 2

jn

lN

q q q
k

sN
q n jnn

n
n j jn q n jn

n
n

H x x G x x t G l x x t H t dtd

P sel x x
s Q s

l x x

t+

+ +
=

t∞ +
+

= = +

 t = ζ t− + − ζ t− µ ζ ζ = 

l   − = µ l − +   ′  

l + µ l −


∑∫∫

∑ ∑


( )

( )

( )( )
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The calculation results are shown in Figs. 2-9. 20 series terms are used for calculation. 
Further increasing does not lead to visible changes in the results. E.g., the difference between 
10 and 20 terms of series for deflections and concentration increments is less than 1%, and for 
rotations of normal fibres it is about 3%. 

Figures 2, and 3 show the rotations of a normal fibre, and Figs. 4, 5 show the deflections 
of the plate. The result obtained in terms of deflections is in satisfactory agreement with the 
result obtained for the Kirchhoff-Love plate [18,19]. 
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Fig. 2. The angle of rotation 

( )1 1 2, ,6.5 10x xχ ⋅  

 
Fig. 3. The angle of rotation 

( )2 1 2, ,6.5 10x xχ ⋅  
 

 

 
Fig. 4. The plate deflection ( )1 2,0.5 ,w x l t  

 
Fig. 5. The plate deflection 

( )1 2, ,6.5 10w x x ⋅  
 
A comparison of the results for the elastic diffusion model and elastic model (at 

( ) 0q
ij
*α = ) shows that the influence of diffusion on the mechanical field at given boundary 

conditions is negligibly small. 
Figures 6, 7 show the surface density of the concentration increment of zinc (Fig. 6) and 

copper (Fig. 7), which are initiated by bending moments (27) applied to the edges of the plate 
1 0x =  and 1 1x l= . These increments have small values, which is confirmed by experimental 

studies [23], according to which the effect of mechanical loads on the diffusion field begins to 
manifest itself significantly, mainly during plastic deformations. Thus, elastic deformations 
have little effect on the kinetics of mass transfer.  
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Fig. 6. Surface density of the concentration 

increment ( )1 1 2,0.5 ,H x l t  

 
Fig. 7. Surface density of the concentration 

increment ( )2 1 2,0.5 ,H x l t  
 
Figures 8, and 9 show the effect of relaxation processes on the kinetics of mass transfer. 

It is shown that the effects associated with considering the finite velocity of propagation of 
diffusion fluxes are significantly manifested in a finite time interval, commensurate with the 
relaxation time ( )qt  and then decay (Fig. 9). 

 

 
Fig. 8. Surface density of the concentration 

increment ( )1 1 20.1 ,0.5 ,H l l t , 100,10 t∈    at 
different relaxation times. The solid line 
corresponds to ( ) 200 .q sect = , the dotted 

line to ( ) 100 .q sect = , the dashed line 
( ) 0qt =  

 
Fig. 9. Surface density of the concentration 

increment ( )1 1 20.1 ,0.5 ,H l l t , 110,10 t∈    at 
different relaxation times. The solid line 
corresponds to ( ) 200 .q sect = , the dotted 

line to ( ) 100 .q sect = , the dashed line 
( ) 0qt =  
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6. Conclusions 
Using the d'Alembert variational principle, a mathematical model of unsteady elastic diffusion 
transverse vibrations of a rectangular isotropic Timoshenko plate was constructed, which 
describes the relationship between mechanical and diffusion fields in a continuum. 
Furthermore, the model considers the relaxation diffusion effects, which determine the final 
velocity of diffusion disturbance propagation. 

A method for finding Green's functions in the problem of unsteady elastic diffusion 
transverse vibrations of a simply supported plate is proposed. This method applies the integral 
Laplace transform and the expansion in the double trigonometric Fourier series. Found 
Green's functions made it possible to obtain an analytical solution to the problem of a simply 
supported plate bending under the action of moments suddenly applied to the plate's edges. 

The calculation performed for a three-component plate makes it possible to modeling 
the nature of the mechanical and diffusion fields' interaction in a bent plate and the influence 
of relaxation processes on the kinetics of mass transfer. 

It should be mentioned that the algorithm suggested is not a universal method of 
coupled initial boundary value problems solution, and in particular of mechanical diffusion 
problems for plates. In the work [14] it is shown that a solution in the form of Fourier series is 
possible only under certain boundary conditions. These include simple support. In other cases, 
for example, for cantilever restraint, the method of equivalent boundary conditions is used. It 
is tested on the example of one-dimensional problems of mechanical diffusion [14], as well as 
for cantilever Bernoulli-Euler beams taking diffusion into account [25]. Solution of analogous 
problems for plates using the method mentioned transcends the scope of this work because of 
its awkwardness. 
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Abstract. A mechanism of the plastic deformation instability of crystalline alloys is 
considered in an autowave model of the Portevin-Le Chatelier effect. The model is defined by 
a system of differential equations for deforming stress, dislocation velocity, the concentration 
of dissolved impurity atoms interacting with moving dislocations, and forming an 
"atmosphere" of atoms around them, which provides braking of dislocations. In the model, the 
distribution of impurity atoms at a certain dislocation rate is considered to be stationary, 
which is typical for elevated temperatures. In this case, it is shown that the braking force at a 
dislocation velocity above the critical one has a region of negative sensitivity to the 
deformation rate, as a result of which the Portevin-Le Chatelier effect is realized. The 
numerical solution of the original system under the assumptions made showed that the effect 
manifests itself in the form of relaxation self-oscillations of the deforming stress and the rate 
of plastic deformation. An expression for the oscillation period is obtained, which is inversely 
proportional to a given rate of plastic deformation and temperature. 
Keywords: Portevin-Le Chatelier effect, alloys, serrated deformation, high temperatures, 
relaxation self-oscillation 
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1. Introduction 
The mechanics of crystalline alloy deformation in a certain interval of elevated temperatures 
reveals experimentally features associated with serrated deformation [1,2]. In the literature, 
this phenomenon is called the Portevin-Le Chatelier effect after the French researchers, who 
first observed this effect in 1923. 

The serrated deformation is especially clearly manifested in crystalline alloys with a 
BCC structure, where atoms of a solute substance are embedded in the internodes of an 
octahedral structure. In solid substitution solutions, the Portevin-Le Chatelier effect is 
somewhat weaker distinguished from the ordinary background deformation hardening [3]. 

The effect is the repeated occurrence of localized or spreading deformation bands, 
causing short-term jumps of deformation in the crystal. When deformation occurs at a 
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constant rate, this manifests itself macroscopically in the form of jumps of the deforming 
stress due to the elastic response of the machine-sample system. Sometimes a fairly smooth 
change in the load is observed (usually for FCC crystals), but more often the dynamics of 
jumps in the form of the relaxation oscillations take place. 

The Portevin-Le Chatelier effect, as a manifestation of the instability of plastic flow, 
can be observed for a wide class of alloys under arbitrary types of loading in certain ranges of 
deformation rates and temperatures. In experiments on uniaxial loading, the effect is 
manifested at low deformation rates and elevated temperature: the loading-deformation 
diagram acquires a sawtooth shape (Fig. 1). 

 

  
 

Fig. 1. Experimental dependence of the applied to the sample stresses on time at 
different values of the deformation rate. Tensile tests were carried out ( TV  is the rod velocity) 

for the alloy 0.85 MnMgAl −−  at the temperature KT 395=  [4] 
   

Usually, there are three main types of manifestation of the Portevin-Le Chatelier effect 
[5,6,7]: type A  – the appearance and movement of a single (solitary) Luders deformation 
band along the axis of the sample, which can occur repeatedly; type B  – deformation bands 
appear and disappear in an oscillating or intermittent mode, spreading along the sample; type 
C  – Luders bands occur randomly along the length of the sample. 

The analysis of experimental data allows us to conclude that the manifestation of the 
Portevin-Le Chatelier effect [8-11] is directly related to the formation of "atmospheres" of 
dissolved atoms [1, 3] on mobile dislocations. This leads to a negative velocity sensitivity of 
the flow stress and, as a consequence, to the instability of plastic deformation in the form of 
Luders bands and the Portevin-Le Chatelier effect. 

Due to the recent increase in interest in this effect [12-15], a large number of various 
models [10,16-18] have been proposed in the literature. However, a complete theory has 
not yet been built. 

First of all, this is due to the phenomenological nature of many models and, 
accordingly, the lack of rigor in the formulation of the problem. For example, when analyzing 
from a mathematical point of view the serrated deformation characteristic to the Portevin-Le 
Chatelier effect, one should take into account the inertial terms (the effective mass of 
dislocations) in the original system of equations. This makes the model mathematically more 
correct. In this situation, it is advisable to formulate a model for mesoscopic variables: 
deforming stress and dislocation velocity, within the framework of the model [19], taking into 
account the dynamics of clouds of impurity atoms in the vicinity of moving dislocations. 
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In this article, an autowave model is formulated, which allows us to give a possible 
explanation of the Portevin -Le Chatelier effect and the formation of deformation bands 
(Luders bands)from a single position. Within the framework of the model under 
consideration, the article assumes obtaining the dependence of the deforming stress and 
dislocation velocity on time in the form of relaxation oscillations. Other unstable modes of 
plastic deformation based on the proposed model will be investigated in subsequent works. 

 
2. The model of unstable deformation in alloys 
Let us consider the behavior of an ensemble of dislocations in a slip band of width w . Let us 
choose the x0  axis in the direction of a given dislocation sliding system at some angle to the 
axis of the tensile test specimen. Let the distribution of dislocations in the slip band be 
characterized by their densities ),( tr+r  and ),( tr−r , and /2== 0

00 rrr −+  in equilibrium. 
Denote the velocity of dislocations by ),( tv r . Accordingly, the rate of plastic deformation in 
the slip strip is defined as vb 0= rε  (b  is the module of the Burgers dislocation vector). 

In general, the movement of dislocations with an atmosphere of dissolved atoms (for 
example, Cottrell's atmosphere) is a complex two-dimensional problem. For this reason, we 
first consider the one-dimensional case to clarify the features of the nonlinear dynamics of 
dislocations and impurity atoms. We assume that the deviation of the dislocation density from 
the stationary value is insignificant, then the process of plastic deformation in the shear band 
in the loading regime with a given rate 0ε  of plastic deformation can be described by the 
following system of equations  
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where equation (1) is the equation of dislocation motion, *m  is its effective mass, ie t−tt =  
is the shear deforming stress in the current sliding system, et  is the external stress component 
in the current sliding system, it  is the dry friction stress (the internal friction from randomly 
located dislocations and Hall-Petch stress), ntit  is the field of internal stresses from a system 
of dislocation charges at the grain boundaries. ntit  is defined by equation (2), which takes into 
account the fact that elastic fields induced at the boundaries (in accordance with the 
continuum limit of the Ballou-Bilby formula ε∂γt 2

1
i = xx
nt ) relax due to accommodative 

adjustments. The parameter 2
1 Gdgα≈γ  serves as a measure of elastic grain correlation 

( 1≈αg , d  is grain size), and at  is a characteristic time of plastic accommodation [19]. 
The equation (3) is the Gilman-Johnston equation for the active loading regime [19,20], 

which takes into account the dynamics of load changes under the condition of the stretching 
rate constancy of the crystal sample, *G  is the effective modulus of elasticity, pL  is the 
length of the plastic deformation zone. 
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The diffusion and drift of solute atoms in one-dimensional approximation are 
determined by the equation (4), where ),( xtc  is the number of impurity atoms per unit area, 

cD  is the diffusion coefficient of dissolved atoms. )(vF  is the nonlinear braking force of 
dislocation  per unit length is due to the interaction of impurity atoms with dislocation, which 
is determined by the interaction energy  

,
)(

= 1/222 xb
W

+
b  (6) 

where b  is the interaction constant in the dimensional effect [3]. The energy )(xW  in the one-
dimensional approximation creates a cloud of impurity atoms in the vicinity of the dislocation 
similar to the Cottrell atmosphere in the two-dimensional case [1,3]. 

The original system (1)-(5) is quite complex and contains a large variety of possible 
solutions. For this reason, in this paper, we restrict ourselves by the following 
approximations: (i) let the time of plastic accommodation at  in the equation (3) is 
significantly less than the characteristic time scale of changing the variable ntit , then 

ε∂∝t 

2i
xx

nt

  
[7,19 ], (ii) we neglect in the diffusion equation (4) by the time derivative (i.e. we 

consider the stationary case, when the formation time of the atmosphere of impurity atoms is 
less than the time of characteristic changing of the variables t  and v ). As a result, we have 
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where 10= γrη atb . 
In these approximations, since equations (10) and (11) determine the behavior of the 

system (7)-(9), we consider first the diffusion problem and find the braking force )(vF . 
Solving (10) and (11) numerically, we obtain the following results, shown in Fig. 2. 

The dependence of the braking force )(vF  on dislocation velocity has a characteristic 
nonlinear appearance with a descending part corresponding to the negative velocity sensitivity 
of the flow stress (Fig. 2 ).a  The function )(vF  has a maximum at some velocity ,= avv  
which can be evaluated as follows. 

From a physical point of view, the mobility of dislocations is determined by the 
diffusion of dissolved atoms, if the relaxation time vx /1  for displacement during dislocation 
drift over a certain distance 1x  is less than the relaxation time cDx /2

1  for diffusion over the 
same distance, where kTx /=1 b  is the effective width of the dislocation potential (6). 

At the maximum point, the nature of the dislocation movement changes from diffusion 
to drift i.e. cDxvx // 2

11 ≈  must be performed, or, taking into account ,/=1 kTx b  we get  

.= t
c

a vkTDv
b

≈  (12) 
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          a                                                                        b   

Fig. 2. The dependence of the braking force )(vF  on the dislocation velocity )(a  in the 
case of braking by the atmosphere determined by the solution of the equation (10). In the 

figure )(b  the symmetric curve corresponds to the atmosphere ))/((exp= 0 kTxWcc  at 0=v  
and the asymmetric curve to the atmosphere at avv >>  (T  is temperature, k  is the Boltzmann 

constant, 0c  is the impurity concentration at ±∞=x ) 
   

It was observed in [11], that with diffusion dynamics ( avv < ), the distribution of 
dissolved impurity atoms around a moving dislocation is approximately the same as with 

0,=v  i.e.  
)./(exp0 kTWcc ≈  (13) 

In this case, using the theorem about dissipation [3]  
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Then, at low velocities, the deforming stress depends linearly on the velocity, i.e. 
,= Bvt  where the mobility is defined as  

,6== 2

2
0

kTbD
c

v
B

ct

max bπt  (16) 

which, up to a numerical coefficient, coincides with the Cottrell-Jesvon[11] formula. 
 

3. The Portevin-Le Chatelier effect 
From the analysis of the solution for the braking force )(vF , it follows that at avv > , the 
braking force decreases with increasing velocity. This is due to the fact that, as the velocity 
increases, the dislocation gradually loses the atmosphere of dissolved atoms (Fig. 2 b ), at 
some critical velocity [3]  

2/= kTbDv cc b  (17) 
the atmosphere disappears and at cvv >  the braking is caused only by the statistically 
distributed atoms of the solute. For this domain ( cvv > ), we consider the mechanism 
proposed by Hirt and Lote in the field of solute atoms [3]. They found that the flow stress is 
determined in this case by the ratio  
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./2= 0 bDkTvc ct  (18) 
For further analysis, we introduce the function 

,/2)/(=)( 0 bDkTvcbvFvf c+  (19) 
which is the sum of the function bvF )/(  with the stress t  (18). The graph of )(vf  has the 
form of a nonlinear N -shaped figure, shown in Fig. 3. 

Depending on the specified loading conditions of the sample ( 0= εε  ), the straight line 

000 /== rε bvv   corresponding to the homogeneous stationary solution of the systems (7)-(9) 
can intersect the curve )(= vft  differently.  

 

  
 

Fig. 3. Phase diagram for the variables t  and .v  The straight line 0=0vv −  located on 
the descending branch of the function )(vf  

   

  
Fig. 4. The form of the obtained relaxation self-oscillations of the deforming stress )(tt  

and the dislocation velocity )(tv  in the slip band as a function of time t  
 

If it intersects )(vf  in the stable region ( 0>|)(
0=vvvf ′ ), then the plastic deformation 

process develops through the propagation of the excitation fronts of the deformation rate 
(Luders bands) [19], if in an unstable ( 0<|)(

0=vvvf ′ ), then, additionally with the propagation 

of the wavefronts, a jump-like self-oscillating mode of the unstable flow is established, which 
manifests itself as the Portevin-Le Chatelier effect. Let us consider this particular case. 

We assume that the time of spontaneous formation of deformation bands at the lateral 
boundary of the sample is significantly less than the time of propagation of the bands 
through the cross-section. In this case, the load change does not have time to adjust to 
the specified regime of plastic deformation and the deformation bands fill the entire sample 
space almost instantly. 
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We consider for this case solution of the system of equations (7)-(9) with the 
replacement )(vF  by )(vbf . Numerical analysis of this system has shown that the flow stress 

)(tt  and the dislocation velocity )(tv  change periodically over time. 
A self-oscillating process on the plane of variables ( ,t )v  corresponds to the phase 

trajectory ),(vt  shown in Fig. 3. Under any initial conditions (for example, corresponding to 
the point O ), the system goes to the limit cycle ABCD  regime, consisting of segments of fast 
and slow movements. Meanwhile, the system performs relaxation self-oscillations (Fig. 4). 

   
4. Conclusions 
It can be noted, that the system (7)-(9) has a small parameter with the time derivative 
of velocity, the smallness of which is due to the extreme smallness of the effective dislocation 
mass ( g/cm10 15* −≈m ). Then the analysis of the solution of the system (7)–(9) can 
be carried out by standard asymptotic methods, dividing the system into the subsystem 
of fast movements 
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and the subsystem of slow movements 
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The subsystem of fast movements actually coincides with that considered in [19] and is 
a mathematical model of the formation and propagation of Luders bands. 

From equation (21), it is possible to determine the oscillation period 0T  by calculating 
the time of movement along the limit cycle. Meanwhile, the time of fast movements 
can be neglected. 

The main contribution to the oscillation period is made by the segment BA−  of slow 
movements (see Fig. 4), on which the average dislocation velocity  

dxtxv
L

v pL

p

),(1=
0∫  (22) 

coincides approximately with the velocity of dislocations in the slip band ( vv ≈ ). Then 
from (21), we find  

.6)(1= 2
0

*

2
0

00
*0 kTbDG

cdv
vv

vf
bG

T
c

av

bv ε
bπ

≈
−
′

r ∫


 (23) 

Expression for the oscillation period (23) is obtained under the assumption of an 
approximation of )(vf  on the segment BA−  by a linear function for avv >0 , and using also 
relations (12) and (15). Thus, the oscillation period is 0T  inversely proportional to the rate of 
plastic deformation 0ε  [4] (see Fig. 1) and decreases with increasing temperature T  [6].  
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Abstract. In this paper, three-phase lag heat transfer model Roychoudhari [1] is employed to 
study the problem of reflection and transmission of thermoelastic waves of an obliquely 
incident plane P or SV wave at the interface between an elastic solid and a fractional order 
thermoelastic solid subjected to continues boundary conditions. The amplitude reflection and 
amplitude transmission coefficients are derived by using the potential method. It was found 
that the energy ratios and amplitude ratios of waves depend upon the incident angle and the 
frequency of the incident wave. The problem is illustrated by computing numerical values of 
amplitude ratios and energy ratios for the copper material. Graphical results for two-phase lag 
are compared with the corresponding results for three-phase lag theory of thermoelasticity. 
The effect of fractional order on the energy ratios is also discussed graphically. The present 
derivation is used to study the energy conservation among the incident, reflected, and 
transmitted waves. It is verified that in this process there is no energy dissipation at the 
interface. 
Keywords: amplitude; fractional, reflection, transmission, three-phase lag, elastic waves, 
energy ratio 
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1. Introduction 
The field of fractional calculus studies fractional derivatives, fractional integrals, and their 
properties. Fractional calculus is the mathematical study that takes the traditional 
definitions of integral and derivative operators of calculus to the fractional integral and 
derivatives. Although there was not any geometrical and physical representation of 
fractional order integral and derivatives for more than 300 years. Igor Podlubny showed 
the geometric interpretation and physical representation as "Shadows on the walls" and 
"Shadows of the past" respectively.  

Fractional calculus is used in many desirable models to review the physical processes 
considerably among with heat conduction, diffusion, viscoelasticity, solid mechanics, 
electrical networks, fluid flow and electromagnetic theory, etc. which involves integrals 
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and derivatives of fractional order. In many cases the use of fractional order theory is very 
useful in situations where the heat conduction law depending upon classical theory fails.  

Abel [2] was the first to use fractional calculus for the tautochrone problem. It can be 
stated that the theory of fractional derivatives and integrals was established after the 
1950's. Caputo and Mainardi [3-4] and Caputo [5] experimentally verified the use of 
fractional derivatives for viscoelastic materials and proved the connection between 
fractional derivatives and linear viscoelasticity. Miller and Ross [6] established a collection 
of various developments and applications in the field of fractional calculus. 

The path of transformation in the heat equation law of classical theory to the parabolic 
type heat conduction equation was opened by Lord and Shulman [7]. A further modification 
was made by Green and Naghdi [8-10] by the introduction of three distinct theories. 
Chandrasekharaiah [11] introduced the dual phase lag theory of thermoelasticity. This 
theory supported the theory proposed by Tzou [12-13] where the heat conduction equation 
becomes hyperbolic. In this model heat conduction equation involves two-phase lags to study 
the microstructural effects that occur during the heat transfer. The theory given by 
Roychoudhuri [1] was the modification of the previous generalized theories of 
thermoelasticity and it involves a Fourier law having three phase lags.  

Achenbach [14] described the different aspects of elastodynamics and wave 
propagation phenomenon for thermoelastic solid medium. Borcherdt [15] studied the 
reflection and refraction of waves in elastic and anelastic solid mediums. Sherief and Saleh 
[16] using the Laplace Transform technique studied a half-space problem in a generalized 
thermoelastic diffusion medium. Kumar and Gupta [17-18] in their work used the 
methodology of fractional calculus and dual-phase-lags. Wang, Liu, Wang & Zhou [19] 
derived the basic equations for anisotropic temperature-dependent generalized 
thermoelastic medium with fractional order parameters. 

Raslan [20] using the Laplace transform technique solved a one-dimensional problem 
having fractional derivative and computed the results for temperature change, 
displacement, and stress distribution. Abbas [21] studied the coupling of plasma, elastic and 
thermal waves using the eigenvalue approach. He also depicted the difference between the 
classical, Lord-Shulman and the dual phase lag theory. Lata [22] studied the 
thermomechanical interactions in a thick circular plate under the two temperature theory of 
thermoelasticity with fractional order derivative. Kumar, Vashisth, and Ghangas [23] 
investigated the effect of phase lag, two-temperature, and void on waves in the anisotropic 
thermoelastic medium.  

Atwa and Ibrahim [24] studied the effect of two temperatures and diffusion and also 
depicted the effect of three-phase lag and Green Nagdhi type III theories of thermoelasticity. 
Nonlocal theory having fractional derivative heat transfer thermoelastic medium with voids 
was studied by Bachher and Sarkar [25]. 

Waves in a thermoelastic medium with dual-phase-lag and voids were studied by 
Mondal, Sarkar, and Sarkar [26]. Said [27] used fractional order parameters to study the 
plane wave propagation and computed the fundamental solution.  

Abouelregal [28] used the theory of fractional calculus and derived a new model of 
three-phase-lag thermoelastic heat conduction of higher-order time-fractional derivatives that 
includes high-order time-fractional derivative approximations of three-phase-lags in the heat 
flux vector, the temperature gradient and in the thermal displacement gradient.  

Abouelregal and Ahmad [29] constructed a fractional order thermoelastic model with 
phase lags. Saidi and  Abouelregal [30] studied the thermoelastic model for an infinitely long 
cylinder with two phase-lags having higher-order time-derivatives. 

Kulkarni and Mittal [31] applied the two-temperature theory to a homogeneous 
isotropic generalized dual phase lag fractional order thermoelastic medium. He obtained 
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thermal displacement, stresses, conductive temperature, and thermomechanical temperature 
using the State space approach.  

Abouelregal et al. [32] established a generalized thermoelastic model by considering 
two-fractional thermal  conduction and multi-phase-lags. They also extracted several models 
of generalized thermoelasticity including fractional derivatives  from the considered model.  

Abouelregal et al. [33] presented a new fractional model of non-Fourier heat conduction 
that includes phase delays and two fractional orders using the Laplace transform approach. 
Sharma [34] studied the effect of phase-lags and voids on thermoelastic interactions in a 
nonlocal elastic hollow cylinder. 

The present paper is concerned with the reflection and transmission phenomena of the P 
and SV waves striking at the plane interface between an elastic solid half-space and a 
thermoelastic half-space with fractional order derivative. The three-phase lag thermoelastic 
model [1] is used to discuss the effects of the incident angle and the frequency of the incident 
wave on the reflection and transmission coefficients in the forms of amplitude ratios and 
energy ratios, respectively. Finally, comparisons have been made to study the effect of the 
fractional order parameters, two-phase lag, and three-phase lag theory of thermoelasticity. It is 
verified that there is no energy dissipation at the interface. 

 
2. Governing Equations 
Following Kumar and Gupta [17], the equations of motion, Stress-Strain and temperature 
relation, and Strain displacement relation are: 
( ) ( ) ( ) 12 u u uTλ µ µ β ρ+ ∇ ∇. − ∇×∇× − ∇ = ,  (1) 

( )2ij ij kk ije e Tσ µ λ γ δ= + − ,  (2)  

( ), ,
1 .
2ij i j j ie u u= +  (3) 
The heat conduction equation for three-phase lag thermoelastic medium with time-

fractional derivative is 
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 ∂ ∂ + + + ,
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 (4)   

where λ µ,  are the Lame's constants, ρ is the density assumed to be independent of time, u is 
displacement vector, α denotes the fractional order parameter, K  is the coefficient of thermal 
conductivity, EC  is the specific heat at constant strain, 0T T= Θ −  is small temperature 
increment, Θ  is the absolute temperature of the medium; 0T  is the reference temperature of 

the body chosen such that ( )0/ 1T T << , ij ijeσ ,  are the components of the stress and strain 

respectively, kke  is the dilatation, ( )1 3 2 tβ λ µ ν= + , tν  is the coefficient of thermal linear 
expansion, , andq T νt t t  respectively, are the phase lag of heat flux, phase lag of temperature 
gradient and phase lag of thermal displacement gradient.  
 
3. Fractional-order derivative and integral 

 Following Caputo [35] and Miller and Ross [6]: 
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( ) ( )1 ,d f t I f t
dt

α
α

α
− ′=    

where fractional order ( ]0 1α ∈ ,  (5) 

( ) ( )
( ) ( )

1

0
0

t t
I f t f d

α
α t

t t α
α

−−
= , >

Γ∫ .         (6) 

Here ( )f t  is an absolutely continuous function.  
 
4. Definition and formulation of the problem 
We consider a plane interface along the x1-axis between an isotropic elastic solid half-space 

3 0x < (Medium I) and a thermoelastic solid half-space 3 0x > (Medium II) with 3x -axis points 
vertically downwards into the thermoelastic solid medium. The reflection and transmission 
problem investigated here is in the two-dimensional 1 3x x−  plane. The geometry of the paper 
is shown in Fig. 1.   

Let a plane harmonic wave (P or SV) traveling through the isotropic elastic solid half-
space be incident at the interface 3 0x = . The incident wave will give rise to: 
(i) Two homogeneous waves (P and SV), reflected in isotropic elastic solid half-space. 
(ii) Three inhomogeneous waves (P, T and SV), transmitted in isotropic thermoelastic 

solid half-space. 
 

                     
Fig. 1. Geometry of the problem 

 
The displacement vector eu  of elastic solid half-space and u  of thermoelastic half-

space are  
( ) ( )e e e

1 3 1 3u 0 u u 0 u .= , , , = , ,u u  (7) 
The dimensionless quantities are introduced as 

    

contact surface x3= 0

Fractional order thermoelastic
 half-space (medium II) x3> 0
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P

A3

A2
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x3-axis
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 (8) 

Using Helmholtz representation, the non-dimensional displacement components 
1 3 1 3, , ,e eu u u u  are related by the potential functions as  

( ) ( ) ( ) ( )1 1 3 3 3 1/ / / /u x x u x xψ ψ= ∂φ ∂ − ∂ ∂ , = ∂φ ∂ + ∂ ∂ ,                                 

( ) ( ) ( ) ( )1 1 3 3 3 1/ / / / .e e e e e eu x x u x xψ ψ= ∂φ ∂ − ∂ ∂ , = ∂φ ∂ + ∂ ∂  (9) 

Assuming plane harmonic waves in 1 3x x − plane as
 { }( ) { }1 3

e e e e i tT x x t T e ωψ ψ ψ ψ −φ, , ,φ , , , = φ, , , φ , ,  (10)  
Where ω  is the angular frequency.           

Taking 1 2φ = φ + φ , these potentials 1 2,φ φ  satisfy the wave equations 
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Here 1 2V V,  are the velocities P and T wave in medium 2 and are characteristic roots of 
the equation  

4 2 2 4 0FV E V Dω ω− + = ,  (12)  
where  
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The potential functions e eψ ψ, φ ,  satisfy the equations 

( )2 2 2
3/ 0Vω ψ ∇ + = ,   (13) 

( )2 2 2/ 0e
pvω∇ + φ = ,  (14) 

( )2 2 2/ 0e
svω ψ∇ + = ,  (15) 

where 3
1V
β

=  is the velocity of SV wave in medium 2. 

( )2e e
e
p ev

λ µ

ρ

+
=

 
and 

e
e
s ev µ

ρ
= are the velocities of P and SV wave in medium 1.   

The potential functions in elastic solid half-space(medium 1) are taken as  

170 Puneet Bansal, Vandana Gupta



( )( ){ }
( )( ){ }

0 1 0 3 0

1 1 1 3 1

exp sin cos /

         exp sin cos /

e e
p

e
p

A x x v t

A x x v t

iω θ θ

iω θ θ

 φ = + − + 
 − − , 





 (16) 

( )( ){ }
( )( ){ }

0 1 0 3 0

1 1 2 3 2

exp sin cos /

          exp sin cos /

e e
s

e
s

B x x v t

B x x v t

ψ iω θ θ

iω θ θ

 = + − + 
 − − . 





 (17)         

where the coefficients ( )0 0 1
e e eA B A, and 1

eB are respectively the amplitudes of incident P or 
incident SV, reflected P, and reflected SV waves. 

Following (Borcherdt [15]), in thermoelastic solid half-space (medium 2), the wave 
field for the transmitted wave is  

{ } { } ( ) ( ){ } ( )
2

1
r  1, 21 Α r Pi i i i

i
T n B exp exp t ii ω

=

φ, = , . . , =−∑                                                 (18) 

( ) ( ){ }3 3 3A r P rB exp exp tψ i ω= . . − .                                                                                 (19) 

Here in  denotes the constants specified in Appendix 1.  
The coefficients 1 2,B B , and 3B are the transmitted P, T, and SV wave amplitudes.  
The propagation and attenuation vectors are  

( )1 3 1 3ˆ ˆ ˆ ˆP 3 1,A 2,i R iR i I iIx dV x x dV ixx x= + , = − − =,, , (20)                                          

( )( ) ( )2 2 2  1, 2,/ 3i iR iI idV dV idV p v Vi ω x= + = . =. − , , (21) 

R Ix x ix= +  .  
Here p.v. denotes the principal value.  

( )P sin A sin ,i i i i ix θ i θ γ′ ′= − −

  
(22) 

where  
, 1, 2,3i iγ =  are the angle between propagation and attenuation vector, , 1, 2,3i iθ ′ =  are the 

angle of refraction. 
 
5. Boundary conditions 
At interface 3x =0, 

1. Mechanical conditions  
 Continuity of stress and displacement components 

  33 33
eσ σ= ,             (23) 

  31 31
eσ σ= ,          (24) 

   1 1
eu u= ,             (25)

 3 3
eu u= ,                                                  (26) 

 
2. Thermal condition  

3

0T hT
x

∂
+ = .

∂
 (27) 

where h denotes the coefficient of heat transfer, 0h →  and h → ∞  are respectively for the 
insulated, and isothermal boundary. 
where in equations (23) and (24): 
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( ) ( )

( ) ( )

2 2 2 2
31 1,3 3,1 0 33 3,3 1,1 1 1 0
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 (28) 

Using the (16)-(19) in the above equations, we have 
5

1
ij j i

j
d Z g

=

= ,∑   (29) 

and Snell's law  
0 0 1 2sin / sin / sin / ,R p sV v vx ω θ ω θ ω θ= = =  (30) 

Here 1 2,Z Z  denotes the amplitude ratios of reflected P and reflected SV wave and  

3 4 5, ,Z Z Z  denotes the amplitude ratios of transmitted P, T and SV waves to that of the 
incident wave. 

Also , ( , 1, 2,3, 4,5)ijd i j =  are specified in Appendix 2.  
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0
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when SV-wave is incident
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The coefficients ig  in the equation (29) are  
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1
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i
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i i
i

d for incident P wave
g i
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 − ,= ; =
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0 5ig i= ; = .  
 
6. Energy partition 
It is physically important to consider the energy partition of the incident wave among the 
various reflected and refracted waves at the plane interface. The rate of energy transmission 
per unit area is given by Achenbach [14]: 

( )
( ) ( ) ( ) ( ) ( )

*
1 313 33

1 313 33

Re .Re Re .Re

Re .Re Re .Re

e ee e e

i ij j
ij

P u u elastic medium
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σ σ
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= + 


= + 

 

 

 (32) 

Using equations (16)-(19) in equation (32) with the aid of (9) and (28), we have the 
energy ratio of reflected P and SV waves as 

0/ ; , 1, 2,e e
i iE P P i j∗ ∗= − =     (33)      

and 
0/ ; , 1, 2,3,e

ij ijE P P i j∗ ∗= =  (34)   
are the energy ratios of transmitted P, T, and SV waves respectively. 

The non-diagonal entries  

 
3 3

1 1
RR ij ii

i j
E E E

= =

 
= − . 

 
∑ ∑  (35) 

denotes the sharing of interaction energy in all transmitted waves.  
Also 

( ) ( )
4 2 4 22 20 0
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α β
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2 24
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, i , j =1, 2. (36)  

The law of conservation of energy is also verified i.e. 
1 2 11 22 33 1RRE E E E E E+ + + + + = .  (37)  

 
7. Numerical results and discussion 
Using the physical data for copper material in a thermoelastic medium (medium 2) are taken 
from Sherief and Saleh [16] and granite in an elastic medium (medium 1) is taken from 
Bullen [36]. 

For thermoelastic medium 
10 1 2 10 1 2 3

0
3 1 1 5 1

3 3 3 1 1

7.76 10 , 3.86 10 , 0.293 10 ,

.3831 10 , 1.78 10

0, 8.954 10 , 0.383 10 .
E t

Kgm s Kgm s T K

C JKg K K

h Kgm K Wm K

λ µ

α

ρ

− − − −

− − − −

− − −

= × = × = ×

= × = ×

= = × = ×

   

0TC =  for two and three phase lag model and 1KC = . 
For elastic medium 

3 3 3 1 3 12.65 10 , 5.27 10 , 3.17 10e e eKgm ms msρ α β− − −= × = × = ×  
and frequency 2 100 Hzω π= × × is kept fixed. 

In Figures 2-7 and Figures 8-13, the energy ratios , 1, 2iE i = and the energy matrix 
defined in the previous section are calculated and plotted with respect to the angle of 
incidence 0 0θ = °  to 0 90θ = ° for two and three-phase lag models and fractional orders α =0.5 
and α =1.5 respectively. 

In all figures, the slant and horizontal lines correspond to fractional orders α =0.5 and 
α =1.5 respectively for three-phase lag model. The horizontal squares and slant squares 
correspond to fractional orders α =0.5 and α =1.5 respectively for two-phase lag model. The 
graphs are plotted in 3D to clearly depict the effect of fractional orders and phase lag models. 
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Fig. 2. Variation of energy ratio E1 w.r.t. angle of incidence θ0  for P wave 
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Fig. 4. Variation of energy ratio E11 w.r.t. angle of incidence θ0  for P wave 

0.0

0.2

0.4

0.6

0.8

0
10

20
30

40
50

60
70

80
90

Fi 5 V i ti  f  ti  E  t  l  f i id θ  f  P  

 

3 phase lag α=0.5
2 phase lag  α=0.5 
3 phase lag α=1.5
2 phase lag  α=1.5 

E 22
*1

01

θ 0

 
Fig. 5. Variation of energy ratio E22 w.r.t. angle of incidence θ0  for P wave 

 
Fig. 6. Variation of energy ratio E33 w.r.t. angle of incidence θ0  for P wave 
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Fig.7. Variation of energy ratio ERR w.r.t. angle of incidence θ0  for P wave 

 
Incident P wave 
Figure 2 depicts that for two and three-phase lag models, for θο  varies from 0 to 63°, 1E
decreases with increase in θο  after that 1E increases with further increase in the values of θο

up to 90°. But Figure 3 almost depicts the different behavior. Here first 2E increases in the 
range θο0 ≤ ≤ 69°of θο and then decrease in the values of θο  up to 90°. 

Figure 4 indicates that for α =0.5, for both models 11E decreases when οθ0 ≤ ≤ 5°and 
then attains minima. Due to the small values of 11E , its values are magnified after 
multiplication by 106. On the other hand for α =1.5, for both models, 11E  increases for 

θο0 ≤ ≤ 69°  and then decreases continuously. Figure 5 depicts that for α =0.5, for both 
models 22E  attains the minimum value. Figure 6 depicts that 33E  attains the minimum value, 
nearly to zero in the range θο10° ≤ ≤ 90°  and in range θο0 ≤ ≤10°values of 33E are higher in 
the case of two-phase model with α =0.5. The values of 33E are magnified by multiplying the 
original value with 1025. Figure7 depicts that for α =0.5, the energy ratio RRE attains a value 
nearly equal to zero for both phase models and for α =1.5, RRE  decreases in the range 

θο0 ≤ ≤ 30°and attains a constant value in the range θο30° ≤ ≤ 60° and further increases 
rapidly for both phase models. Also from figures, the law of conservation of energy is also 
verified. 
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Fig. 8. Variation of energy ratio E1 w.r.t. angle of incidence θ0  for SV wave 

0.0

0.2

0.4

0.6

0.8

1.0

0
10

20
30

40
50

60
70

80
90

Fi 9 V i ti  f  ti  E  t  l  f i id θ  f  SV  

 

3 phase lag α=0.5
2 phase lag  α=0.5 
3 phase lag α=1.5
2 phase lag  α=1.5 

E 2

θ 0

 
Fig.9. Variation of energy ratio E2 w.r.t. angle of incidence θ0  for SV wave 
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Fig.10. Variation of energy ratio E11 w.r.t. angle of incidence θ0  for SV wave 

 
Fig.11. Variation of energy ratio E22 w.r.t. angle of incidence θ0  for SV wave

 
Fig.12. Variation of energy ratio E33 w.r.t. angle of incidence θ0  for SV wave 
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Fig.13.Variation of energy ratio ERR w.r.t. angle of incidence θ0  for SV wave 

 
Incident SV wave 
From Figure 8, it is evident that for both phase models and fractional orders 1E  increases 
rapidly for θο0 ≤ ≤ 30° , attains a maximum at θο = 30°  and decreases rapidly for 

θ°30° ≤ ≤ 40° , and thereafter attains minimum value nearly to zero in the range 
θο40° ≤ ≤ 90° . From Figure 9 it is clear that the trend of 2E  is opposite to 1E  in the range 
θο40° ≤ ≤ 90° . 11E  and 22E  shows the same variation for both phase models and fractional 

orders. Both attain a maximum value of α =1.5 in the range θο30° ≤ ≤ 40° . The values of 11E  
and 22E  are magnified by multiplying the original values with 106. Figure 12 indicates that 

33E  attains a value nearly to zero in the range θο0 ≤ ≤ 40°  and then fluctuates for 
θο40° ≤ ≤ 90°  and attains maximum and minimum values in the range θο40° ≤ ≤ 60° . The 

energy ratios 33E  are magnified by multiplying the original value with 1022. Figure 13 
indicates that for α =0.5 (Two and three-phase lag models) values of RRE  are nearly to zero 
and α =1.5 (Two and three phase lag model), RRE decreases smoothly when θο0 ≤ ≤ 35° , 
attains minima at θο = 35°  and then increases rapidly in the range θο35° ≤ ≤ 90° . The law of 
conservation of energy is verified. 
 
8. Conclusion 
1. The reflection/ transmission coefficients of oblique incidence of P (or SV) wave are 
derived. 
2. Reflection/transmission coefficients changes with change in the material parameters and 
angle of incidence.  
3. The results obtained indicate the significant effect of phase lags and fractional parameters 
on the reflection/transmission characteristics of waves. 
4. The energy ratios are numerically calculated and plotted graphically and sum of energy 
ratios of reflected, and transmitted waves and interference between transmitted waves is 
proved to be unity which shows that there is no dissipation of energy. 
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5. Significant effect of fractional orders and phase lag models has been observed on energy 
ratios. 
6. This problem of reflection and transmission of waves has applications in many fields like 
geophysics, seismology, non-destructive evaluation, etc. 
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Abstract. Today, non-destructive analysis techniques for solids are playing an important role 
in industrial applications and scientific as well as technological research. Photoacoustic 
method is one of such non-destructive methods, in which generation of acoustic waves takes 
place due to the absorption of the modulated incident radiation. Photoacoustic cell is a base 
for photoacoustic research. Hence design and performance optimization play an important 
role in determining the efficiency of that cell. The design of the photoacoustic cell depends on 
various aspects like mode of operation, thermal diffusion, nature of the radiation source, and 
type of the detector. In this paper, designing aspects of a new photoacoustic cell for 
crystalline solids are presented. A mathematical expression for population density of 
absorbing molecules in the excited state of a crystalline solid during photoacoustic interaction 
in terms of the radiative and collisional time constants is also determined. 
Keywords: crystalline solids, photoacoustic transducers, photoacoustic testing, photoacoustic effect, 
photoacoustic cell 
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1. Introduction  
Photoacoustic effect is based on the absorption of electromagnetic radiation by analyte 
molecules [1]. Non-radiative relaxation processes, such as collisions with other molecules, 
lead to local warming of the sample matrix [2,3]. Pressure fluctuations are then generated by 
thermal expansion, which can be detected in the form of acoustic or ultrasonic waves. In other 
words, the transformation of an optical event to an acoustic one takes place in photoacoustic 
effect. A fraction of the radiation falling upon the sample is absorbed and results in excitation, 
the type of which is being dependent upon the energy of the incident radiation. 

Photoacoustic technique is applicable to solids, liquids, and gases. It is a robust and 
sensitive technique used today for analysis. The cells used in this technique are widely studied 
by researchers in the last decade. Chrobak and Malinski presented design of a new 
photoacoustic cell and its performance optimisation in 2013 [4]. Photoacoustic cell based on 
Helmholtz resonances was demonstrated by M.N. Popovik et al. in 2016 [5]. In the same year, 
design framework for an open photoacoustic cell was given by B. Lang and A. Bergman [6]. 
In 2017, Bluvshtein et al. presented calibration of a multiple pass photoacoustic cell using 
light-absorbing aerosols [7]. Optical frequency comb photoacoustic detection was presented 
by Sadiek et al. in 2018 [8]. In recent years, Cotterell et al. gave optimisation of the 
performance of aerosol photoacoustic cells in 2019 [9]. In the same year, Sathiyamoorthy and 
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Kolios demonstrated experimental design and numerical investigation of a photoacoustic cell 
for microscopic applications [10]. Last year, Said El-busaidy et al. presented modelling of 
open photoacoustic cell [11].  

The cells in photoacoustic spectroscopy are small cylindrical cavities where  
the radiation interacts with the target material [12]. The radius of the cavity is limited by the 
size of the infrared beam. The length of the photoacoustic cell is generally as small as 
possible. On the other hand, a longer absorption length would lead to a larger signal and better 
signal-to-noise ratio. The photoacoustic cell design also affects the signal generation by 
defining the heat conduction out of the cell. Therefore it is essential to consider the thermal 
effects in the cell. The other important aspects are mode of operation, shape of the cell, 
modulation scheme, and heat absorption in the crystal. 
 
2. Processes in photoacoustic cell  
Non-radiative de-excitation processes which normally occur in the cell, give rise to the 
generation of thermal energy within the sample [13]. If the incident radiation is modulated 
then the generation of thermal energy within the sample will also be periodic and a thermal 
wave or a pressure wave will be produced having the same frequency as this modulation. 
Energy is transferred by the thermal wave or the pressure wave towards the sample boundary, 
where a periodic temperature change is generated [14]. The periodic variation in the 
temperature at the surface of the sample results in the generation of an acoustic wave in the 
gas immediately adjacent and this wave propagates through the volume of the gas to the 
detector (microphone, piezoelectric transducers, or optical method) where a signal is produced 
[15]. This detector or microphone signal, when plotted as a function of wavelength, will give 
a spectrum proportional to the absorption spectrum of the sample.  
 
3. Aspects of designing  
The important aspects of designing of a photoacoustic cell for a solid crystal are  

1) Mode of Operation 
2) Scheme of Excitation 
3) Shape of the cell 
4) Heat Absorption in the crystal 

Mode of operation. In a closed photoacoustic cell, the enclosed air surrounding the 
crystal will vibrate as per the modulating frequency of the source of incident radiation. When 
the mode of operation is resonant, one of the resonant frequencies of the signal in the cavity 
will be the modulation frequency of the incident source. The pressure fluctuations in the cell 
will generate an acoustic wave whose amplitude will be amplified at the frequency of 
modulation of the incident radiation. The amplification of the signal will be proportional to 
quality factor Q. Quality factor represents relation between resonant frequency of the signal 
and its bandwidth. To amplify only the modulating frequency of the generated signal inside 
the cell, a large separation should be kept between the adjacent resonance frequencies along 
with a high-quality factor [16]. The amplification of all other remaining resonant frequencies 
will be inversely proportional to the subtraction between the square of the modulating 
frequency and the square of the resonant frequency of the generated signal.  

If the mode of operation of photoacoustic cell used is resonant then implemented 
modulation frequencies are relatively high, around 3 kHz. The purpose of this selection is to 
minimize the noise depending on the reciprocal of the frequency. The associated noises are 
external acoustic noise, noise due to amplification, and intrinsic noise of the detector. The 
cavity length is shorter for higher frequencies. Hence while selecting the resonant frequency, 
an intermediate value between a longer absorption length and shorter cavity length should be 
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preferable. Generally, a smaller cavity length is preferred so as to have a compact cell having 
a shorter response time [17]. 

Scheme of excitation. As mentioned earlier, the photoacoustic effect is based on the 
sample heating produced by optical absorption. In order to generate acoustic waves, which 
can be detected by pressure-sensitive transducers, periodic heating and cooling of the sample 
is necessary to generate pressure fluctuations.  

Modulated excitation. In modulated excitation schemes, radiation sources are employed 
whose intensity fluctuates periodically in the form of a square or a sine wave, resulting in a 
50% duty cycle. This can be realized for example by the mechanical chopping of a light 
source. A way to overcome the 50% duty cycle is to modulate the phase instead of the 
amplitude of the emitted radiation. On the other hand, chopped or modulated lamps or IR 
sources from commercial spectrometers are used for the determination of UV or IR 
absorption spectra of opaque solid crystals [18]. Modulated continuous wave lasers are the 
most common sources for photoacoustic analysis. Photoacoustic cell play an important role in 
photoacoustic effect. This fact can be utilized for signal enhancement by acoustic resonance. 
Thus, acoustic resonance curves must be considered in photoacoustic cell design.  

Pulsed excitation. In pulsed photoacoustic spectroscopy, laser pulses with durations in 
the nanosecond range are usually employed for excitation. Since the repetition rates are in the 
range of a few Hz, the result is a short illumination followed by a much longer dark period: a 
low-duty cycle. This leads to a fast and adiabatic thermal expansion of the sample medium 
resulting in a short shock pulse. Data analysis in this case is performed in the time domain. 
Therefore, the signal is recorded by oscilloscopes, boxcar systems, or fast A to D converters. 
Transformation of the signal pulse into the frequency domain results in a wide spectrum 
of acoustic frequencies up to the ultrasonic range [19]. Thus, laser beams modulated in the 
form of a sine wave excite one single acoustic frequency, whereas short laser pulses are 
broadband acoustic sources.  

Shape of the cell. Resonant photoacoustic cell is fabricated according to the required 
dimensions of the internal cavity suitable to the acoustic wavelength [20]. A schematic 
diagram of cylindrical photoacoustic cell for a solid crystal is shown in Fig. 1. The structure 
of the cell is modified by connecting additional buffers to the central part as shown. Addition 
of buffers is useful in the prevention of noise due to the coupling of the cell with the other 
measurement devices. 
  
                                                               Signal Detector 
                                 
             Laser  
                 Window 
                          Window                
                                                             Solid Crystal             
 

Fig. 1. A schematic diagram of a newly designed photoacoustic cell for a crystalline solid 
 

A resonator with short dimensions oriented in the perpendicular direction with respect 
to the propagating acoustic signal represents a one-dimensional photoacoustic cell. When the 
propagating sound waves are reflected back in the cell, standing acoustic waves generated by 
the excited sound signals are amplified if the difference in phase of the waves is 2π or in its 
multiple. The reflections of the waves at the ends of the cell as well as acoustic path length 
are the important factors on which phase difference depends. At the closed end of the cell, a 
pressure antinode will be formed. The reason for this is the higher acoustic impedance of the 
cell material than air [21]. 
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The most used shape of the photoacoustic cell is a cylindrical shape because it matches 
the symmetry of the laser beam. For a small size acoustic sensor or a microphone, the 
measured signal is proportional to the amplitude of acoustic signal at its location. Unwanted 
sound signals generated in resonance from the external sources are reduced by placing the 
sensor at the node of the generated amplified wave. The desired value of the Q factor for a 
cylindrical photoacoustic cell can be designed up to 900.  

Heat absorption in the crystal. For absorbing samples the optical absorption length is 
an important parameter and may be taken as the depth into the sample at which essentially all 
of the incident radiation has been absorbed. The thermal wave produced in the sample is 
heavily damped and may be considered to be fully damped out within a distance of 2πµs, 
where µs is the thermal diffusion length. It is normally assumed that only those thermal waves 
originating from a depth less than or equal to us will make an appreciable contribution to the 
photoacoustic signal measured.  

The observed photoacoustic signal is a complex quantity having a magnitude and phase 
relative to the modulation of incident radiation. Being a function of the absorption coefficient, 
modulation frequency, and thermal characteristics of the sample as well, the photoacoustic 
signal is directly proportional to the incident power of the radiation and also depends upon the 
characteristics of the gas in contact with the sample surface and the properties of the backing 
material upon which the sample is positioned [22].  

To describe the absorption of light in a crystalline solid, consider a two-level system, in 
which energy transfers take place. A schematic representation of a two-level system in a 
crystal in photoacoustic interaction is shown in Fig. 2. These energy transfers are radiative 
and non-radiative. Let us consider two states i  and .j  Also, consider the coefficients ijr  and 

ijc . The radiative transition rate is ijr  and ijc is non-radiative transition rate ijc  is also called 
collision-induced energy transfer. Now, introduce Einstein coefficients for stimulated and 
spontaneous emission, ijB  and ijA . Consider ωρ  as the spectral energy density at the 
frequency of the transition between 0E  and 3.E Einstein coefficients can be expressed as  

ij ij ijr B Aωρ= + ,                                                              (1) 
where ωρ  is the spectral energy density at the frequency of the transition between 0E  and 3E . 
The quantity ωρ  measures the radiant energy per volume per unit frequency and can be 
expressed in terms of units Js / m3. 
 

 Fig. 2. A schematic representation of a two-level system in a crystal 
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Note that  ij jiB B=  so that 03 30 B B= . But 03  0A =  because spontaneous emission from 
a state of lower energy to any one of higher energy does not occur.  

Hence, 03 03 .r Bωρ=   

Also, 30 03 30 .r B Aωρ= +   

Again, the probability of excitation due to collision from 0E  to 3E  is very low. 
Therefore, approximately we can say,  

03  0.c ∼=  
Let us determine the rate of transition. For this calculation, we must distinguish the 

population densities of absorbing molecules in the ground and excited states. Consider these 
population densities as n0 and n3, respectively corresponding to energies 0E  and 3E . To 
calculate the rate of change of population in the upper state, we must consider the difference 
between the number of molecules entering and leaving the excited state. 

( ) ( )3 03 03 0 30 30 3˙    n r c n r c n= + − + , 

( )3 03 0 03 30 30 3˙    n B n B A c nω ωρ ρ= − + + , 

( )3 03 0 03 3 30 30 3˙  –  n B n B n A c nω ωρ ρ= − + , 

( ) ( )3 03 0 3 30 30 3˙  n B n n A c nωρ= − − + .                                                                 (2) 

Let the radiative and collision time constants be 
30

1
rT

A
=  and 

30

1
cT

C
=  respectively. 

The total time constant is, then the addition of radiative and collision time constants.   
   .r cT T T= +  

Now, equation (3) can be written as 

( )3 03 0 3 3
1 1˙    

r c

n B n n n
T Tωρ
 

= − − + 
 

.                                                        (3) 

Let us follow a similar process to calculate 0̇n  as  
( ) ( )0 30 30 3 03 03 0˙       n r c n r c n= + − + , 

( )0 03 30 30 3 03 0˙   n B A c n B nω ωρ ρ= + + − , 

( )0 03 3 0 30 30 3(˙   )   n B n n A c nωρ= − + + , 

( )0 03 3 0 3(˙    )   n B n n nωρ= − + + , 

( )0 03 3 0 3˙    r c

r c

T Tn B n n n
T Tωρ

 +
= − +  

 
.                                         (4) 

Hence,       

( ) ( )3 0 03 0 3 3 03 3 0 3
1 1˙  ˙  –  r c

r c r c

T Tn n B n n n B n n n
T T T Tω ωρ ρ

    +
− = − − + − +    

    
, 

( ) ( )3 0 03 0 3 3 03 3 0 3
1 1˙  ˙  –  – r c

r c r c

T Tn n B n n n B n n n
T T T Tω ωρ ρ
   +

− = − − + −   
   

, 

3 0 03 0 03 3 3 03 3 03 0 3
1 1˙  ˙ –  – r c

r c r c

T Tn n B n B n n B n B n n
T T T Tω ω ω ωρ ρ ρ ρ
   +

− = − − + +   
   

, 

3 0 03 0 03 3 3˙  ˙  2  2 2– r c

r c

T Tn n B n B n n
T Tω ωρ ρ

 +
− =  

 
− , 
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( )3 0 03 3 0 3˙  ˙ 2   
r c

Tn n B n n n
T Tωρ

   − = − − +  
   

.                               (5) 

To consider an interchange adiabatically in upper and lower population in steady state 
condition, intensity, I should vary slowly. In such situation, we can say that  

3 0˙  ˙   0.n n− =  
So equation (5) becomes  

( )03 3 0 30 2   
r c

TB n n n
T Tωρ

   = − − +  
   

. 

We know that total molecular density is   
0 3   N n n= + , 

3 0   n N n= − , 

( )03 0 0 30 2     
r c

TB N n n n
T Tωρ

   = − − − +  
   

, 

( )03 0 30 2   2  
r c

TB N n n
T Tωρ

   = − − +  
   

, 

( )03 0 30 2   2  2 
r c

TB N n n
T Tωρ
 

= − − −  
 

, 

03 03 0 30 2   4 2 
r c

TB N B n n
T Tω ωρ ρ
 

= − + −  
 

, 

03 0 03 34   2   2 
r c

TB n B N n
T Tω ωρ ρ
 

= +  
 

, 

0 03 3 03  2   2  4
r c

Tn B N n B
T Tω ωρ ρ

   = +  
   

, 

0 03 3 03     2
r c

Tn B N n B
T Tω ωρ ρ

   = +  
   

,                                        (6) 

and,  

{ }3 03 0 03  4 2 2
r c

Tn B n B N
T Tω ωρ ρ
 

= −  
 

, 

{ }3 03 0 03  2  
r c

Tn B n B N
T Tω ωρ ρ
 

= −  
 

. (7) 

Thus, population density of absorbing molecules in the excited state during 
photoacoustic interaction of a solid crystal is exactly determined. 
 
4. Conclusions  
Thus, a mathematical expression for population density of absorbing molecules in the excited 
state during photoacoustic interaction in terms of the radiative and collisional time constants 
for a crystalline solid is exactly determined. This expression allows the calculation of various 
parameters of photoacoustic signal related with solid crystal in the designed photoacoustic 
cell. The cell designing in terms of heat absorption in the crystal, mode of operation, scheme 
of excitation, and shape of the cell is theoretically presented. This theoretical approach 
constitutes an important step towards determination of various aspects of new designs of 
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photoacoustic cells for solid crystals. This work will be useful in photoacoustic research for 
scientific and industrial applications in various fields in the future.   
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	DI =  Q2/Q1X100, (9)
	where Q1 is the mass before being put together (g), and Q2 is the mass after being  dropped (g).
	(8) Mechanical test. To analyze the mechanical characteristics of the briquettes, we carried out a compressive test and a puncture test [29,28]. The compressive test was performed using a screw stand test instrument (Mode I ALX-J, China) equipped with...
	Effect of particle size
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	Burning rate (BR). Figure 1 (c) shows the effect of particle size on the BR of combustion. The BR value obtained ranged from 0.55 to 0.78 g/min. The largest BR was shown by the briquettes with large particles, and the smallest BR was indicated by the ...
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	Burning rate (BR). The results of BR shown in Fig. 3(c) ranged from 0.55 to 0.84 g/min. The highest value was indicated by the material ratio of 10/90/30 and the lowest value was indicated by the material ratio of 50/50/30. The BR value is affected by...
	Specific fuel consumption (SFC). Based on Figure 2 (d), the SFC value varied between 0.066 and 0.097 g/mL. Briquettes with a larger ANS composition showed a higher SFC. The lowest SFC value was obtained at the variation of the raw material composition...
	Table 4 shows the results of the puncture test. The hard and compact briquettes make the needle more difficult to puncture so that the average puncture test result will be small. Conversely, briquettes that are not hard and porous make it easier for t...
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