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ABSTRACT  

Semi-solid processing has gained popularity in the casting industry due to its significant advantages, offering a 

net shape single or multistep flexible process. This study aims to establish an evaluation criterion to understand 

the relationship between processability and its impact on outcomes. Pouring temperature and fluidity emerge 

as primary factors, while solidification and viscosity demonstrate secondary importance in the processing. 

Through a multi-angle evaluatory approach, the flexibility of all semi-solid casting process parameters can be 

assessed based on alloying elements, temperature gradient, fluidity, heat transfer, and solidification. 
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Introduction 

Semi-solid metal (SSM) processing is highly regarded as an attractive technique for 

manufacturing near-net-shape components with improved mechanical properties compared to 

traditional methods [1]. The concept of SSM processing emerged in the early 1970s, but its full 

understanding was achieved in later years, particularly after the 1990s. Initially, the 

understanding of SSM processing was limited, but it has now been linked to key processing 

parameters such as deformation rate, material fluidity, rheology (pseudo-plasticity and 

thixotropy), and pouring temperature [2]. Among these factors, fluidity, commonly expressed 

as fluidity length (Lf), plays a crucial role. Lf is defined as the distance covered by molten metal 

during forced flow in a small cross-section until solidification. It significantly influences the 

suggested solidification microstructures, which depend on the cooling rate [3,4]. Furthermore, 

during the semi-solid stage of liquid metallurgy, several other processing parameters come 

into play, including stirring action, squeeze pressure, pouring temperature, and pressurized 

solidification [5–11]. A semi-solid state is characterized by a higher fraction of solid than liquid 

within the melt, while a mushy state occurs just above the solidus line, where liquid metal is 

present during cooling. The liquid fraction is higher than the solid fraction in the semi-solid 

state. In both states, the behavior of the slurry resembles a thick (low viscous) material, 

depending on the presence of solidified grains within the melt [12]. The solid fraction affects 

the viscosity of the slurry, which is considered a suspension with dispersed solid particles 

exhibiting unique rheological properties such as pseudo-plasticity and thixotropy [13–28]. The 

melt temperature in liquid metallurgy plays a crucial role in determining the formation of states 

http://dx.doi.org/10.18149/MPM.5222024_xx
https://orcid.org/0000-0001-7460-0971
https://orcid.org/
https://orcid.org/
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such as semi-solid and mushy, which are determined by the solidus line of the parent material 

[29–31]. Intensive research has focused on the effects of semi-solid liquid metallurgy, as it 

offers improved properties with secondary parameters to control the pouring temperature of 

the melt. Figure 1 provides a summary of the organization of processing parameters and their 

effects. It has been identified that: fluidity and pouring temperature are vital processing 

parameters for controlling the solidification rate of the melt, inhibiting grain growth, promoting 

incomplete re-crystallization, and resulting in the formation of micro-fine grains.  

 

 
Fig. 1. Development of mushy/semi-solid material processing, parameters and application areas 

 

These parameters can be controlled with the assistance of various associated 

parameters such as stirring action, reinforcement type, and squeeze pressure. However, 

this paper specifically discusses the effects of fluidity and pouring temperature on cast 

material properties and microstructure. 

 

Impact of reinforcement on the fluidity and temperature 

In the semi-solid casting process, a major challenge often encountered is achieving a high 

flow rate of semi-solid paste through thin sections and complex geometries [14]. 

Therefore, fluidity, which refers to the ability of the liquid metal to fill a mold, becomes 

a critical process parameter. Several factors contribute to fluidity determination, 

including molten metal characteristics such as viscosity, surface tension, suspended 

inclusions, mold design and material, pouring rate, superheat, and metal composition 
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[24–62]. Fluidity is inversely proportional to viscosity, viscosity index (sensitivity of 

viscosity to temperature), and freezing range. As these factors increase, fluidity decreases. 

Pure metals and eutectics with shorter freezing ranges exhibit higher fluidity, while alloys 

with longer freezing ranges tend to have lower fluidity [19,48]. The presence of high 

surface tension and oxide films on the liquid metal also reduces fluidity. Additionally, the 

inclusion of insoluble particles significantly affects fluidity, as they increase viscosity 

[20,51]. The dimensions of the runner, riser, and sprue in the mold also influence fluidity. 

Higher surface roughness of the mold and higher thermal conductivity of the mold 

material tend to decrease fluidity. Moreover, a slow pouring rate leads to reduced fluidity 

due to a higher cooling rate during slow pouring [21,40]. However, the most influential 

parameters governing fluidity are superheating, as higher temperature in the metal 

promotes greater flow in the mold, and metal composition, which impacts the mechanical 

and physical properties of the molten metal based on different alloying elements and 

their weight percentages [15–17,34–43].  

 
Table 1. Effect of various alloying elements in Al-Base alloy 

S. 

No. 
Alloy 

Alloying 

element 
Effect of alloying on fluidity and temperature 

1 A357 Copper 

In the solid state the solubility of Cu in Al increases from less 

than 0.50 % at room temperature to 5.65 % at 821 K. Fluidity 

decreases along with ductility but also results better mechanical 

properties (hardness & strength) as Cu content increases. Thus, 

to have optimum ductility limited % of Cu (2 to 5 %) is beneficial 

and do not exceed 12 % in most Al-Cu based alloys [22]. 

2 Al-6Ni-3Si Silicon 

As an alloying element Si is used up to 14 % in amount. The solubility 

in Al, the α phase of Si is limited up to 1.65 % at 851 K and less than 

0.05 % at room temperature. Up to eutectic % of Si, strength of Al-Si 

alloy increased by increasing Si% while ductility decreases. Like Mn 

and Ni, Si also do not confer response to solution heat treatment [23]. 

3 
AZ91D and 

Mg–3Nd–0.2Zn–Zr 
Magnesium 

Magnesium behaves similar to copper when alloyed with aluminium. 

Solid-solubility change of the α phase with temperature reflects in 

alloy system. Solubility of Mg at 724 K is 14.9 % while at room 

temperature it is less than 2.90 %. If the solid-solubility limit is 

exceeded, A second, harder β phase exists. Aging and solution heat 

treatment can be done on this binary system which normally contain 

4, 8, and 10 % of magnesium [24]. 

4 AlSi9Mg 
Magnesium 

- Silicon 

Some important alloying effects are reflected in aluminium 

by combination of Mg-Si which form the metallic compound 

Mg2Si and produce a quasi-binary alloy system. Due to excess 

of Silicon present in Ternary alloys results improved casting 

properties like enhanced fluidity [25]. 

5 A357 Zinc 

One of the principal alloying elements with major advantage that it 

makes possible to get maximum mechanical properties in the as-cast 

conditions but when it exceeds 0.1 to 0.3 %, it reduces corrosion 

resistance properties of alloy [22]. 

6 A356/TiB2 + RE + Sn 
Iron (as 

impurity) 

Iron as impurity, omnipresent in amount of 0.8 to 2 % because iron 

can dissolve from ladles or from furnace pots and form Fe-Al phase 

which results embrittlement, reduced corrosion resistance ability & 

coarsening of as-cast grain size of metal [26]. 
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Aluminum-based alloys, for example, are eutectic systems with various 

intermetallic compounds. Due to the lower solubility of most alloying elements in 

aluminum, these alloys exhibit multiple metallic phases with complex compositions 

[14,41]. Table 1 provides an overview of the effect of some key alloying elements such 

as Cu, Si, Mg, Zn, Cr, Mn, Sn, and Ti in aluminum-based casting alloys on fluidity and 

temperature. 

 

Solidification and mechanism 

After pouring, the solidification behavior of semi-solid slurry differs from conventional 

casting in the following aspects: the temperature gradient of the surrounding 

environment, the presence of constituent or alloying elements in the slurry, the mode of 

heat transfer [10,51]. 

These three conditions give rise to a solidification range, known as the freezing 

range, which is determined by the solidus and liquidus temperatures. Within this range, 

both primary and secondary solidification occur. Primary solidification initiates just before 

the liquidus temperature, while secondary solidification takes place over time. Figures 2 

and 3 illustrate the time-dependent temperature curves.  

 

  
 

Fig. 2. Variations in temperature vs time for 

semi solid processing 

 

Fig. 3. Variations in depth of metal column vs 

temperature for semi solid processing 

 

Above the liquidus temperature, the fluidity of the slurry is influenced by 

gravitational and convection effects and is affected by the thermal conductivity of the 

mold. In this temperature range, the primary solidification range is narrower compared to 

the secondary solidification range. This phenomenon, known as liquid solidification 

shrinkage (Fig. 4), is influenced by the presence of unmelted solid particles, such as 

reinforcement ceramics, hindering the movement of silicon particulates in the α-Al melt. 

A thermal mismatch between the solid particles and the liquid melt enhances the 

temperature gradient, leading to a decrease in solidification time. Gravitational and 

convection effects contribute to the formation of columnar grains and equiaxed grains 

during the tertiary solidification zone, which is primarily observed in liquid-liquid 

solidification. The formation of these grains is influenced by factors such as the depth of 

the metal column, temperature gradient, and available solidification time [10]. Local 

solidification, governed by the secondary solidification zone (Fig. 5), is also affected. The 
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total solidification time depends on the pouring temperature of the melt, which is 

governed by the α-cooling rate [10,40–42]. Figure 5 illustrates the "semi-solid pouring 

zone" (AB) as part of the total solidification time. In the actual solidification time, local 

solidification is influenced by alloying particulates/elements, leading to a decrease in the 

secondary solidification range and an increase in the primary solidification range due to 

a higher thermal gradient (A'B'). However, the total solidification time is less hindered in 

conventional slurry melts, where the time zone mostly increases for tertiary solidification 

(CD C'D', Fig. 5). This is referred to as the "thermal arrest zone", where sensible heat 

transfer is higher compared to latent heat transfer, resulting in a difference between 

secondary solidification and tertiary solidification. Figure 4 represents the effect of 

fluidity, showing the solidification starting range, phase transition range, and secondary 

solidification range. The solidification process after the phase transition, up to the 

solidification temperature, involves latent heat transfer and takes more time compared 

to primary and tertiary solidification [10,62]. 

 

  
 

Fig. 4. Variations showing for temperature  

and time for heat transfer and phase transformation 

 

Fig. 5. Variations showing for temperature and time 

for effect of pouring temperature and solidification 

 

Thermodynamic- equilibrium, interface and solidification 

Thermodynamics plays a crucial role in analyzing the solidification phase composition 

and the resulting interfacial effects [6,10,39]. The slopes of liquidus variations, solidus 

phase boundaries, and solidification paths are correlated with the constituent 

temperature of the melt during solidification. The degree of undercooling, which is 

related to the type of matrix and reinforcement, directly impacts interface formation. 

Different types of interfaces can be formed, including: local interface equilibrium, 

interface non-equilibrium, equilibrium departure, and pressurized undercooling.  

These interfaces are influenced by the solidus and liquidus phenomena of the 

pouring temperature, with Gibbs' free energy directly linked to the formation of interfaces 

at various stages. The correlation between solidification and interfaces can be determined 

by examining the steps involved in the solidification process. 

Well known Gibb’s free energy: 𝐺 = 𝐻 − 𝑇. 𝑆                (1) 

where 𝐻 = 𝐸 + 𝑃𝑣 (enthalpy of phase neutral alloy). 
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Considering three steps of the semi-solid melt before solidification: 

(1) Liquidus stage (𝐺1); 

(2) Liquidus/Solidus stage (liquid in majority) (𝐺2); 

(3) Solidus/Liquidus stage (solid in majority) (𝐺3). 

Difference of Gibb’s free energy from initial to final stage: 𝛥𝐺 = (𝐺1 − 𝐺2) + 𝐺2′ − 𝐺3 ,            (2) 

where 𝐺2′ - the Gibb’s free energy due to the impact of reinforcement. Generally, 𝐺2′ > 𝐺2 − 𝛥𝐺2 = 𝐺𝑙 − 𝐺𝑠.                                                  (3) 

However, 𝐺2 > 𝛥𝐺2 > 𝐺2′ : 𝛥𝐺2 = (𝐻𝑙 − 𝐻𝑠) − 𝑇𝑒(𝑆𝑙 − 𝑆𝑠) = 0 (for pure metal ),         (4) 𝛥𝐺2 = (𝐻𝑙 − 𝐻𝑠) − 𝑇𝑒(𝑆𝑙 − 𝑆𝑠) ≠ 0 (for reinforced metal).        (5) 

Further, 𝛥𝐻 = (𝛥𝑆𝑓)𝑇𝑒              (6) 

where, 𝛥𝐻 is change in enthalpy during the melting, 𝛥𝑆𝑓 entropy of the fused solidus 

particle, 𝑇𝑒 is equivalent temperature (mean value). 

Now, as 𝑇𝑒 decreases:  𝛥𝐺2 = 𝛥𝐻𝑓 (𝑇𝑒−𝑇′𝑇𝑒 ),              (7) 

where 𝑇′is temperature at a particular stage. As 𝑇′ decreases solidification increases: 𝛥𝐺2 = 𝛥𝐻𝑓 (∆𝑇′𝑇𝑒 )              (8) 𝛥𝐺2 = 𝛥𝑆𝑓𝛥𝑇′,               (9) 

where ∆𝑇′is considered for undercooling. 

According to the above equations, liquid in majority is considered for the liquidus 

stage for Gibb’s free energy G2 used in the above equations. Further, this stage is variable 

and changes appears due to the type and amount of reinforcement incorporation for 

which Gibb’s free energy is much higher as compare to the unmodified liquid conditions 
as shown in Eq. (3). Generally, change in Gibb’s free energy due to the incorporation of 
reinforcement is increases in initial stage, whereas this can be considerable as ‘zero’ for 
the pure metal and ideal condition as shown in Eqs. (4) and (5). 

 

 
 

Fig. 6. Relation between temperature and distance for Interfacial and diffusion-less solidification 
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Equations (6-9) and (10) show the correlation between enthalpy and entropy with 

the equilibrium temperature, as shown in Fig. 6. Here, according to Fig. 6 and Eqs. (6-9) 

and (10), change in enthalpy and entropy for the fused solid particles is a potential 

candidate and parameter for the equilibrium temperature under pressurized solidification 

[59]. Generally, equilibrium temperature is a function of a particular stage (T’) in which 
solidification started. T’ is dependent on the type of reinforcement and its incorporation, 
while 𝛥𝐻𝑓 is the change in enthalpy for the liquid melt. As the amount of reinforcement 

increases T’ decreases solidification rate increases which is an obvious phenomenon 
[7,24,40,51]. This shows the condition of undercooling according to Eq. (10) while as 

under undercooling condition, ∆T becomes positive and solidification rate is considered 

as a function of enthalpy and entropy. Moreover, for no undercooling condition:  𝛥𝑇 = 0 however 𝛥𝐺 = 0.           (10) 

System is in equilibrium and no transformation is existed. This is the general and 

possible condition of self-pouring temperature under gravity of melt.  

Free energy under pressurized cooling 𝛥𝐹𝑙|𝑠 = 𝛥𝐹𝑙 − 𝛥𝐹𝑠 𝛥𝐹𝑙 = 𝛥𝑃(𝑣𝑙 − 𝑣𝑠) − 𝛥𝑇(𝑆𝑙 − 𝑆𝑠)          (11) 

The change in equilibrium temperature due to applied pressure: 𝛥𝑇𝑃 = 𝛥𝜈𝛥𝑆𝑓 𝛥𝑃.            (12) 

This pressure is the function of temperature. As the temperature of the slurry 

decreases, pressurized solidification increases. As 𝛥𝑃 > 0  result is increase in 

undercooling. This is converted to kinetic undercooling for solid to liquid interface. 

Generally, solidification velocity depends on the rate of solidification and rate of melting 

[10,62]. However, 𝑣 = 𝑣𝑠 − 𝑣𝑠ⅇ( 𝛥𝐺𝑅𝑇𝑖)
,            (13) 

where 𝛥𝐺 is in J/mole and 𝒗𝒔 is the hypothetical maximum growth of the velocity. 

 
Table 2. Effect of the increment in undercooling or solidification 

Diffusional equilibrium Interfacial equilibrium Interfacial non-equilibrium 

Absence of temperature 

gradient 

Liquid-solid interface for 

temperature 

Arbitrary impact of temperature 

gradient 

Uniform phase composition Metastable phase condition 
Phase diagram fails to evaluate the 

compositions on local interface zone 

 

Equations (11-13) describe the thermodynamic equilibrium conditions for 

undercooling and interfacial stages, involving ∆G (change in Gibbs free energy) and the 

growth velocity of solidification [10]. Equation (11) represents pressurized solidification, 

where interface equilibrium occurs when the thermal conductivity of the reinforcement 

is the dominant factor [39,46,59]. At this stage, interface formation increases, and 

interface equilibrium is sustained, as depicted in Fig. 6 and described by Eqs. (11), (12). 

After a certain point, incomplete recrystallization occurs due to these interfaces, and 

diffusion solidification begins [10,60]. Diffusion solidification leads to the transformation 

of micro level reinforcement particles near the interface boundaries, causing an increase 

in the growth of solid particles. As a result, there is a drop in solidification velocity, as 

shown in Fig. 6. In the semi-solid stage, the temperature conditions T1 and T2 represent 
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the solid and liquid candidates present in the slurry, respectively. These conditions give 

rise to several thermally dependent stages, including: constitutional undercooling, 

Conditional and unconditional undercooling, and interfacial thermal undercooling.  

Undercooling plays a dominant role in the solidification process in the semi-solid 

stage and contributes to the formation of different thermal interfaces and undercooling 

conditions, as summarized in Table 2. 

 

Conclusions 

This review primarily focuses on the research findings related to semi-solid casting, 

specifically exploring the impact of processing temperature, alloying elements, and fluidity 

as crucial parameters. The solidification rate, considered a secondary parameter, is also 

influenced by factors such as pouring temperature, holding time, and stirring action, which 

are essential for controlling the slurry. Moreover, restricted grain growth plays a significant 

role in the solidification behavior, influenced by the solid-liquid fraction and viscosity of the 

slurry. This correlation between rheological properties and processing parameters 

establishes the cohesion within the system. Additionally, the temperature gradient, as an 

associated processing parameter, affects the heat transfer mode during solidification and is 

influenced by the alloying elements, resulting in different types of solidification shrinkage. 

In summary, all the selected criteria are interconnected, playing a crucial role in the overall 

processing, phase transition, and solidification processes. 
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ABSTRACT  

In the present work, the microstructural features of spray deposited Al-6Si-10Pb alloys before and after annealing 

at different locations of the preform have been compared with each other. XRD confirms the presence of all 

elements present in the Al-6Si-10Pb alloy.  The optical micrographs were taken at three different regions of the 

preform before and after annealing predicts that the grain size is lower at the peripheral region as compared to 

central region. Equiaxed grain structure was observed in SEM images, with a uniform distribution of Pb and Si 

phase in an Al-matrix. Further, grain refinement and reduction of porosity was observed after annealing. 
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Introduction 

Manufacturing industry such as construction, aerospace, and automobile demand 

metals/alloys which possess high strength, high corrosion resistance, high stiffness, light-

weight, and low thermal expansion coefficients [1–4]. Contrary, these materials should 

have excellent wear and abrasive resistance for their use in bearings and gear boxes [5,6]. 

These properties of the materials have direct impact on the performance and efficiency 

of the constructed machines parts. However, attaining high strength along with good 

ductility is still a great challenge in the metallurgy. In steel industry, achieving this 

objective require a complex and time-consuming process of nitriding and carburizing. 

Aluminum (Al) due to its superior properties and ease of casting can be suitable 

alternative for iron (Fe). However, casting Al alone offers new challenges of high 

shrinkage, low fluidity and hot tearing. Recent studies predict that alloying aluminum (Al) 

with various metals such as silicon (Si), manganese (Mn), magnesium (Mg), copper (Cu) 

and magnesium-silicide (Mg2Si) can resolve these casting problems. For example, Al-Si 

alloys offer good fluidity of molten metal at lower casting temperatures in comparison to 

the pure metal [7–9]. However, during conventional casting the ductility of the aluminum 

is compromised simultaneously as the coarse silicon particles gets embedded in the Al 

metal. To compensate for ductility soft elements such as lead (Pb), indium (In), and tin 

(Sn) can be added the mixture [10]. However, due to large density differences these 

elements are not miscible with Al and can’t be casted using simple conventional casting 
techniques. Alternatively, advanced casting techniques such as spray forming [11,12] can 

lead to the homogeneous dispersion of soft elements in Al matrix. This technique utilizes 

http://dx.doi.org/10.18149/MPM.5222024_2
https://orcid.org/0000-0002-9487-2082
https://orcid.org/0000-0001-6032-737X
https://orcid.org/0000-0002-1355-7786
https://orcid.org/0000-0002-7673-0144
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high velocity gas jets to disintegrate the molten metal into droplets of submicron size. 

These small droplets contain partially solidified particles in molten metal, which acts as 

nucleating sites. Consequently, rapid solidification takes place which leads to 

homogeneous microstructures with negligible agglomeration. In case of Al-Si alloys, 

earlier reports suggests that size and shape of Si particles plays major role in obtaining a 

fine grain structure, which can be controlled by adjusting the cooling rate during 

solidification. Usually, faster cooling rates lead to fine microstructure. Thus, use of spray 

forming technique for the production of good quality Al-Si alloy is a good choice. 

However, due to the non-uniform gaussian distribution of the mass in the spray droplets, 

the obtained preform contains high level of porosity. Thus, requires further heat 

treatments to reduce the porosity [13,14].  

The objectives of our work are (1) to obtain fully miscible Al-6Si-10Pb alloy with no 

segregation using spray forming technique, and (2) to study the effect of annealing on 

the microstructure of Al-6Si-10Pb alloy taken at different locations of the preform.  

 

Materials and Methods 

Figure 1 represents the experimental setup and the process mechanism of the spray 

forming technique used for the deposition of Al-6Si-10Pb alloy on a substrate. The 

material processing involves heating a mixture of 900 g commercially available Al–6Si 

alloy (see Table 1 for the detail composition) and 100 g Pb at 1123K in the crucible kept 

over the nozzle of the atomizer unit.  

 

 
 

Fig. 1. (a) Photograph of the apparatus used for experimental work and (b) the process mechanism of the 

spray forming 

 
Table 1. Chemical composition of Al-Si alloy 

Si Fe Mn Zn Ti Pb Sn Mg Ni Al 

6.0 0.41 0.21 0.29 0.06 0.04 0.12 0.13 0.12 balance 
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A stopper rod at the entrance of delivery tube prevents the melt flow through it prior 

to its atomization. Nitrogen was supplied for atomization prior to melt flowing through the 

delivery tube. Atomization of melt resulted in a spray of wide range of micron size droplets. 

These droplets were then allowed to deposit over a copper substrate. The obtained preform 

was taken out of the substrate after deposition. The deposition was carried out for the alloy 

of composition Al-6Si-10Pb at 1123 K temperature and 1 MPa pressure of nitrogen gas. 

The details of the various process parameters have been listed in the Table 2.  

 
Table 2. Process parameters used during the casting 

Process parameter Value 

Melt temperature, K 1123 

Atomizing gas Nitrogen 

Gas pressure, MPa 1.0 

Nozzle to substrate distance, cm 35.0  

Nozzle type Convergent-divergent 

Throat diameter, mm 16 (inner), 18 (outer) 

Throat width, mm 1.0 

Throat angle, ⁰ 5.0 

Melt delivery tube diameter, mm 5.0 

Substrate Copper 

Substrate diameter, mm 200.0 

 

The spray deposited-Al-6Si-10Pb alloy was further processed through cold rolling 

and annealing process. The rolling operation was performed using rolling mill consisting 

of rollers having diameter of 110 mm and speed of 8 rpm. Several numbers of passes 

were applied on spray deposited Al-6Si-10Pb alloys through the rolls to achieve 40 % 

thickness reduction. Afterward, these samples were processed through annealing at 

temperature 250 °C for 1 hour. The obtained spray formed preform was characterized 

using X-ray diffraction (XRD), optical microscopy (OM) and scanning electron microscopy 

(SEM) to understand the structural and morphological properties of the Al-6Si-10Pb alloy 

before and after annealing. The XRD measurements Al-6Si-10Pb alloy was performed 

using Bruker AXS D8 Advance X-Ray Diffractometer, having Cu as target and Ni filter 

material. The diffraction angle (2θ) was varied from 20 to 100° with a step-size of 0.05°. 

The goniometer speed was kept at 2°/minute. For the observation of the microstructures, 

samples from the different parts of the spray formed deposits were cut down and first 

polished using emery paper of 1/0, 2/0, 3/0 and 4/0 specifications. Later, the samples 

were polished on wheel cloth polishing machine using an emulsion of alumina (Al2O3) 

particles suspended in water. Afterward, these samples were polished by kerosene oil. 

Lastly, these samples were etched with Keller’s reagent (composition: 1 % vol. HF, 

1.5 % vol. HCl, 2.5 % vol. HNO3 and remaining water). The microstructures of samples 

were examined under optical microscope (Leica) and SEM (Leo-435-VP). 
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Results and Discussion 

Structural analysis 

First, the structural properties of the casted Al-6Si-10Pb alloy using XRD has been 

investigated. Sharp and high intensity XRD peaks (see Fig. 2) observed at diffraction 

angles of 38.47, 44.74, 65.13, 78.23, 82.48, and 99.08° belong to cubic lattice structure 

of aluminum (JCPDS card no. 04-0787) and corresponds to (111), (200), (220), (311), (222), 

and (400) lattice planes, respectively.  

 

 
 

Fig. 2. XRD pattern of spray deposited Al-6Si-10Pb alloy 

 

XRD peaks with small intensity observed at 31.31, 36.27, 52.23, and 62.12° belong 

to the cubic lattice structure of lead (JCPDS card no. 04-0686) and corresponds to the 

(111), (200), (220), and (311) lattice planes respectively. The rest of the small intensity 

peaks at diffraction angles of 28.44, 47.30, 56.12, and 88.03° belong to cubic silicon 

(JCPDS card no. 27-1402) and corresponds to the (111), (220), (311) and (422) lattice 

planes, respectively. This confirms the formation of Al-6Si-10Pb alloy.   

 

Morphological analysis 

Optical microscopy 

Figure 3 shows the typical microstructures of the spray deposited Al-6Si-10Pb alloy, 

observed by optical microscopy. It is possible to recognize an equiaxial Al matrix and 

near-uniform distributed silicon and lead particles surrounding the Al matrix 

(Fig. 3(a,c,e)). The average grain size of Al is 40 µm for center and middle region 
(Fig. 3(a,c)) while it is lower (around 30 µm) for peripheral region (Fig. 3(e)). One of the 

reasons for lower grain size at peripheral region is high rate of heat transfer due to small 

thickness at this region reported by other researchers also [15]. Some noticeable pores 

are also observed in these micrographs (Fig. 3(a,c,e)). The pore size is 5-10 µm. Porosity 
occurs due to the high velocity gas entrapment during solidification process. However, 

after rolling and annealing, the porosity gets almost eliminated as can be depicted from 

the microstructures (Fig. 3(b,d,f)). 
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Fig. 3. Microstructure of spray deposited Al-6Si-10Pbat center region (a,b), middle region (c,d) and 

peripheral region (e,f) before annealing (a,c,e) and after annealing (b,d,f) 

 

Scanning electron microscopy  

Figure 4 shows SEM microstructure of the as sprayed deposit. Mostly pores are noticed at 

the grain boundaries. The grain boundaries due to presence of porosity have quite 

strained structure. The white phase shown in SEM micrograph is of silicon and grey grains 

are of Al matrix. The observed grain structure was homogeneous through the deposit, 

indicating that a good compromise between heat extraction and deposition rate was 

attained during deposit build-up. In addition, no banded microstructure was observed in 

these deposits as described by Cantor [16]. Equiaxial morphology of the Al phase was a 

remarkable feature of this structure and is ascribed to the extensive fragmentation and 

coarsening of solid phases during the build-up of the deposit. It has been assumed that 

during this stage of the process the solid, semisolid and fully liquid droplets impacting 

the surface of the deposit provide a great quantity of nuclei that coarsen due to the 

vigorous agitation and the cooling conditions at this solidifying layer, resulting in an 

equiaxial form. Concerning silicon and the intermetallic phases there are still greater 

differences to the conventionally cast material. In contrast to a typical eutectic as well as 

in spray formed hypoeutectic Al–Si alloys of others works [17,18], the silicon was 

identified without the appearance of a eutectic structure in this work, but as isolated 

particles similar to primary silicon in hypereutectic alloys. The presence of these 

particulate silicon has been documented by other investigators working on spray forming 

of eutectic and hypereutectic aluminum–silicon alloys [19,20]. The formation of the 

microstructure in the spray forming is frequently correlated to the situation occurring in 

rheo-casting because both processes show strong agitation in semi-solid state [21]. 

However, the rheo-cast hypoeutectic Al–Si alloys always show eutectic silicon, while the 

spray formed material of this work did not. The reason for this could be the significant 

differences between the two processes, respectively, to the cooling rate and the situation 

of the materials before “agitation” in semisolid state. The rheo-casting has no step which 

suffers rapid solidification as the atomized droplets do, it says, the solidified droplets 
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impact the deposit with a very fine structure and play a very important role in the 

subsequent microstructural development. In addition, the reheating of the deposit due to 

the release of latent heat is another factor in existent in rheo-casting. Indeed, the 

solidification conditions by spray forming of long-range freezing alloys such as A380 are 

difficult to be explained by classical theories of solidification, even of rapid solidification. 

 

 
Fig. 4.SEM with EDS spectrum (a) analyzed whole region; (b) analyzed bright region, indicating Pb and Si 

phases in spray deposited Al-6Si-10Pb alloy 

 

 
 

Fig. 5.  SEM micrographs showing porosity at (a) 2000x; (b)1000x 
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SEM micrographs showing porosity are shown in Fig. 5. The porosity formation can 

take place due to gas entrapment, insufficient melt to fill the porosity and solidification 

shrinkage. The decrease in porosity from center to periphery could be explained on the 

basis of decrease in gas velocity from center to periphery of the deposit. Higher gas 

velocity would lead to higher particle velocity at center as compared to periphery.  Semi-

solid particle impacting the substrate or preform at higher sped would undergo greater 

deformation and thus lead to lesser pores as compared to periphery where the particles 

would undergo less deformation leading to existence of more pores. 

 

Conclusions 

1. Al-6Si-10Pb alloy with fine equiaxed grain structure of aluminum was casted using 

spray forming technique.  

2. Uniformly spread needle shaped silicon particles surrounding the aluminum grains 

were observed in the microstructure ofAl-6Si-10Pb alloy.  

3. The preforms at different location shows different grain size with larger grains at the 

center and smaller grains along the periphery. Further, high porosity was observed for 

the as casted preforms due to gas entrapment, and insufficient melt.  

3. Rolling treatment reduces the porosity, but simultaneously generate cracks due to the 

applied stress. The developed stress can be reduced by using an additional annealing 

treatment to the Al-6Si-10Pb alloy.  
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ABSTRACT 

The present study emphasizes determining the optimum value of the extrusion ratio for superior 

microstructure and mechanical properties of copper via the synergistic effect of powder metallurgy and 

extrusion process. In this study, sintered Cu is hot extruded for different extrusion ratios, from 2.8 to 11.1. 

During extrusion treatment, copper experiences high compressive and shear stress, which enhances the 

nucleation rate and recrystallization. It also breaks the oxide precipitates into tiny pieces with uniform 

dispersion. Experimental evaluation of the extruded copper pallets analyzes the effect of extrusion ratio on 

compressive stress, density, micro-indentation hardness, and electrical conductivity for extruded copper 

components. These properties show a combined effect of grain refinement and compaction as a function and 

potential candidate for extrusion ratio. The impact of grain refinement as a function of extrusion ratio and 

compressive deformation is analyzed according to microstructural analysis and different phase identification. 
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Introduction 

Copper is a highly sought-after standout material in electrical applications including current-

conducting wires, heat sinks, automotive, electric appliances, electronic devices, and other 

power transmission devices [1]. The high electrical conductivity, thermal conductivity, and 

corrosion resistance of copper make it useful in power transmission and heating 

applications [2,3]. The copper synthesized by the powder metallurgy route exhibits large 

porosity content [4,5]. It may adversely affect the physical properties of copper.  

Thus, secondary processing techniques such as hot extrusion and forging may 

overcome these limitations. These may considerably enhance mechanical properties. In hot 

extrusion, sintered metal is heated to 50-75 % of its melting temperature [4]. To avoid 

metal seizing, the extrusion die is heated near the metal temperature. Then, heated metal 

billets are extruded in a shaped extrusion die by applying an appropriate pressure. It makes 

the die of the conversing shape. The ratio of in to out the cross-section area of the extrusion 

die is known as the extrusion ratio. During the extrusion process, the material passes 

through a narrow opening; It suffers compressive and rheological shear loading. It axially 
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aligns the randomly oriented reinforced particulates and decreases the porosity content. It 

may facilitate densification, which significantly enhances the microstructure and 

mechanical properties [6]. According to the literature, extrusion ratios affect the 

microstructure and mechanical properties of AZ91D magnesium alloy undergoing the hot 

extrusion process [7,8]. It also depicts that grain refinement and interfacial adhesion have 

a great influence on the extrusion ratio. 

Extrusion of materials through the die depends on the profile parameters and 

complexity of the die opening. The factor of complexity is also controlled by the applied 

resultant forces in the direction of flow during the process, which is variable and increases 

with the rise in temperature and gravitational force [1–15]. Nevertheless, complexity 

decreases with an increase in the profile perimeter of the die opening but also depends on 

the force/pressure of extrusion as well as on the ductile behavior of the material. For pure 

copper, the combined effect of experimental parameters such as profile of the die opening, 

rise in temperature, extrusion force, extrusion ratio, etc., might be the reason behind the 

excellent level of grain refinement and metallurgical properties [1–17].  

The present work evaluated the effect of different extrusion ratios on the 

microstructure of sintered copper prepared by the hot extrusion process. The Cu 

specimens were prepared by two routes, i.e. (1) powder metallurgy route and (2) powder 

metallurgy route followed by hot extrusion for different extrusion ratios. Synthesized 

copper specimens were analyzed according to a function of extrusion ratio and 

metallurgical characteristics. In this work, a synergetic effect of the two-processing 

techniques (powder metallurgy and extrusion) has been used to improve the grain 

refinement and properties of pure copper specimens. This work is mostly suitable and 

recommended for the essential utilization of copper-based components, where the 

inclusion of ceramic and any type of reinforcement is not preferred.  

 

Materials and Methods 

The present study used an electrolytic copper powder, Loba Chemicals Pvt. of an average size 

of 40 µm and 99.9 % purity. The copper powder was preheated at 120 °C for 1.5 h to remove 

the moisture content from the powder and milled at 300 rpm for 1 h in a planetary ball mill.  

The steps involved in the fabrication process are described in Fig. 1. Hardened steel 

balls were used with a ratio of 5:1 for the ball-to-powder weight ratio. In Fig. 2(a), copper 

powder particles are represented with some sharp edges followed by the ball milling 

process shown in Fig. 2(b). After milling, the copper powder was cold compacted at 

700 MPa with a 3-min dwell time in a custom-made two-piece compaction die shown in 

Fig. 2(c), with the use of zinc stearate as the die lubricant. The green compact was 

sintered at 900 °C for 1.5 h in a three-stage diffusion furnace (Fig. 2(c)).  

To reduce the porosity content of copper, hot extrusion was used as a secondary 

process after sintering (Fig. 2(d)). For the hot extrusion process, sintered billets of size 

20 mm in diameter and 30 mm in height were heated up to 750 °C for 20 mins. Complex 
die for the extrusion consists of several parts or the load sustaining and hold for the 

constant die cavity space. The most important part of the extruded die part shown in 

Fig. 2(d) for which the dimensions of the extruded bar are 20 mm in diameter at the inlet 

while 7.14, 3.17, and 1.8 mm at the outlet. With this different extruded ratio, bars were 
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obtained. The sintered copper pallets were extruded in a preheated extrusion die, which 

was maintained at 700 °C. The extrusion of the copper was done for three extrusion ratios 
of 2.8:1, 6.3:1, and 11.1:1 with a punch speed of 1 mm/s. The purpose of using different 

extrusion ratios was to analyze its effect on microstructure. Graphite was duly applied to 

the punch and die before each experiment to carry out the extrusion process in the 

dedicated extrusion die. FESEM (Field Emission Scanning Electron Microscopy), EDX 

(Energy Dispersive X-ray), and XRD (X-ray Diffraction) analyses were conducted to identify 

the surface morphology, phase formation, and physical properties of the extruded 

specimens. 

 

 
 

Fig. 1. Synthesis steps of Extruded copper component 

 

The ball milling was performed at room temperature with volume size 

((π/4) 862 × 80 mm3, RETSCH PM-100). Compressive stress evaluation was performed by the 

prepared sample of extruded specimens according to the ASTM E9-19 standard. For this 

purpose, the diameter to length ratio was maintained at 0.8. The compression test was done 

with the help of a UTM (Universal Testing Machine) until the first crack was developed along 

the lateral dimension of the specimen. It was considered the rate of the load increases 

constant with a value of 0.25 MPa/s. It was observed that for a limited value of load between 

250 and 280 KN first fracture on the lateral surface appeared and obtained data has been 

reported for this work. To examine the performance of the prepared composite, well-polished 

samples (roughness below 0.05 µm) were used with the help of EDX attached FESEM (ZEISS, 

SUPRA 40 P). XRD analysis was conducted by using (PAN AlyticalXpert, K-Alpha1 

wavelength: 1.540598 nm radian intensity up to 26000 a.u.) scanning range of 10-90° with 
a step size 0.02°/sec.  
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Fig. 2. Processing sequence for the synthesis of copper extruded specimen (a) Cu powder particles; (b) 

Ball milling process; (c) Powder compaction inside the die and sintering process; (d) representation of 

extrusion die process 

 

Vicker’s microindentation hardness tester (VI diamond indenter, CSM Instruments, 
Singapore) was used for the measurement of microhardness of the extruded pallets on 

different locations by a maximum load of 2000 mN with a pause time of 10-20 seconds. 

To the accuracy of the results, a minimum of 5 tests for each phase were conducted for 

different locations, and an average of the obtained values was reported. Moreover, for 

each indentation, a minimum indentation distance of 2.5d (d is indentation diameter) was 

maintained in each phase and experiment. For FESEM analysis, the specimens were 

prepared by grinding the samples with 2000-grade silicon grit paper followed by 

polishing with fine alumina powder. Finally, the specimens were etched with a solution 

of 5g FeCl3 in 15 ml HCl and 90 C2H6OH to observe the grain morphology.  

 

Results and Discussion 

The density of all copper specimens is determined by the Archimedes method. Table 1 

shows the value of actual density, sintered density, and relative density of copper for 

different extrusion ratios. Figure 3(a) shows the density of Cu and extruded Cu with 

different extrusion ratios. The general trend shows that the sintered density increases with 

increasing extrusion ratio. The narrow opening of the extrusion die may increase 

compressive and shear stress, which significantly increases the particle-to-particle contact 

and results in the close packing of the Cu particles. It may increase the density of Cu by 

increasing the extrusion ratio. The theoretical density of the copper is 8.96 g/cm3 [3]. The 

relative density of the Cu increases with increasing the extrusion ratio and achieves its 

a b 
c 

d 
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maximum value (8.66 g/cm3) of 96.65 % at an 11.1 extrusion ratio, which is 4.9 % higher 

than that without the extrusion process. The micrograph shown in Fig. 4 (microstructural 

evaluation) also depicts that the high extrusion ratio considerably reduces the pores and 

voids, which increase the sintered density [3]. With increasing the extrusion ratio, dynamic 

recrystallization of the Cu particles increases at elevated temperatures, which results in the 

reduction of the oxide formation and enhances the sintered density [16]. 

 

 
Fig. 3. (a) Variation of density with extrusion ratio, and (b) variation of hardness with extrusion ratio 

 

 
 

Fig. 4. FESEM images of (a) as received dendritic copper powder, (b) Cu without extrusion, (c) Cu extruded 

with a 2.8:1 extrusion ratio, (d) Cu with a 6.3:1 extrusion ratio, (e) Cu with an 11.1:1 extrusion ratio 
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Figure 3(b) shows the value of the microhardness of the Cu for different extrusion 

ratios. It illustrates that the value of hardness increases with increasing extrusion ratios. 

The hardness depends on the porosity content, interface bonding, and plastic deformation 

of the material at the point of indentation [15]. The micrograph (Fig. 4) shows that the 

porosity of the copper decreases with an increase in the extrusion ratio, with a reduction 

in the amount of pores. 

 
Table 1. Relation of actual density, theoretical density, and relative density with respect to extrusion ratio 

S. No. Extruded Alloy Actual density, g/cm3 Theoretical density, g/cm3 Relative density, % 

1 Cu 8.26 8.96 92.12 

2 Cu (2.8 ext. ratio) 8.37 8.96 93.41 

3 Cu (6.3 ext. ratio) 8.49 8.96 94.75 

4 Cu (11.1 ext. ratio) 8.66 8.96 96.65 

 

It may be attributed to the strong bonding and close particle packing of Cu at a higher 

extrusion ratio [18–23]. With an increasing extrusion ratio, the oxide precipitate is broken 

into small pieces and homogeneously dispersed. A higher nucleation rate leads to dynamic 

recrystallization, which further leads to grain refinement [20,24–26]. In hardness tests, fine 

grain structure and uniform dispersion of oxide content create an obstacle in displacing the 

copper during the indentation of the diamond ball. This strengthening mechanism 

increases the hardness of the extruded copper. The hardness value of sintered copper is 

62.2 HV. The value increases with the extrusion ratio and achieves its maximum value of 

75.8 HV for an 11.1 extrusion ratio. Thus, the study reported a 21.9 % increase in the 

microhardness of Cu with an extrusion ratio of 11.1 than of without extrusion. Authors 

[4,12] have reported a similar result of microhardness. It was found that the value of 

microhardness increases from 66.2 to 77.2 VHN with an increasing extrusion ratio from 4:1 

to 15:1. Generally, hardness value is a dependent parameter on the types of material such 

as abrasive and matrix-based material. As, in this experimental work, no abrasive has been 

used but due to compaction and dual sintering process, synthesized copper alloy has been 

denser. This results in the reduction in porosity as discussed, which also affects the micro-

indentation hardness. This is a simple phenomenon for the different phases generated due 

to sintering and reduction of porosity [7,16]. 

Figure 5(a) shows the micrograph of extruded Cu for a 2.8:1 extrusion ratio. Several 

numbers of pores with interfaces of Cu and Cu-oxide phases are identified in Fig. 5(a). These 

interfaces are variable according to the size and dominated by the copper due to which 

variable density and porosity have been obtained as discussed earlier. For this, Fig. 5(b) shows 

the EDX spectra of extruded Cu with the elemental analysis. The elemental analysis of EDX 

spectra shows oxygen content, which may confirm the formation of copper oxide. It may be 

attributed to the involvement of atmospheric oxygen during the sintering and hot extrusion 

process [15,16]. The corresponding micrograph for the hardness test at the copper extruded 

surface is represented in Figs. 5(c,d) related to copper and its interfaces. These micrographs 

are directly affected by the elemental involvement and interfaces as observed in the EDX 

spectrum. Both the phases shown in Fig. 5(a,b) are different from each other according to 

indentation. Indentation for pure copper (Fig. 5(a)) is more uniform than the indentation in 

the oxide phase of copper (Fig. 5(b)).  
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Fig. 5. (a) Micrograph of Cu extruded with the extrusion ratio of 2.8:1; (b) EDX spectrum with the elemental 

analysis; (c) microindentation on pure copper phase; (d) microindentation on the interface of Cu-oxide phase 

 

The general trend in Fig. 6 depicts that electrical conductivity increases with 

increasing the extrusion ratio. It shows the highest value of electrical conductivity (94.9 % 

IACS) for the extrusion ratio of 11.1 which is 8.11 % greater than that of the Cu without 

extrusion. The increase in the electrical conductivity may be attributed to the reduction 

in porosity content with increasing the extrusion ratio. The synergetic effect of pores 

elimination and strong interface adhesion may remarkably enhance the electrical 

conductivity by increasing the extrusion ratio. 

 

   

Fig. 6. Variation of electrical conductivity (% IACS) 

with extrusion ratio (%) 
Fig. 7. Variation of compressive strength (MPa) 

with extrusion ratio (%) 

 

The electrical conductivity of any material depends on several factors, including:  

(1) number of free electrons present; (2) porosity and cavity content; (3) interfacial 

adhesion of the material. 
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It may refer to the ease in the movement of free electrons, as the presence of pores 

and cavities may act as an obstacle in the motion of free electrons. It may also be attributed 

to strong interface adhesion with increasing the extrusion ratio, which may refer to the 

high plastic deformation of the Cu under high compression and shear stress at elevated 

temperatures [7,16]. However, the 1.79 % increase in electrical conductivity (93.2 to 

94.9 % IACS) with increasing the extrusion ratio from 6.3 to 11.1 depicts less increment in 

the electrical at high extrusion ratio. It refers to the excellent interface adhesion and low 

porosity content at a 6.3 extrusion ratio, therefore less improvement is depicted in interface 

adhesion, and porosity content may be depicted with increasing further extrusion ratio. 

The size and shape of the particles in the specimens have an impact on the 

compression behavior, which varies. Energy is stored in the extruded copper pallets before 

any first cracking and is distributed among the contact particles with the compaction 

surface [13,15,16,27]. As represented in Fig. 7, it seems that compressive stress values for 

the copper extruded billets increase with the increase in extrusion ratio. A maximum value 

for the compressive stress before fracture is obtained about 1442 MPa (for 11.1 extrusion 

ratio) which is approx. 277 % higher than the non-compressed extrusion pallets. Moreover, 

for the extrusion ratio of 2.8 and 6.3, the value of compressive stress reached 742 and 

1156 MPa, respectively. These obtained results show the combined effect of extrusion ratio 

and initial companion with grain refinement for copper pallets. When a compressive force 

is applied, internal fracture (dislocation) initiation for copper billets is always started within 

grains, moving toward the grain boundary. As Copper has a high work hardening exponent 

and these dislocations pile up and immediately form a dislocation forest (Frank–Read 

source). These dislocation forests may accumulate at the grain boundaries. As interaction 

of the two dislocations are repulsive in nature. Therefore, more compressive stress is 

required to propagate the dislocation from the grain boundaries, as the dislocation forest 

present at the grain boundary may create obstacles in the movement of dislocation. A high 

extrusion ratio increases the number of grains present in the same region, which leads to 

more compressive stress to propagate the dislocation from these grain boundaries [16].  

In the compression test, dislocations (cracks) are initiated within the material and 

progressively moved towards the outer direction. At an optimum value of compressive 

stress, these dislocations (cracks) may come out from the material surface and cause the 

first fracture on the specimen's outer lateral surface. Therefore, grain refinement may 

increase the compressive strength of the extruded copper by increasing the extrusion ratio. 

Figure 4 shows the micrographs of the sintered Cu and the sintered Cu extruded for 

different extrusion ratios. The metallographic images are taken perpendicular to the 

extrusion direction. With an increasing extrusion ratio, the micrograph in Fig. 4 shows the 

recrystallization of Cu with a more refined and homogeneous grain structure and size. 

Figure 4(a) depicts the dendritic shape of received the copper. It shows an extended facet of 

dendritic copper. Figure 4(b) illustrates the micrograph of copper sintered at 900 °C. It shows 
non-uniform grains of large size along with the formation of copper oxide (CuO).  

The micrograph shows some tiny pores [16,27,28]. 

Figure 4(c) shows the micrograph of extruded Cu with the 2.8:1 extrusion ratio. It shows 

the partial recrystallization with a non-uniform grain structure. It confirms that grains are 

suppressed however, the formation of copper oxide is observed. These oxides are marked in 

the micrographs (Fig. 4), mostly white phases, and settled on the spaces available between 
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grains and pores. The reduction in grain size may refer to densification during extrusion [27]. 

The micrograph in Fig. 4(d) shows the extruded Cu with the 6.3:1 extrusion ratio. It shows 

the recrystallization along with the non-uniform grain structure. Figure 4(d) shows that the 

grains are considerably suppressed along with partial grain refinement. During the extrusion 

process, the Cu particles pass through the confined narrow opening, which leads to achieving 

close particle packing [15]. It may reduce the porosity and grain size.  Here, in different 

magnifications of the micrographs, pores size is also variable with the grain size. It can be 

observed from these images that the number of available pores is also variable and reduces 

with the increase of the extrusion ratio. The micrograph also confirms the reduction in the 

size of copper oxide. It may be attributed to the compressive and shear stress developed 

during hot extrusion, which breaks the copper oxide into small pieces [10]. Figure 7(e) shows 

the micrograph of extruded Cu with the 11.1:1 extrusion ratio. A high extrusion ratio may 

rearrange particles that may cause high plastic deformation [16]. 

The severe plastic deformation at elevated temperatures may store the internal energy 

and the system becomes thermodynamically unstable [28–30]. The micrograph in Fig. 4(d,e) 

shows that the porosity and cavity content decreases with increasing the extrusion ratio, 

concerning Fig. 4(b,c). It may lead to dynamic recrystallization and refine grain structure 

[1,31,32]. It may lead to a considerable reduction in grain size. Figure 4(e) shows the tiny 

copper oxide along with fine grain boundaries. It may refer to the development of high 

compressive and shear stress at a high extrusion ratio. It may break the large-size CuO into 

small pieces [10]. The high extrusion ratio enhances the high plastic deformation, which 

increases the nucleation rate [11,15,32,33]. It may be attributed to the fine grain structure at 

11.1 extrusion ratio. It may eliminate porosity and enhance densification behavior. 

 

 
 

Fig. 8. XRD pattern for sintered Cu and Cu extruded with different (2.8:1, 6.3:1, and 11.1:1) extrusion ratios 

 

Figure 8 shows the XRD pattern of Cu and extruded Cu with different extrusion 

ratios. XRD spectra show the intensity peaks of Cu. The interlayer lattice spacings of the 

Cu specimens for different extrusion ratios were determined by Bragg’s law (d = nλ/2sinθ), 

where n=1, wavelength λ=1.5406 Å for Cu Ka, and θ is the Bragg angle. Figure 5 depicts 

the high-intensity diffraction peaks of Cu at the 2θ angle of 43.20 ± 0.04, 50.26 ± 0.06, 

and 73.98 ± 0.6° which corresponds to the lattice spacing 2.094, 1.814, and 1.28 Å, 
respectively. This lattice spacing refer to the (111), (200), and (220) planes of the fcc Cu. 
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It also confirms the low-intensity peaks of CuO and Cu2O. It may be because of the 

involvement of atmospheric air during sintering and the hot extrusion process. Not only 

that, but it reacts with the amount of oxygen present in the air with the copper at elevated 

temperatures and forms copper oxide [16]. The XRD pattern shows that the intensity of 

oxide peaks decreases with increasing the extrusion ratio. It may be attributed to grain 

refinement and breaking of copper oxide under high compressive and shear stress [9]. 

 

Conclusions 

The sintered copper specimens were successfully extruded for 2.8, 6.3, and 11.1 extrusion 

ratios by hot extrusion route. Microstructure and phase formation of Cu specimens are 

characterized by FESEM, EDX, and XRD techniques.  

The micrograph of the sintered copper shows the large grain size. It also shows oxide 

participation and porosity content. For a high extrusion ratio of 11.1:1, the micrograph 

confirms the refined and uniform grain structure with reduced oxide precipitate.  

It might be attributed to high nucleation rate and dynamic recrystallization because of high 

compressive and shear stress at elevated temperatures. Thus, the test results recommend that the 

11:1 extrusion ratio is suitable for achieving superior grain structure and mechanical properties.  

The strengthening of Cu is the coordination of dynamic recrystallization, grain 

refinement, and homogeneous dispersion of oxide precipitates. 

Obtained results for the density, compressive strength, microhardness, and 

electrical conductivity confirm an appreciable increase due to the effect of compression 

and as a function of extrusion ratio.    
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ABSTRACT  

The behavior of shape memory alloys depends on the deformation technique and strain rate. This paper aims to 

demonstrate the martensite stabilization effect in equiatomic NiTi shape memory alloy after high strain rate 

loading. The high strain rate deformation at different rates and temperatures was performed using the Kolsky 

method modified for tension. Quasistatic deformation tests were conducted on a universal testing machine at 

identical temperatures up to the same residual strains. After tests, the samples were heated through reverse 

martensitic transformation temperature range in a thermomechanical analyzer with a temperature 

measurement accuracy of 0.3 °C. It is shown that the martensite stabilization effect depends on the loading rate 
in martensitic, premartensitic, and mixed phase states. An increase in the loading rate in the martensitic state 

results in a greater stabilization effect. High strain rate loading in the premartensitic and mixed-phase states does 

not lead to martensite stabilization, unlike in the quasi-static case. The results are consistent with the those of 

other authors and can be explained by hypotheses referenced in the paper. 
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Introduction 

Shape memory alloys (SMAs) are the special type of smart materials [1]. They have been 

used in various fields, including engineering [2–5], medicine [6–8], and aerospace 

technology [9–12]. The NiTi (Nickel Titanium) alloy is the most well-known and studied 

SMA due to its superior properties, including high strength, biocompatibility, corrosion 

resistance, and most importantly, the superior shape memory effect (SME). SME is the 

ability of a deformed alloy to return to its "remembered" pre-deformed shape when 

heated. The mechanism of the SME is due to the thermoelastic reversible martensitic 

phase transformation that can be activated by temperature change and 

loading/unloading [13].  

The mechanical and functional behavior of the material depends on the deformation 

technique and on the strain rate. Researchers have long been interested in the influence 

of strain rate on the SMAs, and research has focused on their mechanical properties, 

structures and functional behavior [14–21]. The reason for the high interest in the 

behavior under the high strain rate loading is clear. For example, SMAs have a high 

damping capacity due to stress-induced martensite phase transformation or martensite 
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reorientation, which makes them ideal for use in damping devices [22]. However, the 

phase transformation is not perfectly thermoelastic and is sensitive to the strain rate. 

Moreover, the thermoelastic martensitic transformation itself has a unique property 

known as the martensite stabilization effect (MSE). After deformation, the reverse 

martensitic transformation start temperature (As) increases, according to the Clausius-

Claiperon equation. This effect has been widely studied for various compositions [23], 

and prestrain methods [24]. The microstructural approach was used to model the 

martensite stabilization effect [25]. However, no clear explanation for this phenomenon 

has appeared, although there are several hypotheses. For instance, in [26], the authors 

proposed the following hypothesis to explain the effect. They proposed a new mechanism 

for the MSE, suggesting that damage to the martensite boundaries during pre-strain 

decreases their mobility. As a result, a greater thermodynamic force (overheating) is 

required to move the interfaces during the reverse martensitic transformation.  

Although the stabilization effect has been extensively studied, there are no works 

demonstrating this phenomenon after high strain rate loading. This work shows the 

peculiarities of the martensite stabilization effect after deformation at various rates and 

temperatures. It was discovered that the realization of this effect, as well as functional 

and mechanical behavior, is also dependent on the loading rate. The presented results 

are consistent with the hypothesis mentioned above. 

 

Methods 

Equiatomic NiTi, the most popular shape memory alloy, was selected for the 

investigation. Samples with a working part’s height and diameter of 8 mm were 

manufactured using a CNC machine. Residual stresses were removed by subsequent aging 

at 500 °C for 1 hour, followed by cooling in a furnace. After heat treatment, the material 

demonstrated a single-step B2-B19' transformation with characteristic temperatures of 

Ms = 78 °C, Mf = 55 °C, As = 89 °C and Af°= 110 °C. The results of different scanning 

calorimetry are shown in Fig. 1. 

 

 

 

Fig. 1. Calorimetric curve of the material (●, ● - test temperatures) 
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The following test temperatures were chosen: 25, 87, 63 °C (marked with dots in 

Fig. 1). The temperatures of 87 and 63 °C were achieved by cooling from the high-

temperature austenitic state, from 140 °C. At 87 °C the material was in the “pre-

martensitic” state, close to the martensite start temperature Ms. At 63 °C, which 

corresponds to the peak in the calorimetric curve, the material was in the mixed-phase 

state. At room temperature (25 °C) the material was in a pure martensitic state. 

High strain rate loading was performed using a Kolsky method for a split Hopkinson 

pressure bar [27] modified for tension mode [28,29]. Figure 2 illustrates the experimental 

setup. To conduct tests at elevated temperatures, a small tubular oven was placed at the 

edges of the bars with the specimen in between, and temperature control was provided 

by a thermocouple. Test parameters (stress, strain in the specimen, load, strain rate, 

loading time) were automatically calculated using the Kolsky formulae based on data 

obtained from low-base foil strain gauges placed on the surfaces of the bars. Further 

details can be found in [29].  

 

 

 

Fig. 2. Scheme of Kolsky method modified for tension: 1 – specimen; 2 – anvil;  

3 – striker; 4 – compressed air; 5,6 – measuring bars; 7 – strain gauge 

 

Residual strains were measured after the deformation and cooling to room 

temperature. Due to the peculiarities and limitations of the loading method, achieving 

higher strain rates resulted in higher residual strains in the specimens. Residual strains 

were approximately 5, 10 and 15 % after deformation at strain rates of ≈ 500, 1000, and 
1500 sec-1, respectively.  

The universal testing machine equipped with a thermal chamber was used to 

perform quasistatic deformation up to the residual strains at the test temperatures. 

 

  
Fig. 3. Determination of reverse martensitic transformation start temperature As. As an example, a 

specimen deformed quasistatically to 5 % residual strain at a strain rate of 500 s-1 is shown 
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After tests, the specimens were thermocycled through the temperature range of the 

direct and reverse martensitic transformation in a thermomechanical analyzer with a 

temperature measurement accuracy of 0.3 °C. The rate of temperature change was about 

1.5 °C per minute. The reverse martensitic transformation start temperatures As were 

measured by the tangent method, at the moment when the strain recovery curves on 

heating deviated from a straight trajectory, as shown in the example in Fig. 3. The paper 

focuses on the As, without considering the mechanical and functional features that appear 

with high-strain rate loading. 

 

Results and Discussion 

At room temperature, the material is in the martensitic state. When subjected to external 

load, the material accumulates reversible strain due to martensite reorientation and 

irreversible plastic strain. However, the increase of loading rate in the martensitic state 

leads to the increase of irreversible strain and decrease of reversible strain [30]. From the 

experimental data presented in Fig. 4, it can be seen that in both cases, the martensite 

stabilization effect increases as the total residual strain εres increases, but the difference 

in the proportions of reversible and irreversible strains in the quasi-static and dynamic 

cases leads to a difference in the stabilization effect. The higher loading rate results in a 

higher proportion of irreversible strain compared to the quasistatic case, which leads to 

a greater difference in the stabilization effect. According to results a stronger MSE is 

correlated with an increase in irreversible plastic deformation. Higher plastic strain leads 

to an increase in strain inconsistency, which reduces the mobility of martensitic 

boundaries. As a result, a greater thermodynamic force is required for the reverse 

martensitic transformation to occur. 

 

 

Fig. 4. The values of As in the first heating after tests at room temperature in the martensitic state 

depend on the strain rate ξ and the residual strain εres (● – after quasistatic deformation; ● – after high 

strain rate loading) 

 

As mentioned above, martensitic transformation in shape memory alloys can be 

activated not only by temperature change but also by loading/unloading. The transition 

from one phase to another is accompanied by the absorption or release of heat (as shown 

in Fig. 1). This fact was addressed in [31] where the authors studied the temperature 

evolution of a TiNi alloy during dynamic loading. Among other things, they suggested 
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that higher strain rates bring the stress-induced direct martensitic transformation 

conditions closer to adiabatic conditions. This phenomenon gives rise to peculiarities 

shown in Fig. 5.  

Quasi-static loading in the mixed phase state at 63 °C (Fig. 5(a)) and in the 

premartensitic state at 87 °C (Fig. 5(b)) is followed by the usual behavior - the martensite 

stabilization effect is observed (recall that these test temperatures were reached by 

cooling from the high-temperature state). The bigger the residual strain, the stronger the 

stabilization effect. However, the higher the test temperature is from the martensitic 

state, the weaker is the stabilization effect, which is fully consistent with results in [24,26] 

and the damaged boundary hypothesis described above. In this case, the martensite 

boundaries are less damaged, compared to active deformation in the martensitic state. 

The martensite appears and grows oriented in the same direction as the load, exhibiting 

so-called transformation plasticity effect. Active deformation in the martensitic state has 

a more "aggressive" influence on the martensite boundaries, compared to transformation 

plasticity effect.  

 

 
(a) 

 
(b) 

Fig. 5. The values of As in the first heating after tests at 63oC (a) and 87oC(b) depend on the strain 

rate ξ and the residual strain εres (● – after quasistatic deformation; ● – after high strain rate loading) 

 

MSE is not observed after high strain rate loading. The temperature of the reverse 

martensitic transformation As during the first heating does not increase despite the 

growing residual strain. This feature can be explained by a combination of the both 

hypotheses mentioned above [26,31]. If higher strain rates bring the conditions of stress-

induced martensitic transformation closer to adiabatic conditions, the martensite 

formation does not occur under high strain rate loading (at least it is significantly less 

than in the quasistatic case). This is because the transformation heat does not have 

opportunity to be distributed and dissipated in the environment under adiabatic 

condition. Thus, the only way is to accumulate the strain in the austenitic phase rather 

than through martensite formation. If the martensite remains undeformed, its boundaries 

will not be damaged, and therefore the martensite stabilization effect cannot occur. 

The martensite stabilization effect depends on the loading rate in martensitic, 

premartensitic, and mixed phase states. The results are consistent with the results of 

other authors and can be explained by hypotheses presented in the literature. 
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Conclusions 

The loading rate has a significant impact on the properties of NiTi shape memory alloy, 

including the martensite stabilization effect. An increase in the loading rate in the 

martensitic state results in a higher stabilization effect. However, high strain rate loading 

in the premartensitic and mixed-phase states does not lead to martensite stabilization, 

unlike in the quasi-static case. This behavior is consistent with the results and the 

hypotheses of other authors. The hypothesis that the conditions of stress-induced 

martensite formation are close to adiabatic in the dynamic case, as well as the idea that 

martensite boundaries are damaged under load, can explain the features presented. 
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ABSTRACT  

Scientific research and exploratory work on the creation of new technologies are continuing, the purpose of 

which is to increase the level of mechanical and high temperature properties of materials. A multicomponent 

carbon composite material (MCСM) containing silicon nitride and oxynitride was synthesized by the method of 

sequential stepwise high-energy mechanochemical treatment (MCТ) and isothermal annealing at 1100 °C of 
powder mixtures of Taunite-M, silicon, g-C3N4 phase and melamine. Using X-ray diffraction analysis, IR 

spectroscopy and Raman spectroscopy, it was proved that β-Si3N4 and Si2N2O phases are present in the MCСM. 
Their crystallographic characteristics and crystal lattice parameters were determined. A crystal chemical 

explanation of the formation and stability of these phases in the realized synthesis is proposed. The synthesized 

МССМ is a promising material for high-temperature heat-resistant ceramics. 
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Introduction 

Formation of silicon nitride and oxynitride phases in a carbon matrix significantly changes 
the properties of carbon composite materials. This is due to their high hardness, shape 
morphology and distribution pattern in the composite. With standard technologies [1], the 
formation of these phases is achieved through prolonged high-temperature treatment 
and/or at elevated pressure. We implemented a different approach in our research. The 
technology of mechanochemical treatment (MCT) of multicomponent polyphase powder 
mixtures is used [2]. The elemental, phase and fractional compositions of the components 
of the initial powder mixture and the gas composition of the technological atmosphere 
undergo changes in the process of sample preparation and the initial stage of MCT. This 
is necessary for the subsequent mechanochemical alloying of the components in a high-
energy planetary mill, the formation of nonequilibrium structural-phase states. The 
presence of fine single-crystalline silicon particles in the processed powder mixture 
promotes the synthesis on such a substrate with its random favorable crystallographic 
orientation in the carbon matrix and the real technological atmosphere of the desired 
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phases: silicon nitride and oxynitride. The resulting state was stabilized by isothermal 
annealing. Varying the parameters and conditions of the MCT technological process 
provides the necessary set of types of impact action (of the balls on the powder mixture), 
their energy and kinetic patterns. This includes the duration and nature of the interaction, 
the gas composition of the technological environment in which local impact processes 
and various physical and chemical processes occur during subsequent mixing of the 
powder in the working volume [3]. Alternating the above technological parameters makes 
it possible to form micro- and nano-particles of powder material of various shapes. The 
use of subsequent isothermal annealing makes it possible to detect the formation of 
silicon nitride and oxynitride phases and ensures the formation of the required phase 
composition in the synthesized multicomponent carbon composite material (MCCM). Since 
the formation and distribution of phases in the volume of the synthesized MCCM is 
significantly influenced by the form factor of the initial carbon material, we used Taunite-
M type nanostructured carbon material in the work. When using high-energy ball mills 
for synthesis, it is necessary to create a protective or reducing environment. At the level 
of micro- and nano-processes, the composition of the technological atmosphere in the 
local volume of direct impact interaction comes to the fore. For these purposes, a 
component (melamine) was added to the processed powder mixture, which, upon 
decomposition during the synthesis process, released nitrogen-containing gas 
components (including ammonia), forming a reducing or protective environment, both in 
the local interaction volume and in the entire working volume [4]. In addition, at all 
subsequent repeating stages of MCT and stepwise heat treatment (SHT), the factor of the 
reducing atmosphere of nitrogen-containing compounds formed at the first stage of 
synthesis is continuously enhanced by the active (atomic) carbon of working environment 
in the local volume of impact interaction, which primarily binds technological oxygen 
residues to form carbon monoxide. 

Therefore, the purpose of the performed work was to use diffraction and spectral 
research methods to prove the synthesized MCCM contains such phase components as 
silicon nitride (Si3N4) and silicon oxynitride (Si2N2O). 
 

Methods 

The considered multicomponent carbon composite material (MCCM) was obtained by 

synthesis using mechanochemical treatment (MCT) in a PM-100 planetary ball mill 

(Retsch Technology, Hamburg, Germany) and subsequent stepwise isothermal annealing 

in a vacuum furnace at a temperature not exceeding 1100 °C and vacuum of 1‧10-3 mbar 

for at least three hours. 

To obtain MCCM, we used carbon nanostructured material Taunite-M as a basis: 

quasi-one-dimensional, nano-sized, thread-like formations of polycrystalline graphite, 

predominantly cylindrical in shape with an internal channel compliant with TU 2166-

001-77074291-2012 produced by LLC NanoTechCenter (Tambov, Russia). 

In order to accelerate the process of phase formation, powder material obtained 

using the technology described in [4] was added to the mixture together with Taunite-M. 

This technology involves the thermal decomposition of carbamide (in our case, melamine) 

to graphite-like carbon nitride. The presence of the g-C3N4 phase in the processed mixture 
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of powder mixtures including silicon, Taunite-M and nitrogen-containing components 

 

is a necessary condition for the formation of β-Si3N4 during synthesis. The weight 

proportionality of the charge components of powder mixtures corresponds to the 

requirement of substance balance during synthesis. 

The mixture included four components of optimal proportional weight composition 

and homogeneous fractional composition: Taunite-M; g-C3N4; silicon (KR0 GOST 2169-

69); melamine (GOST 7579-76). The total mass of the powder mixture did not exceed 4 g 

and was controlled at all stages of the synthesis with an accuracy of ± 0.002 g.  

All components used were fractions of ≤ 56 μm composition. 
At the first stage, mechanochemical synthesis was carried out in a PM-100 planetary 

mill at 600 rpm in an agate jar with agate balls in ethanol. The processing time was 

10 hours, while the mode included stopping the process every 2 hours for 0.5 hours. This 

mode maximizes phase formation in the processed carbon material. The ratio of the mass 

of the balls to the mass of the load was 18:1. 

Next, the resulting material was dried at a temperature of (60 ± 2) °C for 4 hours 
and pressed into tablets with a diameter of 6 mm at a pressure of 1.5 tons (hydraulic press 

with a maximum force of 10 tons). The mass of the samples was (0.060 ± 0.001) g. At the 

third stage, multi-stage annealing was carried out in vacuum: at 360 ± 5 °C for 1 hour;  
at 450 ± 5 °C for 1 hour; at 1100 ± 5°C for 3 hours. 

The first two stages of heat treatment are carried out to decompose the melamine 

and thereby create a protective atmosphere. 

The phase composition of the resulting MCCM was studied by X-ray diffractometry 

using a DRON-3M diffractometer and Co Kα filtered radiation. The shooting was carried 

out according to the Bragg–Brentano setup (θ–2θ) in the angle range of 

2θ = (10 ÷ 90) angular degrees with a scanning step of 0.05° and exposure at a point of 

3 s. At least three samples synthesized under the same conditions were analyzed. The 

ratio of the min-max total set of pulses at a point provided a statistical error of 0.05/0.005. 

IR spectroscopy was performed on a Shimadzu IRPrestige-21 infrared spectrometer 

with Fourier transform, standard measurement parameters, spectral range  

of 7800–350 cm-1, ceramic radiation source, KBr beamsplitter, DLATGS detector. 

Raman spectra were taken on a Centaur scientific research complex, including a 

Renishaw Virsa spectrometer with excitation wavelength of 785 nm, 5 s exposure time, 

without radiation attenuation. 

 

Results and Discussion 

The X-ray studies had increased accuracy: we increased the number of samples examined 

(up to three per analysis); used analytical slits of reduced sizes and Soller slits to limit 

the axial deflection of the X-ray beam; increased shooting time per point by 3 times; 

reduced the scanning step; installed an iron β-filter for Co-radiation. Figure 1 shows the 

results of X-ray diffraction studies of the synthesized MCCM. The analysis proves, with a 

high degree of reliability, the presence of β-Si3N4 and Si2N2O phases in the synthesized 

material. When decoding the identified diffraction maxima, we used the data from our 

previous studies [5]. The fundamental factor in the studies performed is the fact of the 

existence of diffraction maxima that belong exclusively to the β-Si3N4 and Si2N2O phases 
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(see Fig. 1). Thus, X-ray studies indeed indicate that the proposed hybrid technology of 

MCCM synthesis produces silicon nitride and oxynitride. 

 

 
Fig. 1. X-ray diffraction pattern of MCCM obtained using the hybrid technology 

 

However, since the synthesized MCCM has a multiphase state (four phases), as a 

consequence all diffraction patterns obtained from X-ray analysis are complex: many 

diffraction peaks belonging to different phases, often closely spaced and often overlapping 

with each other [5]. In such cases, the results of phase analysis require clarification by other 

methods. For this purpose, in order to confirm that β-Si3N4 and Si2N2O phases formed during 

synthesis, we performed spectral studies of the MCCM samples using infrared spectroscopy 

(IR) and Raman spectroscopy (RS). This choice of spectral analysis methods is due to their 

increased sensitivity to the type of interatomic (intermolecular) interaction. The research 

results are shown in Figs. 2 and 3 and in Tables 1 and 2. 

 

 
Fig. 2. Results of Raman scattering by samples of the synthesized MCCM (lower graph) and mixture 

components used for synthesis (Si and g-C3N4) 

β-Si3N4 

Si2N2O 

Si 

2θ (degree) 
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Fig. 3. Results of IR spectroscopy of the synthesized MCCM samples 

 
Table 1. Interpretation of Raman scattering data for the synthesized MCCM samples (Raman spectroscopy) 

Experimentally obtained 

peaks, cm-1 
Literature data Phases 

296.53 259; 365 α-Si3N4 [8] 

303.24 Si experiment 

α-Si3N4 

411.75 400 Si-N [9] Si-N 

440.55 480 Crystalline Si [10] Crystalline Si 

505.23 515 α-Si3N4 [8] 

520 amorphous Si [10] 

518.08 Si experiment 

α-Si3N4 

amorphous Si 

656.24 668 α-Si3N4 [8] α-Si3N4 

704.05 g-C3N4 experiment g-C3N4 

750.45 g-C3N4 experiment g-C3N4 

800.44 804 heptazine rings [11] 

800 Si-C [10] 

800 Si-N [12] 

heptazine rings 

Si-C 

Si-N 

809.84 810 [13] melamine degradation melon 

849.01 860 Si-N [14] Si-N 

925.76 915 α-Si3N4 [8] 

946,81 Si experiment 

α-Si3N4 

962.19 975 α-Si3N4 [6] α-Si3N4 

1034 1034 α-Si3N4 [6] α-Si3N4 

1100-1700 1.3.5-s-triazine rings [12] 1.3.5-s- triazine 

1105.86 g-C3N4 experiment g-C3N4 

1181.08 g-C3N4 experiment g-C3N4 

1350  D-graphite 

1582  G-graphite 

1620  D'-graphite 

2100-2300 2200 Si-H [11] Si-H 

2700  2D-graphite 

3250 3300 N-H [11] N-H 

 

Figure 2 shows the results of Raman scattering studies for the synthesized MCCM 

samples. Note the shift of the silicon peak towards lower values. The authors of [6,7] 

proved that a shift of the silicon peak to lower values occurs upon heating due to a change 
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in the thermal conductivity of silicon, which is covered with an oxide film. In our studies, 

a bond between silicon and nitrogen is formed, which can also change the thermal 

conductivity of the sample material and cause a change in the position of the Raman peak 

and its half-width. 

Table 1 shows the interpretation of the Raman spectra indicating the sources that 

served as justification for the adoption of the phases. For silicon and g-C3N4, experimental 

data were taken, obtained by recording the initial components of the mixture. The results 

presented in the table clearly confirm the fact of the formation of silicon nitride.  

However, note that although the silicon peak shifted, there are no peaks characteristic 

of the Si-O bond. In this case, the well-known peaks of amorphous disordered graphite are 

present. This result somewhat contradicts the known fact of graphitization at 700 °C. In our 
opinion, this is due to the formation of open and closed pores in the material. Closed pores 

presumably prevent graphitization at higher temperatures. 

As the graph demonstrates, there are three areas of low-intensity bands (noise), 

which can be attributed to the result of the melamine degradation and the formation of 

the g- C3N4 phase, the formation of СО2 and thin graphene films. Table 2 shows the 

interpretation of the IR spectra indicating the sources that confirmed the presence of 

specific bonds between atoms in the phases existing in the synthesized MСCM samples. 
 
Table 2. Interpretation of IR spectroscopy data for the synthesized MСCM samples 

Experimental data, cm-1 Literature data Bonds 

467 470 Si-N [16,19] 

480 Si-Si [9,10] 

457 Si-O rocking bands [10] 

Si-N 

798 814 Si-O bending bands [10] Si-O 

896 875 Si-N stretching bonds [15] 

865 Si-N [10] 

>850 Si-N [16] 

Si-N 

1100 1100 HN-H [17] 

1080 Si-O [15] 

1069t 1080 Si-O [10] 

HN-H, 

Si-O 

1163 1170 N-H [16] 

1175 N-H [10] 

N-H 

1300-1700 (‘noise’) Low-intensity absorption bands with maxima at 

wavenumbers from 1554 to 1234 cm-1 correspond to 

bending and stretching vibrations of the C-N bonds of 

the heptazine ring [11] 

C-N heptazine 

rings 

 

2300-2400 (‘noise’) 2260-2300 CO2[11] CO2 

2350 2200 Si-H [9] Si-H 

2851 Graphene [18]  

2924 Graphene [18]  

3350 3340 Si-N [16,19] Si-N 

 

As can be seen from the table, the samples contain a Si-O bond. However, X-ray 

studies do not confirm the formation of silicon oxide [20]. Therefore, the Si-O and Si-N 

bond can be rightfully attributed to the silicon oxynitride phase. 
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Conclusion 

The non-equilibrium of the processes and the structural-phase states during 

mechanochemical treatment, the degradation of metastable phases and structural 

formations when the technological process is interrupted, and the use of stepwise heat 
treatment, form multicomponent carbon composite materials with a very complex phase 

composition, both in the type (set) of phases, and in their chemical composition and 

structural (defective) condition. The phase composition of a composite primarily 

determines its physical and chemical properties and the range of possible applications. 

The production of carbon composites (MCCM) containing phases of silicon nitride and 

oxynitride by mechanochemical treatment and stepwise heat treatment opens up new 

prospects for their use as a functional material, including for microelectronics. 

Based on the results of X-ray and spectral studies, it can be stated that the proposed 

hybrid technology of MCCM synthesis induces β-Si3N4 and Si2N2O phases. Their formation 

and stability are determined by the weight proportions and composition (set of 

components) of the mixture and the physicochemical laws of the processes in the system 

during hybrid synthesis by high-energy mechanochemical treatment and subsequent 

isothermal vacuum annealing at a temperature of 1100 °C. 
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ABSTRACT 

Stabilized zirconia ceramics are in high demand for various high temperature applications as fuel cells, oxygen 

sensors or protective barriers in aircraft. The use of additive manufacturing with polymeric binders do not 

allow the application of manufactured zirconia ceramics units at high temperature. The present research 

highlights the manufacturing of cubic yttria stabilized zirconia (YSZ) using Co3O4-doped MgO-BaO-B2O3 glass 

as a novel high-temperature binder. In order to produce ceramics, YSZ powder with 4 wt. % of glass binder 

was milled in a planetary mill, compacted using isostatic cold pressing and annealed at 1500 °C for 2 hours. 

Sol-gel co-precipitated YSZ powder with average particle size of 290 nm was used as a precursor. The 

structure of ceramics was investigated via HR-SEM, EDS, XRD, hydrostatic weighting. In situ 3-point 

bending strength measurement showed that the ultimate bending strength is 104 ±10 MPa at room 

temperature. Temperature increase induces the linear decrease of bending strength value. Fractography 

tests revealed that the glass binder plays a key role in the mechanical behavior of the ceramics. The ways 

to improve the mechanical behavior of ceramics are suggested. 
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Introduction 

Due to a set of its unique characteristics, Yttria Stabilized Zirconia (YSZ) ceramics is 

considered as one of the most perspective materials of XXI century. Depending on the 

type of zirconia allotrope it is widely used in the various fields of modern industry: cubic 

zirconia is utilized in solid oxide fuel cells [1–5], high-temperature oxygen sensors [6,7], 

optical sensors [8], tetragonal zirconia is used as a biomaterial for dentistry and orthopedy 

[9,10], as thermal barriers coatings for aircraft [11], etc. The available literature data on 

the YSZ mechanical properties mainly concerns the behavior of the tetragonal phase of 
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zirconia or partially stabilized zirconia at room temperature or at presence of a moisture 

[9,12–15]. Paper by L. Zhou et al. [16] reports the properties of yttria-stabilized zirconia 

computed by molecular dynamics simulations depending on the crystal orientation. YSZ 

structure here was obtained by random replacement of Zr4+ in ZrO2 by Y3+; in order to save 

the charge neutrality, one oxygen atom was removed for every two Zr4+ replacements. 

Rather high values of the Young’s modulus (325-400 GPa at room temperature and 

~ 325 GPa at 1000 °C) and Poisson’s ratio (0.45 and 0.4 at 25 and 1000 °C, respectively) 
were obtained; note that the authors consider the temperature dependence of the 

mechanical properties to be rather low. Authors of [17] performed a set of computations 

for a wide range of zirconia-based objects: cubit, tetragonal and monoclinic ZrO2, pure 

cubic YSZ and cubic YSZ (c-YSZ) doped by some metal oxides; density functional theory 

was used for this task. In contract to [16], the difference in the mechanical properties 

attributed to the different crystal orientation is considered to be quite significant: the 

strain strength in the [100] direction is ~ 2.8 times higher than in the [110] one. The high 

value of Young’s modulus (277 GPa), bulk modulus (239 GPa), shear modulus (106 GPa) 

and Poisson’s ratio of 0.307 at room temperature are reported for cubic YSZ. The 

experimental work [18] reports the study of the spark plasma sintered YSZ mechanical 

properties. It should be noted that the obtained ceramics was quite porous, the best 

porosity obtained at higher temperature and pressure values exceeds 10 % for tetragonal 

YSZ. The drastic porosity effect on the YSZ mechanical properties is discussed: as an 

example, Young’s modulus at minimal porosity is ~ 170 GPa, while at a maximal one 

(40 %) it decreases down to ~5 GPa. Similar effect was also shown for the Vickers 

hardness (~ 1050 and ~ 200 HV0.3, respectively) and for the flexural strength (~ 320 and 

~ 40 MPa, respectively). YSZ (8 % yttria) Young's modulus as a function of temperature 

was studied by S. Giraud and J. Canel [19], ceramics here were synthesized from powders 

by cold pressing at 250 MPa with a further annealing at 1350 °C for 3 h in air. The 
following data were obtained for Young’s modulus, modulus of rigidity and Poisson’s ratio 
at room temperature: 205, 78 GPa and 0.31, respectively. The authors report the 

complicated Young’s modulus dependence on the temperature: it slowly decreases in the 

temperature range up to 150 °C; this decrease is more evident at 150-550 °C. However, 
an increase in the Young’s modulus value was observed at temperatures higher than 
600 °C. Finally, rather high Young’s modulus value is reported for the maximal 

temperature of 1000 °C – ~ 150 GPa. The work by T. Kushi et al. [20] deals with the 

temperature effect of the elastic modulus and the internal friction of YSZ itself 

(Zr0.85Y0.15O1.93) and YSZ doped by a number of metal oxides; specimens under study were 

produced within the traditional ceramic approach (cold pressing at 150 MPa with further 

sintering at 1350 °C). The mechanical properties of the specimens were investigated in 
an oxidizing and a reducing atmosphere (O2 and H2 additions to Ar) in the temperature 

range from room to 1300 K. It was shown that the temperature behavior of the Young’s 
modulus is similar to that reported in [19], the difference between the values typical for 

both atmospheres seems to be rather low. Young’s modulus demonstrated some decrease 
from ~210 GPa at room temperature to ~ 160 GPa at 1023 °C; the decrease in the shear 
modulus was not so distinctive (~ 75 and 55 GPa, respectively), while the Poisson’s ratio 
was not linear and demonstrated some increase from ~ 0.38 to ~ 0.4. A recent paper [21] 

discusses the yttria contents effect of on the YSZ microstructure and mechanical 
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properties. A conventional approach (sintering at 1550 °C for 2 h in argon) was used to 

prepare the specimens, it should be noted that the obtained specimens were the mixture 

of monoclinic, tetragonal, and cubic phases. The flexural strength of the studied materials 

varied from 900 to 500 MPa depending on the yttria contents, the highest values were 

obtained for the compositions with 3, 7, and 8 % of yttria. The authors stated that the 

variations in the flexural strength value coincide with the variations in the monoclinic 

phase contents. The work by X. Ren and W. Pan [22] considers the changes in the 

mechanical properties of 8 wt. % yttria-stabilized zirconia ceramics due to the thermal 

degradation of the metastable tetragonal phase. The specimens for the study were 

manufactured using the powder air spraying to obtain metastable T’ phase powders which 
were then ball milled and sintered at 1450 C for 5 min under a unidirectional pressure 

of 50 MPa by the SPS method. Note that the samples cut for the mechanical testing were 

additionally hardened by an annealing at 1300 °C for 1–24 h. The authors report the 

following typical values for the samples depending on the metastable phase contents: 

Vickers hardness in the range from 13 to 14 GPa, elastic modulus of ~ 229 GPa, bending 

strength from 220 to 500 MPa, and fracture toughness from 4.0 to 5.4 MPa m1/2. The effect 

of carbon nanotubes on the YSZ (3 % yttria) mechanical properties was investigated 

in [23], SPS approach (60 MPa with a maximum sintering temperature of 1450 °C) was 

used for the specimens production. The Young’s modulus of ~ 290 GPa, the shear modulus 
of ~ 215 GPa, and the fracture toughness value of 4.1 MPa m1/2 were reported for the pure 

3YSZ samples at room temperature. The effect of the phase composition is discussed. The 

effect of the thermal cycling on the mechanical properties of the tetragonal 

polycrystalline YSZ is reported in [24]. Rather high flexural strength value of 776 MPa is 

stated. The obtained values of the Young’s modulus demonstrated an evident decrease 
with temperature from 206 GPa at room temperature to ~ 165 GPa at 850 °C, the thermal 
cycling seems to produce fairly low effect on the Young’s modulus temperature behavior.  

In summary, it can be stated that YSZ itself possesses rather high values of Young’s 
and shear moduli, along with the bending (flexural) strength values. However, the 

mechanical properties of the exact specimen are highly affected by a lot of material 

characteristics: yttria contents, phase composition, synthesis approach, porosity, grain 

size, thermal prehistory, etc. 

One of the main problems, hindering the comfortable YSZ usage, is the well-known 

difficulties dealing with manufacturing of the complex geometry pieces within the 

traditional ceramic approaches. Despite the traditional approaches to allow the fabrication 

of YSZ ceramics, they are often not cost-effective and often require the use of the additional 

machining tools. Additive technologies providing the automated production of the pieces 

with a precision geometry seems to be the evident decision of this problem; it is especially 

effective for the units with a highly developed system of internal surfaces – channels and 

cavities [12,25]. However, the use of the additive technologies for the production of ceramic 

units is characterized by a number of serious limitations, the detailed analysis of such 

limitations can be found in our recent work, see e.g. [26]. 

Modern approaches of the YSZ ceramic pieces production via additive 

manufacturing include stereolithography, ink jet-printing, tape casting, selective laser 

sintering (SLS), and selective laser melting (SLM) [25]. They are usually based on the use 

of organic or inorganic binders. Typically, organic binders are rather universal for all 



48  P. Maniakin, S.G. Shalagaev, I.Yu. Archakov, et al. 

 

ceramic materials including YSZ, asphotoreactive organic mixture provided by 3D CERAM 

Sinto, France [12], various acrylate derivatives, as 1,6-hexanediol diacrylate (HDDA) [27], 

2-hydroxyethyl methacrylate (HEMA) [28] or polyvinylpyrrolidone (PVP) binder. 

Regretfully, the exploitation of the materials with such binders is usually restricted by 

temperatures below 250-300 С. In turn, such inorganic colloid binders as TiO2 [29], 

Ti3SiC2, CoAl2O4 and ZrO2 [30] provide higher exploitation temperatures. In [30], a 

zirconium basic carbonate was used as a binder to print zirconia based ceramic parts. 

Aqueoustetragonal zirconia-based inks with solid contents of 22 and 27 vol. % were used 

in [31] to fabricate three-dimensional ceramic parts by the ink-jet printing. The sintered 

ceramics reached up to ~ 97 % of the theoretical density. In both works, the focus was 

made on the rheological properties of slurries. The effects of the structure, sintering 

parameters on bending strength, compressive strength, and pore structure architecture 

were not studied. It should be noted that to produce the part having high mechanical 

properties, the binder should be matched with the ceramic matrix material according to 

the Coefficient of Thermal Expansion (CTE) [32]. The use of the glass binder with the 

same CTE as zirconia is prospective as such matching prevents the material destruction 

upon heating. Thus, the present work aims he the possibility of the use of Cobalt oxide-

doped MgO-BaO-B2O3 glass (here and after Co-MBB glass) as a binder for the production 

of YSZ matrix pieces by additive technologies. Model specimens produced using the 

traditional ceramic approach were used for in-situ evaluation of the high-temperature 

bending strength of such a material. The result obtained is the decisive for the whole 

complex of further research – the possibility of the significant increase of the material 

exploitation temperature range is shown comparing with 250-300 С limit typical for the 

materials produced using organic binders. 

 

Methods 

YSZ powders synthesis  

The synthesis of 9Y2O3-91ZrO2 (YSZ) powders with the mean particle size of 290 nm was 

carried out using the co-precipitation approach followed by freeze-drying described in 

details in [33,34]. Yttrium and zirconyl nitrates hydrates Y(NO3)3×6H2O (Acros organics, 

Geel, Belgium, 99.9 %) and ZrO(NO3)2×6H2O (Acros organics, Geel, Belgium, 99.5 %) were 

utilized to prepare a 0.1 M aqueous mixed salt solution. A resulted salt solution was added 

dropwise to 1 M aqueous ammonia solution (LenReactiv Ltd, St. Petersburg, Russia, c.p.) 

at a rate of ~1–2 mL/min. The precipitation was performed at ~1–2 °C in an ice bath; the 

pH of the solution was controlled to be ~ 9–10 during the synthesis. To remove reaction 

byproducts, the obtained gel was filtered and rinsed by distilled water until the neutral 

pH was reached. The precipitate of mixed hydroxides was then freeze‐dried (Labconco, 

1L‐chamber, Kansas City, MO, USA; 20 ⁰C, 24 h, P = 0.018 mm Hg). The obtained powder 

was annealed at 650 °C for 3 hours, and then it was milled in a planerary mill (400 rpm, 
12 reverse cycles of 5 minutes each, Pulverisette 6, Fritsch, Germany). 
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Co-MBB glass  

A glass with 30MgO-35BaO-35B2O3 (mol.%) composition (further, MBB glass) was produced 

as follows: the starting reagents MgO, Ba(OH)2×8H2O, and H3BO3 (all LenReactiv Ltd, 

St. Petersburg, Russia, 99.98 %) were mixed in the required proportions; the mixture was 

ground in a porcelain mortar to a homogeneous powder (typical particle mean size  

~ 15-25 µm, maximal < 40 µm). The obtained powder was kept in an alundum crucible at 
1100 °C for about ~ 3 hours until the end of the gases release. The temperature was then 

increased up to 1250 °C, the glass was exposed at that temperature for 1.5 hours and then 

poured on a steel plate. As it was shown in [35], CTE of such glass in the temperature range 

from room to 1000 °C is close to that of YSZ [32]. Unfortunately, the obtained glass was fairly 

colorless and transparent making it quite inefficient as a binder in additive manufacturing, 

as Selective Laser Synthesis and Selective Laser Melting (SLS and SLM) approaches. To 

overcome this problem, MBB glass was doped by cobalt oxide Co3O4 as follows. Commercially 

available Co3O4 powder (mean size 18 µm, maximal particle size < 40 µm) was added to MBB 
glass powder in the ratio 100 g MBB glass powder / 4 g Co3O4 powder, the resulting powder 

was thoroughly mixed, the technology of glass baking was the same. The resulting glass has 

an evident blue color (Fig. 1) making it suitable for SLS / SLM approaches. At that, the 

relatively small addition of the cobalt oxide should not noticeably change the glass CTE.  

 

 
Fig. 1. Comparison of MBB glass (a) and Co-doped MBB glass (b) 

 

In order to use the manufactured Co-MBB glass as a binder for ceramics 

manufacturing, the obtained material was crushed into powder using mortar and pestel. 

The high resolution scanning electron microscopy (HR-SEM) photos obtained in the 

scattered electron (SE) mode and back-scattered electron (BSE) mode of the resulted 

powder for a better contrast are presented in Fig. 2. 

As seen, glass powder after crushing consists of the coarse particles with the sizes 

up to ~ 200 µm. However, due to the fragility of glass, individual particles of 10-20 µm 

are also present in the powder (see Fig. 2(b)). The BSE mode allows better phase contrast. 

The typical particles are non-porous with the glassy-like fracture surface. The use of the 

MBB powder as a binder requires additional milling in a planetary mill. According to the 

EDS spectra obtained for the glass powder, the chemical composition of obtained glass 

corresponds to the MgO:BaO = 1.28 and differs from the initial mixture. Surely, long-term 

annealing is accompanied by the change of the glass binder composition due to intensive 

Ba(BO2)2 evaporation, more heat resistive composition enriched by MgO is formed. 

a                            b 
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However, estimates of the composition changes according to [36] indicate the minor 

effect of low-volatile components evaporation in the discussed case. 

 

 
 

Fig. 2. HR-SEM photos of powdered Co-MBB glass: (a) SE mode, magnification×200, (b) magnification × 5000 

 

YSZ ceramics manufacturing 

YSZ and Co-MBB glass powders taken in a ratio of 95 and 4 wt. %, respectively, were 

mixed in Pulverisette 6 planetary ball mill (250 rpm for 1 hour), placed in a steel press 

form ( 50 mm, height ~ 15 mm) and subjected to isostatic cold pressuring (15 tons/cm2 

for 20 min). Resulting disks were loaded on a corundum wafer and annealed at 1500 °C 

for 2 hours. After cooling to room temperature, specimens for bending strength tests 

(4 × 5 × 45 mm beams) were cut using Isomet 4000 precision saw. The final specimen 

preparation step was the final material hardening by annealing at 1400 C for 2 hours. 

 

Structure measurements 

The phase composition of powders and ceramics after the synthesis and consolidation 

was investigated by X-Ray diffraction analysis (XRD). The XRD patterns were registered 

using SHIMADZU XRD-6000 (CuKα=1.54 Ǻ, 2Θ=10-80⁰, scan speed 0.02⁰/min), reflexes 

identification was carried out using PDF-2 database (release 2021). Microstructures and 

the chemical compositions of glass binder powder and polished ceramics were analyzed 

using high resolution scanning electron microscopy (HR-SEM, Zeiss Merlin, accelerating 

voltage 20 eV, equipped by a console for Energy-dispersive X-ray spectroscopy, EDS). 

Fracture surfaces of the ceramic samples after the bending tests were also analyzed in 

HR-SEM (Zeiss Merlin, accelerating voltage 20 eV). Apparent density of YSZ ceramics and 

ceramics after the mechanical tests at 19 and 1127 °C was measured by hydrostatic 
weighting technique (scales RADWAG 220 c/xc, Poland). Each sample was measured in 

the air and then in octane. The results were averaged for 3 parallel measurements of each 

sample. The theoretical density of material was calculated using the rule of mixtures. The 

theoretical density of the cubic YSZ ceramics was taken from crystallography data to be 

5.96 g/cm3 [37] and MBBO density to be 3.67 g/cm3 [35]. 
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In-situ 3-point bending strength measurements at high temperatures  

In-situ estimation of 3-point bending strength at high temperatures was carried out as 

follows. We used a laboratory homemade setup based on the principles recommended by 

ISO 5014:1997 (Dense and insulating shaped refractory products, Determination of 

modulus of rupture at ambient temperature). The recommended 3-point scheme 

(supports – fused silicon carbide, load – tantalum rod) was realized inside the induction 

heated graphite cylinder, the temperature was measured by WR5-WR20 thermocouple 

placed directly on one of the supports, the measurement accuracy was ± 2 °С. The applied 

load was measured using Megeon 4500 dynamometer placed in a cold zone, the 

measurement accuracy was ± 1 %. Note that the working volume of the measuring cell 

during the high temperature measurements was filled by an inert gas (Ar, 99.99 wt. %) to 

prevent the graphite cylinder and metallic pieces of the measuring cell (Ta, Mo) oxidation. 

The data was averaged for 5 samples. 

 

Results and Discussion 

Typical XRD patterns for the ceramics after sintering at 1500 °C for 2 hours and after the 

bending strength tests at 1100°C are presented in Fig. 3. 

As seen from Fig. 3, YSZ ceramics after sintering corresponds to the high crystalline 

single phase cubic solid solution with no admixtures of the other phases. All reflexes in the 

XRD pattern corresponds to cubic fluorite-like structure (space group 𝐹𝑚3̅𝑚, point group 225).  

 

 
Fig. 3. XRD patterns obtained for the ceramics after sintering (a)and after bending strength tests at 1115 °C (b) 

 

The microstructure of ceramics after sintering with Co-MMB glass binder and EDS 

elemental maps of Zr, Mg, Ba and O are presented in Fig. 4. Overall structure of ceramics 

contains some voids and pores, it is in accordance with the relative density of ceramics 

after sintering, being of 81.80 ± 0.11 %. The structure of the ceramics consists of well-

defined grains with the typical sizes from 10 to 40 µm divided by rather thick grain 

boundaries (see Fig. 4(a)). Under higher magnification using the BSE mode for better 

phase contrast, one can see that a typical grain boundary is filled up by a transparent 

glassy phase. (see Fig. 4(b)). The ceramic grains are bonded together with the glassy wires.  

The EDS mapping taken from the polished surface of ceramics (Figs. 4(b,c,f)) shows 

that zirconium is located only in the ceramics grains, whereas oxygen element is spread 

a                                                                          b 
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between grains and grain boundaries and concentrated in the grain boundaries. Such 

elements as Mg and Ba are also located in grain boundaries only, corresponding to the 

Co-MBB glass (Figs. 4(b,c,f)). It should be noted that B is too light element to be detected 

by EDS, while the Co contents is too low to be detected.  

 

 
 

Fig. 4. HR-SEM images of (a) and (b) ceramics after sintering with Co-MMB glass binder, (c) EDS map of Zr, 

(d) EDS map of Mg, (e) EDS map of Ba, and (f) EDS map of O taken from HR-SEM image 

 

Figure 5 presents the results of the bending stress tests, the temperature scheme of 

the test was as follows. First, reference values were obtained at room temperature (25 °C), 

they were compared with the data at 1000 °C. Measurements at intermediate 

temperatures (600 and 800 °C) provide an opportunity to understand the type of the 

bending strength vs temperature dependence. At the final step, the temperature was 

increased up to the value of the specimen break under the weight of the dynamometer 

without any additional load application. 

 

 
Fig. 5. Temperature dependence of the bending strength of YSZ ceramics with Co-MBB binder 
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As seen from the figure, the initial ultimate bending strength of the YSZ specimens 

studied (> 100 MPa) is typical for cubic yttria stabilized zirconia ceramics [6,38]. The evident 

decrease (~ 3 times) in the bending strength limit value is seen for the temperature of 

1000 °C. Accounting for the data taken in the intermediate points, one could assume the 

linear character of the dependence. The break of the specimens under the dynamometer 

weight without any additional load application occurred at temperatures ~ 1115 °C. 

A set of experiments was carried out to understand the above material behavior. 

First, the phase composition of the specimen after bending tests at high temperature was 

studied by XRD (Fig. 3(b)). The results, presented in Fig. 3(b), demonstrate the constancy 

of the YSZ matrix phase composition: the position of the reflexes obtained for the initial 

specimen (Fig. 3(a)) are the same as those for specimen tested at 1115 °C (Fig. 3(b)).  

In-situ bending test induces a slight change of the intensity of the reflexes at 

2Θ = 51 and 59° in the XRD pattern for ceramics. That is likely due to the texturing of 

ceramics exposed to in situ 3-point bending test at high temperature.HR-SEM and 

fractography analysis were performed to understand the state of the glass binder phase 

and to characterize the nature of the specimens fracture (see Fig. 6). 

 

 
 

Fig. 6. HR-SEM images of (a) and (d) polished cross-section of ceramics with Co-MMB glass binder after 

fracture at 1115 °C in BSE mode; (b) and (e)cleavage surfaces for ceramics after mechanical tests at room 

temperature, SE mode (c) and (f) cleavage surfaces for ceramics after mechanical tests at 1115 °C, SE mode 

 

The structure of YSZ ceramics after mechanical tests at 1115 °C remains unchanged 

(see Fig. 6(a,d)). The relative density of ceramics increases slightly up to 86.10 ± 0.07 %. 

The results of the fractography tests are of particular interest. Analyzing the above data, 

one can consider that the specimen’s breakage is related to the Co-MBB glass binder 

state. Indeed, all cleavage surfaces are characterized by the glass binder presence and 

drastically differ from those typically observed for YSZ ceramics. An amorphous fracture 

is observed both at room and at high temperature. Upon the temperature increase, glass 

binder plays a key role in the bending strength decrease. Glass softening induces twice 

decrease in bending strength at 600 °C and its melting cause the bending strength values 
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drop almost to zero at 1115 °C. Indeed, according to the data on MgO-BaO-B2O3 phase 

diagram [23], the melting temperature for the compositions similar to MBB glass 

composition should be ~ 1170-1200 °C, similar value can be expected for the Co-MBB 

glass due to small amount of the cobalt oxide additive. It is worth noticing that 

amorphous fracture also takes place for ceramic grain. It may indicate that longer 

sintering time is necessary to achieve better formed structure.  

In summary, the use of novel Co-MBB glass based inorganic binder is with no doubts 

prospective since it would allow increasing the temperature range of exploitation of the 

additively manufactured YSZ ceramics compared to the existing data on organic binder 

used for zirconia ceramics production via AM. The results obtained can be concerned asa 

basis for further comprehensive research including the optimization of the annealing and 

quenching temperatures and duration to eliminate binder predomination in the fracture; 

determination of the CTE of Co-MBB glass, manufacturing of YSZ ceramics via SLS and 

the detailed study of the structures and mechanical characteristics of such ceramics. 

 

Conclusions 

Using XRD it was shown that YSZ ceramics with the glass binder corresponds to a single 

phased cubic fluorite-like zirconia solid solution. Using HR-SEM and EDS mapping it was 

confirmed that the structure of ceramics consists of micron-sized grains separated by the 

thick grain boundaries filled up with the glassy binder. The relative density of ceramics 

increases from 81.80 ± 0.11 to 86.10 ± 0.07 % upon the testing temperature increase from 

room to 1115 °C with no change in the phase composition of ceramics. In-situ 3-point 

bending strength showed that the temperature increase induces the linear decrease of 

bending strength value from 104 ± 10 to 31 ± 3 MPa. Fractography tests revealed that 

amorphous fracture takes place at all temperature range studied, and the glass binder 

plays predominant role in the mechanical behavior of ceramics.  
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Effect of femtosecond irradiation on the luminescence  

of CsPbI3 perovskite crystals in borogermanate glass 
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ABSTRACT  

The article demonstrates femtosecond-laser-induced crystallization of CsPbI3 perovskite nanocrystals in 

borogermanate glass with no additional heat treatment. With an increase in the laser radiation power, the mean 

size of the precipitated crystals increases, which leads to the luminescence redshift from 660 up to 700 nm and 

its width decrease from 60 down to 35 nm. An increase in the mean size of CsPbI3 nanocrystals is also 

accompanied by an increase in the size of the laser exposure modified region. The appearance of CsPbI3 after 

irradiation with without additional heat treatment indicates the prospects for using this material for the repeated 

optical information recording. 
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Introduction 

Cesium lead halide (CsPbX3) quantum dots (QDs) have attracted big attention because of their 

remarkable optical properties, such as size-dependent emission wavelengths, narrow 

emission spectra and high photoluminescence quantum yields [1–5]. They possess great 

potential applications in light-emitting diodes, lasers, solar cells and photodetectors. The 

propensity of lead-cesium halide nanocrystals to atmospheric air oxidation and low-

temperature phase transitions led to the idea of their stabilization in a polymer [6–8] or glassy 

matrix [9–12]. Traditionally for glass-ceramics, isothermal heat treatment at temperatures 

exceeding glass transition temperature is a favorable way to realize controllable nucleation 

and volume nanocrystal growth in glass greed. This is the way when the optical properties of 

QDs can be guaranteed for a long-term period. On the other hand, femtosecond laser [13,14], 

due to its short pulse width and high peak power, can induce high transient temperature field, 

which is enough for the nuclei formation of QDs. Nonlinear absorption process happens while 

the fs laser interacts with the glass matrix, leading to the destruction of the glass network and 

the redistribution of atoms at the laser focal area, which is beneficial for ion migration to form 

nanocrystals and for the reduction in crystallization temperature. A promising application of 

laser crystallization of a glass matrix is the optical recording and storage of information with 

the spatial selectivity up to nanoscale [15–17]. However, in most studies [13,14], to obtain 

perovskite nanocrystals in a glass matrix after femtosecond irradiation, it is necessary to carry 
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out additional heat treatment, which makes this method unsuitable for single-stage 

information recording. 

Here, the luminescent properties of CsPbI3 nanocrystals, obtained by laser-induced 

crystallization in borogermanate glass, are demonstrated. 

 

Materials and Methods  

The initial glass matrix had the following composition: 6.67 ZnO-5.81 Na2O-31.3 B2O3-50.53 GeO2 mol. %. 

The synthesis was carried out in air atmosphere at a temperature of 950 °С for 30 min using 

closed quartz crucibles [18,19]. For the subsequent nucleation of CsPbI3 perovskite nanocrystals, 

CsCO3, PbO and KI were added to the batch composition. The luminescence spectra were 

studied with a Renishaw inVia Raman Microscope of 100–7000 cm-1 working range at room 

temperature with the excitation wavelengths of 633 and 514 nm and 20× build-in lens. Laser-

driven crystallization was obtained by ANTAUS femtosecond laser (AVESTA, operating 

wavelength of 1030 nm, pulse duration of 224 fs, pulse repetition rate of 50 and 100 kHz, pulse 

energy from 0.58 to 2.57 uJ, the pulse quantity in the irradiated region from 500 to 500,000). 

The laser beam was focused by the microscope objective lens with an N.A. of 0.4.  

 

Results and Discussion 

Insert in Fig. 1 shows photograph of the patterns obtained by femtosecond laser irradiation 

of glasses under study, whose ring-shaped prints are quite characteristic [20,21]. An optical 

breakdown zone is observed in the center of the ring: in the region of the laser beam waist, 

nonlinear multiphoton absorption occurred, due to which the local volume of glass was 

intensely heated, and thus expanded, creating stresses and leading to the destruction of the 

material [20]. The dark region, the size of which is designated as d, determines the 

temperature zone within which color centers were formed in the glass matrix due to the 

breaking of O-Ge-O bonds [22]. Due to the high contrast of this area with the neighboring one, 

using a Carl Zeiss microscope and built-in software, we determined the size d. Based on this 

size, we calculated the area of the modification zone S (Fig. 1), taking it to be ideally spherical 

as a first approximation. Further studies of the luminescent properties showed that CsPbI3 

nanocrystals were formed at the edges of this region. The largest light modified area indicated 

a change in the density and refractive index of the material without the formation of 

nanocrystals. Figure 1 shows the dependence of the modified area S, within which the 

nanocrystals were formed, on the number of pulses at different pulse energies Ep. When the 

number of pulses was less than 50,000, the modified area increased significantly; with a 

further increase in the number of pulses up to 500,000, the modified area increased only 

twofold. If we trace the dependence of the modified area on the pulse energy, it will be close 

to a linear function, in which the proportionality coefficient will depend on the exposure time 

(that is, the number of pulses). 

The initial glass did not possess luminescence but contained all the components necessary 

for the formation of CsPbI3 crystals. After femtosecond irradiation along the inner edge of the 

dark modified region, the size of which is shown in Fig. 1, red luminescence was detected. 

Figure 2 shows the luminescence spectra obtained after different laser exposure time (a) and 

with different pulse energy (b). Luminescence spectra were recorded under 514 nm laser 

excitation through the optical system of a microscope with a lens ×50. The luminescence 

maximum located in the region of 660–695 nm and the FWHM varied within 35-60 nm, which 

is typical for CsPbI3 perovskite nanocrystals in glass [23,24]. As the pulse energy and their 
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number decreased, the luminescence spectrum shifted towards short wavelengths and widens. 

The luminescence intensity increased with increasing exposure time and pulse energy, however, 

since the optical design of the microscope is not intended for absolute measurement of 

intensity, but only relative, all spectra in Fig. 2 are shown normalized. 

 

 
 

Fig. 1. The area of the modified region with nucleated CsPbI3 QDs (S) vs. number of fs laser pulses at different 

pulse energy Ep; the insert: determining the size d of the modified area 

 

  
(a) (b) 

Fig. 2. Luminescence spectra of CsPbI3 QDs in borogermanate glass obtained after fs laser exposure with 

different duration at Ep=2.57 µJ (a), and at different pulse energy for duration of 10 s (b) 
 

While using the maximum pulse energy (Fig. 2(a)), during the exposure time decrease 

from 10 to 0.01 seconds, the luminescence band maximum shifted from 695 to 666 nm, and 

the luminescence FWHM increased from 37 to 59 nm. Such transformations of the 

luminescence spectrum of semiconductor crystals indicate the presence of a size effect: with 

an increase in the mean size of QDs, the luminescence spectrum shifted to long wavelengths 

and vice versa [25–27]. The peculiarity of the crystal nucleation in glass meant that with a 

decrease in the mean size of crystals’ ensemble, its size dispersion broadened, along with 
which the luminescence band width increased [25]. This means that with an increase in the 

laser exposure energy, the mean size of the crystals increased. For the shortest exposure time, 

the second luminescence band appeared near 610 nm. Figure 3 shows that the main changes 

in the luminescence spectrum occurred in the pulse number range up to 50,000, as in the case 
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of the modified area in Fig. 1. When the number of pulses was exceeded, the FWHM and the 

luminescence maximum location remained practically unchanged. 

When the pulse energy changes (Fig. 2(b)), the transformation of the luminescence 

spectrum turned out to be more complicated. Quantitative changes (of location and FWHM) 

had the same range as in the first case. However, when small pulse energies were used, 

additional bands clearly appeared in the luminescence spectrum: at 610 and 560 nm. Their 

appearance may indicate that, in this case, the total radiation energy transferred to the material 

was insufficient for the formation of large crystals; therefore, instead of them, small crystals and 

clusters were formed in the glass structure, which can play a role of the nuclei of the crystalline 

phase [25–27] and can have luminescence in shorter wavelengths, but with bigger FWHM. 

 

  
(a) (b) 

Fig. 3. Dependence of the maximum location (a) and FWHM (b) of CsPbI3 QDs’ luminescence on the number of 
fs laser pulses (Ep=2.57 µJ) 

 

An increase in laser exposure energy led to an increase in the size of the glass modified 

zone and the volume of the material, from which diffusion of cesium, lead, and iodine ions 

occurred for the subsequent formation of crystals during the cooling after laser exposure. It 

has been shown [28–30] that perovskite crystals precipitated only during the femtosecond 

laser exposure and the subsequent heat treatment of glass. This was since, during laser 

irradiation, perovskite crystals were formed in the glass matrix; however, a large number of 

defects in them led to nonradiative transfer of excitation and hence luminescence quenching. 

Subsequent heat treatment led to the relaxation of defects, the reduction of the nonradiative 

channel, and the appearance of luminescence of perovskite crystals. In our case, luminescence 

of perovskite CsPbI3 nanocrystals was observed immediately after laser exposure, which is 

more promising for repeated recording and storage of information in glass using principles of 

local crystallization. 

 

Conclusions 

Femtosecond-laser-induced crystallization of CsPbI3 perovskite nanocrystals in 

borogermanate glass with no additional heat treatment was demonstrated. With an increase 

in the laser radiation energy, the mean size of the precipitated crystals increased, which led 

to the luminescence redshift from 660 up to 700 nm and FWHM decrease from 60 down to 

35 nm. The absence of subsequent heat treatment to obtain the luminescence of crystals was 

promising for the development of materials for repeated optical recording of information. 
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ABSTRACT  

The paper considers models of porous structures based on triply periodic minimal surfaces, which are an 

example of additively produced metamaterials of a new topological class. A numerical technology for the 

construction of metamaterial periodicity cell based on surface structures is developed, which ensures the 

periodic boundary conditions fulfilment on finite element meshes. The elastic properties of metamaterials 

have been calculated by the method of direct numerical homogenization at the periodicity cell meso-level. 

The dependences of the effective properties on the volume fraction of the metamaterial solid phase are 

revealed and it is noted that their proper description requires an orthotropic material model. It is shown that 

the considered types of metamaterials demonstrate strongly nonlinear dependence of elastic properties on 

the relative density or volume fraction of the solid phase of the metamaterial. The curvature of the curve is 

more pronounced for values of relative density less than 50 %, which may indicate a pronounced influence of 

the topological characteristics of the cell on the behaviour of the metamaterial at the meso-level. When 

analysing the Poisson’s ratios, a significant variation in their behaviour for different types of metamaterials is 

observed. The reason for this phenomenon may be the more pronounced influence of the unit cell topology 

on the transverse deformations. The consequence of this phenomenon is the apparent existence of stationary 

points corresponding to the maximum or minimum achievable values of the Poisson’s ratio, which can be 
useful in problems where its value has a significant influence on the global result. 
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Introduction 

The concept of “metamaterials” has emerged relatively recently to denote a new 
promising class of artificial porous structures that can be produced using additive 

manufacturing technologies. It can be said that the precursors of modern metamaterials 

produced on 3D printers using selective laser melting technologies [1] were foamy highly 

porous polymeric materials of low and ultralow density with random distribution of voids 

and material in the volume, known since the end of the previous century [2,3]. 

The characteristic features of modern metamaterials are the possibility of designing 

structures with specific mechanical [4,5], acoustic [6], electromagnetic [7], poroelastic [8], 
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biophysical [9,10] and other material properties, which are determined by the type and 

parameters of the internal structure of a typical repeating unit cell forming the 

metamaterial. Moreover, by changing the characteristics of the cell, it becomes possible 

to control the effective physical and mechanical properties of the structure in any spatial 

direction to create so-called gradient metamaterials [11]. 

An actual direction of research in the field of mechanics of metamaterials is the 

study of dependence of macroscopic physical and mechanical properties of a periodic 

structure of a metamaterial on topological parameters of this structure at the meso-level 

of the periodicity cell. The main purpose of such studies is to investigate and develop 

methods of metamaterial design for given operating conditions, as a rule, by varying 

topological parameters and their distribution in accordance with the obtained 

dependences. For example, in [12,13], models and samples with a unique combination of 

parameters and shape of the periodic structure are presented, providing effective 

mechanical properties close to bone tissue. 

If we exclude from consideration porous materials with irregular distribution of pore 

channels, the existing models of metamaterials as periodic structures can be divided into 

two main groups differing by the type of characteristic basic elements forming the 

periodicity cell of the metamaterial. The first group includes metamaterials whose 

representative volume element, or periodicity cell, is formed from beams or rod 

elements [14]. Such structures were inspired by the crystal structures of metals and, often, 

repeat some form of spatial symmetry: volume-centred lattice (VCC), face-centred cubic 

lattice (FCC), hexagonal closely packed (HCP) and others. The second group includes 

metamaterials whose periodicity cell is a shell structure and is based on complex curved 

surfaces of a given thickness [15]. 

For “beam” metamaterials, the issue of the influence of topological properties on 
quasi-static mechanical properties is represented by a broad front of studies, where 

typical periodicity cells are considered and the influence of the filling density on the 

effective properties is studied. The works use both analytical models, such as Euler-

Bernoulli [16] or Timoshenko [17] rod models, which allow predicting macroscopic elastic 

properties without virtual tests, and direct numerical homogenisation based on the finite 

element method (FEM) implemented in commercial software tools [18–20], to calculate 

the elastic properties of metamaterials. 

Prototypes of metamaterials based on surface elements have appeared relatively 

recently and immediately gained popularity among researchers due to their advantages 

over metamaterials based on rod elements in a number of specific applications, where a 

developed internal structure formed by a branched system of interconnected pore 

channels is required without abrupt changes in their curvature. Metamaterials based on 

triply periodic minimal surfaces (TPMS) have taken a special place among them [21]. 

TPMS represent a set of periodically repeating implicit surfaces with zero mean curvature, 

which means local minimisation of the surface area for a three-dimensional region with 

some given boundary. The metamaterial based on TPMS’s consists of infinite, non-

overlapping shells of a given thickness, repeating in the directions of three coordinate 

axes with a given frequency. 

Due to the large specific area of internal surfaces, TPMS-metamaterials can be used 

as energy absorbers (kinetic, thermal, acoustic wave energy, microwave electromagnetic 
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waves), chemical microreactors, membrane devices, and heat-generating elements [21]. 

Currently, the use of such metamaterials in the field of biomedical applications as bone 

scaffold or implant is being actively studied. This is due to the fact that for effective 

osteointegration, artificial bone tissue substitutes should possess a branched system of 

open-type pore channels for migration and transformation of active cells into bone 

substance [22], but, at the same time, have sufficient strength to ensure the functionality 

of organs, especially the human musculoskeletal apparatus [23]. The use of 

metamaterials of this type has potential advantages over the “bar” type due to the larger 
area of internal surfaces with a curvature close to the curvature of the trabecular bone 

tissue structure having a branched system of pore channels [24,25], which is necessary to 

ensure effective regeneration of biological tissue in the inner space of the scaffold [26]. 

Among the basic parameters of metamaterials related to various physical 

applications, studies of mechanical characteristics have received the most attention in 

the publications. Whether TPMS-based porous structures are used as bone scaffolds, 

energy absorbers or heat exchangers, the determination of basic mechanical 

characterisation is required to ensure the reliability of the structures. Young’s and shear 
moduli, Poisson’s ratios, especially in the case of anisotropy of elastic properties, are the 
main mechanical parameters that are the subject of studies [27]. 

Porous structures can be considered as a special kind of composite material with 

solid material phase and air phase [28]. Consequently, the Hashin-Strikman upper 

boundary can be effectively applied to evaluate the mechanical properties of TPMS’s. It 
is shown that, compared to lattice structures, the value of the bulk modulus of elasticity 

of metamaterials based on TPMS is much closer to the theoretical limit [29]. 

The effective, or relative, density, which is related to the porosity or volume content 

of the material, acts as the main integral characteristic that determines the geometrical 

features of the metamaterial. In this regard, there are a number of studies devoted to the 

evaluation of this influence. The essence of the studies is to determine the relationship 

between the effective characteristics (elastic moduli and ultimate stresses) and the 

relative density also on the basis of scaling laws [30]. According to numerical calculations 

using FEM and full-scale compression tests, there is a monotonic smooth dependence of 

the effective elastic moduli on the relative density of the metamaterial [31,32]. 

It is worth noting that different metamaterials in general and TPMS-based 

metamaterials in particular can have the same relative density, but show different 

effective properties. This effect is due to the fact that relative density is not an exhaustive 

characteristic, and the properties depend on other topological parameters as well. The 

influence of topological parameters describing triply periodic minimal surfaces on elastic 

moduli and degree of anisotropy was investigated in [33]. According to the study, it was 

shown that the elastic modulus and anisotropic properties can be controlled 

simultaneously by varying different unit cell parameters. 

In addition to the analysis of effective elastic properties, significant research 

attention is paid to the issues of static strength and loss of stability of metamaterials, 

which is essential for lattice structures formed by beam elements operating in 

compression [34]. Methods for non-topological optimization of metamaterials to ensure 

a given strength at minimum weight of the lattice structure are also being developed 

[35], in particular for biomedical applications of metamaterials [36]. 



66  A.I. Borovkov, L.B. Maslov, M.A. Zhmaylo, et al.  

The numerical algorithms for parametric optimization of the lattice structure 

proposed in [35] were developed in [37] for a special type of metamaterial based on a 

basic cell containing a pore of varying elliptical shape and orientation. The proposed 

technique demonstrated its success on the example of the stem of a hip joint 

endoprosthesis, allowing to reduce the volume of material by 9-11 % depending on the 

type of implant while maintaining the strength of the structure. 

Despite the fact that the studies demonstrate the high potential of the described 

structures [38], the degree of study of such metamaterials in the context of the previously 

described issues is much lower in comparison with the "beam" type of cells for a number 

of reasons: non-triviality of creating parameterised geometrical models, complexity of 

additive manufacturing, limited number of basic geometrical parameters to be varied. 

The paper will consider computer models of metamaterials having periodicity cells 

with internal structure formed by shells based on thrice periodic minimal surfaces. Using 

the method of direct finite-element homogenisation, the effective elastic properties of 

the developed metamaterial models will be calculated depending on the characteristic 

parameters of their internal structure. 

 

Materials and methods 

Theoretical aspects of homogenization technique  

Homogenisation is a method of estimating equivalent macroscopic properties, where a 

relatively homogeneous material is obtained from a heterogeneous material, and the 

properties of the homogeneous material are globally the same as those of the 

heterogeneous material. Such properties of the metamaterial are called effective 

properties. The results obtained for one cell can be generalised for the whole material 

due to its periodic structure. 

The stress and strain values averaged over the elementary representative element 

are defined by the formulas: 〈𝜎𝑖𝑗〉 = 1𝑉 ∫ 𝜎𝑖𝑗𝑑𝑉,𝑉  〈𝜀𝑖𝑖〉 = 1𝑉 ∫ 𝜀𝑖𝑖𝑑𝑉,𝑉  〈𝛾𝑖𝑗〉 = 1𝑉 ∫ 𝛾𝑖𝑗𝑑𝑉,𝑉          (1) 

where 𝑉 are the volume of the representative volume element (RVE). 

The stresses and strains averaged over a representative volume element in points 

of a porous material, which is considered as a homogeneous continuous medium, as a 

result of homogenisation are related by the equations of the generalised Hooke’s law 
written in the principal axes of material symmetry X, Y, Z of the stress and strain tensors: 𝐸𝑥〈𝜀𝑥𝑥〉 = 〈𝜎𝑥𝑥〉 − 𝜈𝑥𝑦〈𝜎𝑦𝑦〉 − 𝜈𝑥𝑧〈𝜎𝑧𝑧〉, 𝐸𝑦〈𝜀𝑦𝑦〉 = −𝜈𝑦𝑥〈𝜎𝑥𝑥〉 + 〈𝜎𝑦𝑦〉 − 𝜈𝑦𝑧〈𝜎𝑧𝑧〉, 𝐸𝑧〈𝜀𝑧𝑧〉 = −𝜈𝑧𝑥〈𝜎𝑥𝑥〉 − 𝜈𝑧𝑦〈𝜎𝑦𝑦〉 + 〈𝜎𝑧𝑧〉,           (2) 𝐺𝑥𝑦〈𝛾𝑥𝑦〉 = 〈𝜎𝑥𝑦〉, 𝐺𝑦𝑧〈𝛾𝑦𝑧〉 = 〈𝜎𝑦𝑧〉, 𝐺𝑥𝑧〈𝛾𝑥𝑧〉 = 〈𝜎𝑥𝑧〉, 
here 𝐸𝑥, 𝐸𝑦,  𝐸𝑧 are effective Young’s moduli of the elementary cell; 𝜈𝑥𝑦,  𝜈𝑦𝑥,  𝜈𝑦𝑧 ,  𝜈𝑧𝑦,  𝜈𝑥𝑧 and 𝜈𝑧𝑥 are effective Poisson’s ratios; 𝐺𝑥𝑦,  𝐺𝑦𝑧 and 𝐺𝑥𝑧 are effective 

shear moduli. 
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Compliance matrix [𝐶], which defines the relation between stresses and strains, can 

be written in the following way according to Eq. (2): 

[𝐶] =
( 
   
   
 1𝐸𝑥 − 𝜈𝑦𝑥𝐸𝑦 − 𝜈𝑧𝑥𝐸𝑧 0 0 0− 𝜈𝑥𝑦𝐸𝑥 1𝐸𝑦 − 𝜈𝑧𝑦𝐸𝑧 0 0 0− 𝜈𝑥𝑧𝐸𝑥 − 𝜈𝑦𝑧𝐸𝑦 1𝐸𝑧 0 0 00 0 0 1𝐺𝑥𝑦 0 00 0 0 0 1𝐺𝑦𝑧 00 0 0 0 0 1𝐺𝑥𝑧) 

   
   
 
.          (3) 

 

Apart from the Eq. (2), Hooke’s law can be written in the form more familiar to 
continuum mechanics as an expression of stress through strain: 

( 
   
⟨𝜎𝑥𝑥⟩⟨𝜎𝑦𝑦⟩⟨𝜎𝑧𝑧⟩⟨𝜎𝑥𝑦⟩⟨𝜎𝑦𝑧⟩⟨𝜎𝑥𝑧⟩) 

   = ( 
  
𝐷11 𝐷12 𝐷13 0 0 0𝐷21 𝐷22 𝐷23 0 0 0𝐷31 𝐷32 𝐷33 0 0 00 0 0 𝐷44 0 00 0 0 0 𝐷55 00 0 0 0 0 𝐷66) 

  
( 
   
⟨𝜀𝑥𝑥⟩⟨𝜀𝑦𝑦⟩⟨𝜀𝑧𝑧⟩⟨𝛾𝑥𝑦⟩⟨𝛾𝑦𝑧⟩⟨𝛾𝑥𝑧⟩) 

   ,        (4) 

where [𝐷] is a stiffness matrix corresponding to 4th rank the elastic moduli tensor, which 

is inverse to the compliance matrix: 

[𝐷] =
( 
  
𝐷11 𝐷12 𝐷13 0 0 0𝐷21 𝐷22 𝐷23 0 0 0𝐷31 𝐷32 𝐷33 0 0 00 0 0 𝐷44 0 00 0 0 0 𝐷55 00 0 0 0 0 𝐷66) 

  , [𝐷] = [𝐶]−1.        (5) 

Six numerical tests are required to determine the independent constants: three in 

uniaxial tension and three in shear. The average stresses for numerical homogenisation can 

be found as the ratio of the reaction force 𝐹𝑘 applied to the face of the unit cell to its area S: ⟨𝜎𝑖𝑗𝑘⟩ = 𝐹𝑘𝑆                (6) 

where 𝑖, 𝑗 ∈ {𝑥, 𝑦, 𝑧}, 𝑘 ∈ {𝑥, 𝑦, 𝑧, 𝑥𝑦, 𝑦𝑧, 𝑥𝑧}. 
The index 𝑘 in Eq. (6) corresponds to the experiment performed: X-stretching along 

the X-axis, Y-stretching along the Y-axis, Z-stretching along the Z-axis, XY-shear in the 

XY-plane, YZ-shear in the YZ-plane, XZ-shear in the XZ-plane. When considering each 

experiment separately, the Eq. (6) will take a simplified form, where ⟨𝜎𝑖𝑗𝑥⟩, ⟨𝜎𝑖𝑗𝑦⟩, ⟨𝜎𝑖𝑗𝑧 ⟩ are 

averaged stress values for the cases of uniaxial tension along X, Y, and Z axes 

correspondingly, ⟨𝜎𝑖𝑗𝑥𝑦⟩, ⟨𝜎𝑖𝑗𝑦𝑧⟩, ⟨𝜎𝑖𝑗𝑥𝑧⟩ are averaged stress values for the cases of shear in 

XY, YZ and ZX planes correspondingly (here 𝑖, 𝑗 ∈ {𝑥, 𝑦, 𝑧}). As a result of application of 

Eqs. (4) and (6), the following expressions can be formulated: 
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𝐴
(  
 𝐷11𝐷21𝐷31000 ) 

  =
( 
  
⟨𝜎𝑥𝑥𝑥 ⟩ ⟨𝜎𝑦𝑦𝑥 ⟩⟨𝜎𝑧𝑧𝑥 ⟩000 ) 

  , 𝐴
(  
 𝐷12𝐷22𝐷32000 ) 

  =
( 
   
⟨𝜎𝑥𝑥𝑦 ⟩ ⟨𝜎𝑦𝑦𝑦 ⟩⟨𝜎𝑧𝑧𝑦 ⟩000 ) 

   , 𝐴(  
 𝐷13𝐷23𝐷33000 ) 

  =
( 
  
⟨𝜎𝑥𝑥𝑧 ⟩ ⟨𝜎𝑦𝑦𝑧 ⟩⟨𝜎𝑧𝑧𝑧 ⟩000 ) 

  ,     (7a) 

𝐴
(  
 000𝐷4400 ) 

  =
( 
  

0 00⟨𝜎𝑥𝑦𝑥𝑦⟩00 ) 
  , 𝐴

(  
 0000𝐷550 ) 

  =
( 
  

0000⟨𝜎𝑦𝑧𝑦𝑧⟩0 ) 
  , 𝐴

( 
  
00000𝐷66) 
  =

( 
  
0 0000⟨𝜎𝑥𝑧𝑥𝑧⟩) 
  ,     (7b) 

where 𝐴 is a value of longitudinal strain along one of the main orthotropy axes or value 

of transverse shear strain in one of the main orthotropy planes; hereinafter we will take 

the value of 𝐴 = 0.001.  

Based on the results of six experiments, according to relations (7a) and (7b), we 

obtain the unknown components of the stiffness matrix 𝐷𝑖𝑗 . Then we determine the 

compliance matrix by Eq. (5), after which all unknown elastic constants can be determined 

using Eq. (3): 𝐸𝑥 = 1𝐶11 , 𝐸𝑦 = 1𝐶22 , 𝐸𝑧 = 1𝐶33, 𝐺𝑥𝑦 = 1𝐶44 , 𝐺𝑦𝑧 = 1𝐶55 , 𝐺𝑥𝑧 = 1𝐶66,            (8) 𝜈𝑥𝑦 = −𝐶21𝐶11 , 𝜈𝑥𝑧 = −𝐶31𝐶11 , 𝜈𝑦𝑧 = −𝐶32𝐶22. 
Due to the fact that the metamaterial is a periodic structure, numerical experiments 

should be carried out with boundary conditions different from the traditional ones. Periodic 

boundary conditions sufficiently describe the three-dimensional symmetry of the structure, 

and also provide a more adequate description of deformations, since they reflect the direct 

influence of deformation of the cell under consideration on its neighbours. 

The periodic boundary conditions represent the same displacements of each pair of 

nodes on opposite faces of a periodic cell of size 𝐿𝑥 × 𝐿𝑦 × 𝐿𝑧 . Three tensile tests and 

three shear tests are considered sequentially to determine the material parameters under 

the boundary conditions described above. 

For the numerical uniaxial tensile tests along the X, Y and Z axes, the following 

periodicity boundary conditions must be satisfied on pairs of opposite sides of the 

representative element, respectively. 

Tension along the X-axis: 𝐮|𝑥=0 − 𝐮|𝑥=𝐿𝑥 = 𝐴𝐢, 𝐮|𝑦=0 − 𝐮|𝑦=𝐿𝑦 = 0, 𝐮|𝑧=0 − 𝐮|𝑧=𝐿𝑧 = 0.      (9а) 
Tension along the Y-axis: 𝐮|𝑥=0 − 𝐮|𝑥=𝐿𝑥 = 0, 𝐮|𝑦=0 − 𝐮|𝑦=𝐿𝑦 = 𝐴𝐣, 𝐮|𝑧=0 − 𝐮|𝑧=𝐿𝑧 = 0.      (9b) 

Tension along the Z-axis: 𝐮|𝑥=0 − 𝐮|𝑥=𝐿𝑥 = 0, 𝐮𝑦=0 − 𝐮|𝑦=𝐿𝑦 = 0, 𝐮|𝑧=0 − 𝐮|𝑧=𝐿𝑧 = 𝐴𝐤.      (9c) 

here 𝐮 is a displacement vector for the RVE; 𝐢, 𝐣, 𝐤 are orts of the coordinate system 

corresponding to axes X, Y, Z. 
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To perform three shear tests in the XY, YZ and XZ planes, the periodic boundary 

conditions on pairs of opposite sides of the representative element will take the following 

form. 

Shear in the XY-plane: 𝐮|𝑥=0 − 𝐮|𝑥=𝐿𝑥 = 𝐴𝐣, 𝐮|𝑦=0 − 𝐮|𝑦=𝐿𝑦 = 𝐴𝐢, 𝐮|𝑧=0 − 𝐮|𝑧=𝐿𝑧 = 0.    (10а) 
Shear in the YZ-plane: 𝐮|𝑥=0 − 𝐮|𝑥=𝐿𝑥 = 0, 𝐮|𝑦=0 − 𝐮|𝑦=𝐿𝑦 = 𝐴𝐤, 𝐮|𝑧=0 − 𝐮|𝑧=𝐿𝑧 = 𝐴𝐣.    (10b) 

Shear in the ZX-plane: 𝐮|𝑥=0 − 𝐮|𝑥=𝐿𝑥 = 𝐴𝐤, 𝐮𝑦=0 − 𝐮|𝑦=𝐿𝑦 = 0, 𝐮|𝑧=0 − 𝐮|𝑧=𝐿𝑧 = 𝐴𝐢.    (10c) 

The presented algorithm is implemented in the EasyPBC plug-in [39] for the finite 

element analysis software package Abaqus CAE, where all the necessary calculations 

were performed. The work of the plug-in consists in defining sets of nodes on opposite 

faces of the periodicity cell and sequential application of periodic boundary conditions 

(9) and (10) to them. Consecutive numerical solutions of three uniaxial tensile problems 

along each of the coordinate axes and three pure shear problems in each of the 

coordinate planes are then carried out. Schemes of the problems for tension along the Z 

coordinate axis and shear in the YZ coordinate plane are shown in Fig. 1. 

 

  
(a) (b) 

Fig. 1. Problem statements of uniaxial tension along the Z-axis (a) and shear in the YZ-plane (b) to 

perform homogenization 

 

After the calculations at the meso-level of the elementary representative volume, 

the effective elastic characteristics of the metamaterial according to Eq. (8) are calculated 

from the obtained stress values (7) and given deformations. 

 

Triply periodic minimal surfaces  

In this paper we consider nine well-known types of triply periodic minimal surfaces 

described by functions 𝐹(𝑥, 𝑦, 𝑧) [40] (Table 1). 

Geometrical models of elementary cells of metamaterial based on TPMS are 

developed under the assumption that the interface surface of solid material and air of 

inhomogeneous structure is described by an implicit equation of the following form 𝐹(𝑥, 𝑦, 𝑧)  =  𝐶. 
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Table 1. Parameters of triply periodic minimal surfaces 

Name Surface shape Mathematical expression 𝑭(𝒙, 𝒚, 𝒛) 
Fischer 

Koch 

 

𝑠𝑖𝑛(𝜔𝑥𝑥) 𝑐𝑜𝑠(𝜔𝑦𝑦) 𝑐𝑜𝑠(2𝜔𝑧𝑧) + 𝑐𝑜𝑠(2𝜔𝑥𝑥)𝑠𝑖𝑛(𝜔𝑦𝑦)𝑐𝑜𝑠(𝜔𝑧𝑧)+ 𝑐𝑜𝑠(𝜔𝑥𝑥)𝑐𝑜𝑠(2𝜔𝑦𝑦)𝑠𝑖𝑛(𝜔𝑧𝑧) 
Gyroid 

 

𝑐𝑜𝑠(𝜔𝑥𝑥) 𝑠𝑖𝑛(𝜔𝑦𝑦) + 𝑠𝑖𝑛(𝜔𝑥𝑥) 𝑐𝑜𝑠(𝜔𝑧𝑧) + 𝑐𝑜𝑠(𝜔𝑦𝑦) 𝑠𝑖𝑛 (𝜔𝑧𝑧) 
Lidinoid 

 

𝑠𝑖𝑛(𝜔𝑥𝑥)𝑠𝑖𝑛(2𝜔𝑦𝑦)𝑐𝑜𝑠(𝜔𝑧𝑧) +𝑠𝑖𝑛(2𝜔𝑥𝑥)𝑐𝑜𝑠(𝜔𝑦𝑦)𝑠𝑖𝑛(𝜔𝑧𝑧) − 𝑐𝑜𝑠(2𝜔𝑦𝑦)𝑐𝑜𝑠(2𝜔𝑧𝑧) +𝑐𝑜𝑠(𝜔𝑥𝑥)𝑠𝑖𝑛(𝜔𝑦𝑦)𝑠𝑖𝑛(2𝜔𝑧𝑧) −𝑐𝑜𝑠(2𝜔𝑥𝑥)𝑐𝑜𝑠(2𝜔𝑦𝑦) − 𝑐𝑜𝑠(2𝜔𝑥𝑥)𝑐𝑜𝑠(2𝜔𝑧𝑧) 
Neovius 

 

4𝑐𝑜𝑠(𝜔𝑥𝑥)𝑐𝑜𝑠(𝜔𝑦𝑦)𝑐𝑜𝑠(𝜔𝑧𝑧) + 3(𝑐𝑜𝑠(𝜔𝑥𝑥) + 𝑐𝑜𝑠(𝜔𝑦𝑦) + 𝑐𝑜𝑠(𝜔𝑧𝑧)) 
Primary 

IWP 

 

4𝑐𝑜𝑠(𝜔𝑥𝑥)𝑐𝑜𝑠(𝜔𝑦𝑦)𝑐𝑜𝑠(𝜔𝑧𝑧) − (𝑐𝑜𝑠(2𝜔𝑥𝑥)𝑐𝑜𝑠(2𝜔𝑦𝑦)+ 𝑐𝑜𝑠(2𝜔𝑥𝑥)𝑐𝑜𝑠(2𝜔𝑧𝑧) + 𝑐𝑜𝑠(2𝜔𝑦𝑦)𝑐𝑜𝑠(2𝜔𝑧𝑧)) 
Schwarz D 

 

𝑠𝑖𝑛(𝜔𝑥𝑥)𝑠𝑖𝑛(𝜔𝑦𝑦)𝑠𝑖𝑛(𝜔𝑧𝑧) + 𝑠𝑖𝑛(𝜔𝑥𝑥)𝑐𝑜𝑠(𝜔𝑦𝑦)𝑐𝑜𝑠(𝜔𝑧𝑧)+ 𝑐𝑜𝑠(𝜔𝑥𝑥)𝑠𝑖𝑛(𝜔𝑦𝑦)𝑐𝑜𝑠(𝜔𝑧𝑧)+ 𝑐𝑜𝑠(𝜔𝑥𝑥)𝑐𝑜𝑠(𝜔𝑦𝑦)𝑠𝑖𝑛(𝜔𝑧𝑧) 
Schwarz P 

 

𝑐𝑜𝑠(𝜔𝑥𝑥) + 𝑐𝑜𝑠(𝜔𝑦𝑦) + 𝑐𝑜𝑠(𝜔𝑧𝑧) 
Secondary 

IWP 

 

2(𝑐𝑜𝑠(𝜔𝑥𝑥)𝑐𝑜𝑠(𝜔𝑦𝑦) + 𝑐𝑜𝑠(𝜔𝑥𝑥)𝑐𝑜𝑠(𝜔𝑧𝑧) + 𝑐𝑜𝑠(𝜔𝑦𝑦)𝑐𝑜𝑠(𝜔𝑧𝑧))− (𝑐𝑜𝑠(2𝜔𝑥𝑥) + 𝑐𝑜𝑠(2𝜔𝑦𝑦) + 𝑐𝑜𝑠(2𝜔𝑧𝑧)) 
Split P 

 

−0,2(𝑐𝑜𝑠(2𝜔𝑥𝑥) 𝑐𝑜𝑠(2𝜔𝑦𝑦) + 𝑐𝑜𝑠(2𝜔𝑥𝑥) 𝑐𝑜𝑠(2𝜔𝑧𝑧)+ 𝑐𝑜𝑠(2𝜔𝑦𝑦) 𝑐𝑜𝑠(2𝜔𝑧𝑧)) + 𝑠𝑖𝑛(2𝜔𝑥𝑥)𝑐𝑜𝑠(𝜔𝑦𝑦)𝑠𝑖𝑛(𝜔𝑧𝑧)− 0,4(𝑐𝑜𝑠(2𝜔𝑥𝑥) + 𝑐𝑜𝑠(2𝜔𝑦𝑦) + 𝑐𝑜𝑠(2𝜔𝑧𝑧)) +𝑐𝑜𝑠 (𝜔𝑥𝑥)𝑠𝑖𝑛 (𝜔𝑦𝑦)𝑠𝑖𝑛 (2𝜔𝑧𝑧)) + 1,1(𝑠𝑖𝑛(𝜔𝑥𝑥) 𝑠𝑖𝑛(2𝜔𝑦𝑦) 𝑐𝑜𝑠(𝜔𝑧𝑧)) 
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The constant 𝐶 allows to vary the ratio of solid material to air in the structure and 

serves as a parameter determining the volume fraction of the unit cell. By assuming the 

condition 𝐹(𝑥, 𝑦, 𝑧) > 𝐶 or 𝐹(𝑥, 𝑦, 𝑧) < 𝐶, we can switch between considering only one 

part of the porous material, namely the solid phase or air [41]. At 𝐶 = 0 values of the 

volumes of solid material and air in the unit cell are equal to each other. 

The influence of constant 𝐶 on the surface appearance is explained in Fig. 2 at fixed 

repetition frequencies along the coordinate axes for two typical Fischer Koch and 

Schwarz P TPMS’s. It can be observed that varying the constant between 0 and 0.5 
changes the characteristic dimensions of the surface structures without changing the 

topology. However, when 𝐶 approaches 1, the initial topology (at 𝐶 = 0) changes 

significantly, including the fact that it may become unsuitable for construction of a 

metamaterial model. 
   

   𝑪 = 𝟎,   𝝎𝒙 = 𝝎𝒚 = 𝝎𝒛 = 𝟏 𝑪 = 𝟎. 𝟓,   𝝎𝒙 = 𝝎𝒚 = 𝝎𝒛 = 𝟏 𝑪 = 𝟏,  𝝎𝒙 = 𝝎𝒚 = 𝝎𝒛 = 𝟏 

(а) 
   

   𝑪 = 𝟎,  𝝎𝒙 = 𝝎𝒚 = 𝝎𝒛 = 𝟏 𝑪 = 𝟎. 𝟓,   𝝎𝒙 = 𝝎𝒚 = 𝝎𝒛 = 𝟏 𝑪 = 𝟏,  𝝎𝒙 = 𝝎𝒚 = 𝝎𝒛 = 𝟏 

(b) 

Fig. 2. Surface structures of Fischer Koch (a) and Schwarz P (b) TPMS types at different values of 

constant 𝐶 and fixed repetition rate 

 

The frequencies 𝜔𝑥, 𝜔𝑦 and 𝜔𝑧 in the arguments of the equations of the triply 

periodic surface structures determine the spatial step along the corresponding 

coordinates. This makes it possible to fit a different number of surfaces into the 

periodicity cell of the metamaterial, thus changing the volume fraction or density of the 

material (Fig. 3). The frequency expressions have the following form: 𝜔𝑥 = 2𝜋𝐿𝑥 , 𝜔𝑦 = 2𝜋𝐿𝑦 , 𝜔𝑧 = 2𝜋𝐿𝑧 ,           (11) 

where 𝐿𝑥 , 𝐿𝑦, 𝐿𝑧 are lengths of the sides of a parallelepiped defining the elementary 

representative cell of the metamaterial. 
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   𝑪 = 𝟎,  𝝎𝒙 = 𝝎𝒚 = 𝝎𝒛 = 𝟎. 𝟓 𝑪 = 𝟎,   𝝎𝒙 = 𝝎𝒚 = 𝝎𝒛 = 𝟏 𝑪 = 𝟎,  𝝎𝒙 = 𝝎𝒚 = 𝝎𝒛 = 𝟐 
   

Fig. 3. Surface structures based on Fischer Koch TPMP’s at different values of repetition rate and 
fixed constant 𝐶 = 0 

 

Due to the analytical expressions, the range, curvature and period of the TPMS can 

be easily controlled. In addition, complex calculations such as logic value, modulation 

and convolution can also be realised on the basis of functions describing the TPMS. 

 

Finite element modelling of unit cells of metamaterials 

The finite element model of a periodicity cell of a metamaterial based on TPMS should be 

constructed in such a way that the nodes of three-dimensional finite elements on the 

opposite faces of the cell coincide at parallel transfer of the cell along the coordinate axes 

by the value of the linear size of the cell. This is necessary to ensure correct formulation of 

periodic boundary conditions [39]. In the algorithm developed by us, the coincidence of 

opposite faces is ensured by duplicating three mutually perpendicular faces of the unit cell 

with subsequent joining of the inner surface of the surface structure. The use of this 

approach is caused by the unavailability of solid-state geometry of the initial TPMS-based 

unit cells and the absence of geometrically identical faces opposite to each other. 

Let us consider more in detail the algorithm for constructing the metamaterial 

periodicity cell model based on a triply periodic minimal surface of the Fischer Koch type, 

which is required for finite element analysis. Let the volume fraction of the material, or 

relative density, be equal to 0.5. 

Altair Sulis software [42] allows to select the desired type of surface structure, set 

the dimensions of the unit cell of the metamaterial based on the selected type of TPMS 

and the value of the volume fraction of the solid phase (Fig. 4). 

The next step is to export the obtained geometry to a file of standard geometric 

surface description format STL (stereolithography), which can be opened by CAD 

software. In particular, we used the CAD package of direct geometric modelling Ansys 

SpaceClaim [43] for further geometry processing and preparation of the 3D solid model. 

In the environment of SpaceClaim, by intersecting surface structures with a 5 × 5 × 5 mm 

cube, the required solid-state periodicity cell of the considered metamaterial was 

obtained (Fig. 5). In addition, three faces of the unit cell parallel to the three coordinate 

planes were identified, which is related to the setting periodic boundary conditions in 

finite element calculations. 
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Fig. 4. The structure consisting of 3×3×3 elementary cells of metamaterial with the size of 5×5×5 
mm, developed in Altair Sulis software on the basis of Fischer Koch surface cell with the volume 

fracture of solid phase equal to 0.5 

 

The obtained model (Fig. 5) in a standard solid modelling format is exported to a 

finite element analysis package. In our case, the Abaqus CAE [44] was used. In Abaqus 

CAE, using virtual topology and setting the number of elements on the edges of the 

geometry, it is possible to ensure the coincidence of element nodes on the edges when 

duplicating the faces, which allows to guarantee the correct connection of opposite faces 

for subsequent work with periodic boundary conditions. The solid-air interface surface is 

then added to the unit cell faces in SpaceClaim (Fig. 6). 

 

    
 

Fig. 5. Scheme of preparing the periodicity unit cell faces of metamaterial based on Fischer Koch 

surface structure with solid phase volume content of 0.5 

 

    
 

Fig. 6. Steps of construction of periodicity cell of metamaterial based on Fischer Koch surface 

structure with volume fraction of solid phase phase equal to 0.5 
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Then in Autodesk Meshmixer [45] we invert the normals of the duplicated faces and 

remove the elements of the inner surface close to the outer faces of the cell. Finally, in 

Altair SimLab software [46] we mesh the faces and the interface surface by adding 

elements according to the existing nodes. As a result of these operations, we obtain the 

volumetric mesh geometry of the unit cell of the metamaterial, the coincidence of the 

opposite sides of which guarantees the possibility of correct imposition of periodicity 

conditions between the nodes of the finite element mesh (Fig. 6). 

Using the described algorithm, finite element models of metamaterial periodicity 

unit cells were developed for the considered surface types (Table 1). The overall 

dimensions of elementary cells of each type were taken as 5 × 5 × 5 mm. For each type 

of surface structures, five options of the models were constructed with the range of 

volume fractions varied from 0.1 to 0.9 with a fixed step of 0.2. 

 

   
(a) (b) (c) 

   
(d) (e) (f) 

   
(g) (h) (i) 

Fig. 7. Finite element models based on TPMS’s with the volume fraction value of 0.5: (a) Fischer Koch;  
(b) Gyroid; (c) Lidinoid; (d) Neovius; (e) Primary IWP; (f) Schwarz D; (g) Schwarz P; (h) Secondary IWP; (i) Split P 

 

Three-dimensional numerical models of periodicity cells are formed by tetrahedral 

linear finite elements with the first order of displacement interpolation. The characteristic 

side size of the finite element is 0.1 mm. The quantitative characteristics of the developed 
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finite element models for the case of material volume fraction equal to 0.5 are listed in 

Table 2, and their shape is shown in Fig. 7. 
 

Table 2. Characteristics of the developed finite element models 

Type of the unit cell Number of elements Number of nodes 

Fischer Koch 226 999 46 101 

Gyroid 237 683 46 134 

Lidinoid 308 027 65 490 

Neovius 236 782 48 042 

Primary IWP 277 099 54 197 

Schwarz D 231 803 45 569 

Schwarz P 225 452 43 865 

Secondary IWP 219 745 43 874 

 

For the formulation of problems of the theory of elasticity, it is necessary to specify the 

material properties. In the present work, surface-type metamaterials made of isotropic 

aluminium are considered. The material parameters of the solid phase and air used in the 

calculation are presented in Table 3. 

 
Table 3. Material properties of the solid phase and air 

Material type Young’s modulus, MPa Shear modulus, MPa Poisson’s ratio Density, g/cm3 

Aluminium 78 670 29 700 0.32 2.67 

Air 1 0.385 0.3 0.0012 

 

Results and Discussion 

This section presents the results of calculation of the elastic constants of all types of 

metamaterials using the direct numerical homogenisation method when varying the 

degree of filling of the structural unit cell with solid material. 

For clarity, as an example of solving problems with periodic boundary conditions, 

Fig. 8 shows the results of the stress-strain state of a Fischer Koch-type unit cell at a 

material volume fraction value of 0.5 in tension along the Z-axis with boundary 

conditions (9b) and shear in the YZ-plane with boundary conditions (10c). 

To analyse the effective elastic properties of the metamaterial formed by different 

types of elementary cells on the basis of TPMS obtained from the results of numerical 

homogenisation, we present comparative graphs that reflect the dependences of 

mechanical properties on the volume fraction of the solid phase (Fig. 9). The graphs of 

Young’s moduli and shear moduli are given in relative units with respect to the modulus 
of the base material forming the solid phase of the metamaterial. 

The calculations resulted in the same values of effective Young’s moduli along the 
coordinate axes, shear moduli and Poisson’s ratios in the coordinate planes. Therefore, Fig. 9 

shows plots of Young’s moduli along arbitrary coordinate axis, shear moduli and Poisson’s ratios 
in arbitrary coordinate planes. The equality of Young’s moduli, shear moduli and Poisson’s ratios 
in the principal axes does not mean that the metamaterial is isotropic, since the metamaterial 

inherits the properties of material symmetry, which should lead to the syngonic material 

behaviour with cubic symmetry. Below this issue will be considered in more detail. 
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(a) 

  

(b) 

Fig. 8. Equivalent stresses (left) and total displacement (right) under uniaxial tension along the Z-

axis (a) and shear in the YZ-plane (b) at the meso-level of a metamaterial based on a Fischer Koch 

surface structure with a volume fraction of 0.5 

 

The dependences of Young’s moduli (Fig. 9(a)) and shear moduli values (Fig. 9(b)) 

are qualitatively similar for each type of elementary cells of the metamaterial. At the 

material volume fraction of 0.0, the diagrams reflect the values of mechanical 

characteristics of air, while at the volume fraction of 1.0 they coincide with the values of 

elastic moduli of aluminium. As the volume fraction of the solid phase of the 

metamaterial increases, the values of Young’s and shear moduli grow and tend to the 
values of elastic properties of the base material. 

The intensity of change in mechanical properties at the same rate of change in 

volume fraction is different for each cell type. It is interesting to mention that the Neovius 

and Lidinoid cell types show a minimum growth of Young’s modulus in the first third of 

the volume fraction range, which is explained by the lack of cohesion of the cell geometry 

at the described values of the effective density of the metamaterial. 

Note that all the considered types of metamaterials show strongly nonlinear 

dependence of elastic properties on relative density, which differs from simple formulas, 

for example, in the mechanics of mixtures. Moreover, the curvature is more pronounced 

for values of relative density less than 0.5. This may indicate a more significant influence 

of the topological characteristics of the cell on its behaviour compared to their influence 

in the case of high relative density, where the mechanical properties of the basic material 

are the prevailing factor. It can be concluded that for problems with relative density close 

to 1.0 the question of choosing a particular type of cell is not so relevant, and that in a 

comparative study of different topological characteristics the results obtained for small 

values of relative density will be more indicative. 
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(a) 

 

(b) 

 
(c) 

Fig. 9. Dependences of effective elastic constants of metamaterial based on nine types of surface 

structures on the volume content of solid phase: (a) Young’s moduli; (b) shear moduli; (c) Poisson’s ratios 

 

When analysing the dependences of Poisson’s ratio values (Fig. 9(c)), much less 

consistency in the qualitative behaviour of the plots for different types of metamaterials 

is observed. For values of the volume fraction greater than 0.5, a general tendency for the 

final value to tend to the value of the constant for the solid material is revealed. The 

reasons for such an effect were discussed earlier. At the same time, the values of the 

constant in the range of volume fraction 0.1-0.5 are non-monotonic. The reason for this 

phenomenon may be a more pronounced influence of the topology of the unit cell on the 

transverse deformations. The consequence of this phenomenon is the apparent presence 

of stationary points corresponding to the maximum or minimum achievable values of the 



78  A.I. Borovkov, L.B. Maslov, M.A. Zhmaylo, et al.  

Poisson’s ratio, which can be useful in problems where its value has a significant 
influence on the global result. It can also be noticed that Gyroid, Fischer Koch, Schwarz 

P unit cells at medium values of effective density show a larger value of Poisson’s ratio 

in comparison with the value of Poisson’s ratio of air and other types of unit cells with a 
much smaller value of this dimensionless characteristic. 

The graphs shown in Fig. 9 may give a wrong idea about the isotropy of the effective 

properties of the obtained metamaterials. To assess the degree of anisotropy and to check 

the relationship of mechanical properties between each other, we determine from the 

available values of Young’s modulus and shear modulus the value of Poisson’s ratio for 
each unit cell in accordance with the classical formula for an isotropic continuous 

medium: 𝜈 = 𝐸2𝐺 − 1. The results of the calculations are presented in Fig. 10. 

 

 
 

Fig. 10. Dependences of the effective Poisson’s ratios calculated by the isotropic continuum 
model formula on the volume fraction of the solid phase of the metamaterial 

 

The graphs (Fig. 10) clearly show that the obtained analytical values according to 

the classical formula of the isotropic material model both qualitatively and quantitatively 

differ from the calculated parameters. This means that the hypothesis of the syngonic 

material behaviour with cubic symmetry implemented into orthotropic model of the 

metamaterial is confirmed, because despite the equality of Young’s moduli and shear 
moduli in the directions of the three principal axes, the basic relation about the relation 

between these constants for an isotropic material is not fulfilled. At the same time, the 

coincidence of the values of elastic moduli along the three principal axes can be 

explained by the order of spatial symmetry of the unit cell of the metamaterial on the 

basis of the considered types of surface structures. 
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Conclusion 

The presented work considers models of metamaterials based on triply periodic minimal 

surfaces, which is a popular and rational direction in digital materials science. A 

computerized technique for constructing periodicity cells of metamaterials as 

representative volume elements of specific heterogeneous media is proposed. 

The boundary value problems for uniaxial tension and pure shear for calculating 

the stress-strain state of the selected representative volume elements taking into account 

periodic boundary conditions are formulated and finite element models are developed. 

Using a direct numerical homogenization method at the meso-level of the 

periodicity cell, the elastic properties of metamaterials are calculated. A number of 

assumptions about the relationship between mechanical properties and the topology 

parameters of the basic cells of TPMS-metamaterials, such as the type of unit cell and 

the volume fraction of the material, have been verified. Dependences of effective 

properties on volume fraction of solid material are revealed and it is noted that for their 

correct description, due to syngonic material behaviour with cubic symmetry, application 

of orthotropic material model is required. It is shown that the considered types of surface 

metamaterials exhibit strongly nonlinear dependence of elastic properties on the relative 

density or volume fraction of the solid phase of the metamaterial. The analysis of 

Poisson’s ratios shows a significant difference in their behaviour for different types of 
metamaterials, which may be caused by a more pronounced influence of the unit cell 

topology on the transverse deformations. 

The conducted study of dependences should allow to create TPMS-materials with 

specific mechanical properties necessary for the development of modern promising and 

advanced industrial products, including medical applications. 
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ABSTRACT  

An intergranular crack initiated at a pore located in a triple junction of grain boundaries in a ceramic material is 

considered in order to investigate the brittle versus ductile fracture in different temperature ranges. The critical 

fracture stress and critical dislocation slip stress are estimated in dependence on temperature for the case of 

Al2О3 ceramics. The temperature dependless local stresses in vicinity of blunt cracks and a triangular-shaped pore 

are calculated by the finite element method. The provided analysis reveals the favorability of the fracture 

scenarios upon the temperature conditions and bluntness of a crack tip as well. 
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Introduction 

Due to relatively high melting point and ability to arouse plastic deformation at elevated 

temperatures, the ceramic materials are widely used in modern industry [1–3]. The 

mechanical properties as well as the fracture tolerance of these materials are strongly 

determined by the temperature range of the operational conditions [4,5]. Commonly, the 

brittle behavior of fracture is expected to experience at relatively low temperatures while 

the ductile one occurs at relatively high temperatures. The first scenario stems from the 

propagation of cracks whereas the second one is accompanied with activation of 

dislocation glide and grain boundary (GB) sliding. In particular, the dislocation emission 

from the crack tip can significantly inhibit the crack growth due to blunting of the crack tip.  

The problem of brittle-to-ductile transition has been long studied in literature [6]. 

For instance, some studies [7–11] were focused on the influence of GBs on the dislocation 

emission, other works [12–14] concerned with the effect of crack blunting on the material 

toughening and research [15–17] examined the critical condition of the GB sliding. 

However, the aforementioned models did not consider the brittle vs ductile response to 

the increment of mechanical properties of the materials under temperature increase. The 

analysis of the occurrence of either brittle or ductile behaviors of ceramics with regard to 

the temperature conditions seem to be an essential issue that could be ascertained 
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through thorough investigation of the critical conditions for both crack propagation and 

dislocation emission as well as stress concentration effects associated with cracks.  

In our previous research, the stress concentration induced by triangular-shaped 

pores [18] and inhomogeneities [19] in ceramics was investigated by both the 

perturbation technique and finite element method. It was demonstrated that the first-

order semi-analytical solution is in a good agreement with the results of finite element 

simulations. Besides, a finite element simulation was employed in [20] to reveal the 

favorability of various crack configurations in a ceramic composite containing a lamellar 

inhomogeneity viz. crack initiation in the matrix, in the inhomogeneity and at the 

interface. It was shown that, in the case of relatively rigid inhomogeneities, the crack 

initiation is more feasible in the matrix region near the interface, in contrast to the case 

of relatively soft inhomogeneities, when the cracks are expected to occur either in the 

inhomogeneity or at the interface. 

This work is aimed at analyzing the favorability of failure scenarios considering the 

intergranular fracture initiated on a pore at a triple junction (TJ) of GBs in a monolithic 

ceramics. The GBs are assumed to be the preferred pathways for crack propagation. In doing 

so, we investigate the critical conditions for crack cleavage and dislocation slip with respect 

to the temperature, implement the finite element simulation to determine stress 

concentration effects due to both rounded triangular pore and elliptical crack, and exhibit 

the preferred fracture scenarios in dependence of the temperature and geometric 

parameters of the problem. It is worth noting that this study considers the plasticity through 

the dislocation mechanisms and does not concern other mechanisms such as the GB sliding.  

 

Model 

Consider a pore located in an equilibrium TJ of GBs in a ceramic material exerted by axial 

loading S0 (see Fig. 1(a)). The following failure scenarios can be expected: (i) intergranular 

fracture due to crack initiation at the pore and subsequent growth along the GB, (ii) 

ductile fracture due to dislocation nucleation on either the crack or the pore. The 

preference of these scenarios is mainly determined by both local stresses prescribed by 

the pore or crack geometry and temperature conditions defining the critical cleavage 

stress for crack propagation and the critical stress for dislocation nucleation. 

According to [21], the critical cleavage stress (theoretical strength) for crack 

advance can be estimated as follows: 𝑆𝑐 = √𝐸𝛾𝑥0 ,  (1) 

where E is the Young modulus,  is the specific surface energy, and x0 is the interatomic 

distance of the material. Generally speaking, the values of material parameters E and  
are strongly defined by the temperature of a sample. For instance, Nie et al [22] 

investigated the Young modulus of -Al2O3 ceramics at high temperatures by applying 

the impulse excitation technique and the static three- and four-point bending tests. They 

demonstrated that the elastic modulus of alumina at first slowly decreased from 20 to 

1000 °C and then rapidly dropped with the increase in temperature from 1000 to 1300 °C. 
The results of these measurements are given in Table 1. 
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Table 1. Temperature dependence of the Young modulus of -Al2O3 ceramics [22] 
Temperature, C 20 400 600 800 1000 1100 1200 1300 

Young modulus, GPa 282 269 250 235 195 132 88 27 

 

 
 

Fig. 1. Various scenarios of microfracture: the intergranular fracture due to the crack initiation at the TJ pore 

and the ductile fracture due to dislocation emission from the pore and the crack tip 

 

As for the specific surface energy , the experiments [23] and theoretical modelling 

[24] clearly indicate its linear decrease in ceramics when the temperature increases from 

0 K to the melting point. For -Al2O3 ceramics, the following approximation is valid: 

 = 0 –  T,  (2) 

where the temperature T is given in K,   0.83 mJ / (m2 K) and 0  2138 mJ / m2.  

In addition, the interatomic distance x0 in the -Al2O3 ceramics can be estimated as 

 0.25 nm over the wide range of temperatures. 

To evaluate the critical stress for dislocation slip in dependence on temperature in 

the -Al2O3 ceramics, the following empirical formulas can be employed [25]: 

ln cb = ln 0b – 0.0052T , (3) 

where cb is a critical shear stress for basal dislocation slip, 0b = 109 GPa, and T is given in K. 

 

 

Fig. 2. (a) The finite element model of a ceramic material containing a triangular-shaped pore and an 

elliptical crack. The prescribed boundary conditions are shown. (b) The magnified inset highlights the 

irregular finite element mesh in vicinity of the pore and the crack for  = 0.3 

a b 
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The local stress associated with the geometrical aspects of the crack and the pore can 

be calculated within finite element simulations. A 2D finite element model of a ceramic 

material containing a triangular-shaped pore and an elliptical crack has been prepared in 

a commercial software as shown in Fig. 2. The rounded triangular shape of three-fold 

symmetry of the pore is prescribed by the following analytical equations [18,19]: 

x = (R0 +  cos 3 ) cos, (4) 

y = (R0 +  cos 3 ) sin, (5) 

where (x,y) are the coordinates of the pore boundary,  is the polar angle, and the parameter 

 describes the maximum deviation of pore boundary from the circle of radius R0.  

The crack shape is treated as an elliptical one with semi-axes a and b. The radius of 

the crack tip can be determined as follows  = b2 / a. The model is built up from 2D plane 

elements containing 8 nodes to better approximate the pore and crack geometry. The top 

of the model is loaded by an external pressure S0, while the bottom is fixed in the y-

direction due to the symmetry of the problem under consideration. The size of the model 

is considered to be big enough to neglect the shielding effects of the external boundaries. 

The material is supposed to be linearly elastic and isotropic, determined by the Young 

modulus E according to Table 1 and the Poisson ratio  = 0.25. 

 

Results 

The derived temperature dependences of the critical stress for crack propagation (Eq. 1) 

and the critical stress of dislocation nucleation (Eq. 3) for the case of -Al2O3 ceramics are 

shown in Fig. 3. The latter stress is expressed through the equivalent tensile stress as 

follows: Sdb = 2cb. As is seen from Fig. 3, the critical stresses decrease when the temperature 

increases. Moreover, at relatively low temperatures, the critical cleavage stress Sc is much 

lower than the critical stress for dislocation generation Sdb, i.e. the material tends to the 

brittle fracture. On the contrary, at relatively high temperatures, the critical cleavage stress 

exceeds the critical stress of dislocation slip, i.e. the ductile fracture is expected. It is worth 

noting that, in the case of -Al2O3 ceramics, the threshold temperature T1 takes a value 

close to 300 K (T1  20 C). Besides, the cleavage stress Sc estimated at 0 K takes a value 

close to 48.9 GPa shown by density functional calculations [26].  

 

 
Fig. 3. Dependence of the critical cleavage stress Sc and the critical stress of dislocation slip Sdb on the 

temperature for -Al2O3 ceramics 
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Fig. 4. Maximum local stress in vicinities of the crack tip, Scrack, and the rounded triangular pore, Spore, under 

the uniaxial tensile stress S0 = 1 GPa vs the crack tip radius to crack length ratio  / a at a / R0 = 1/2 and crack 

lengths 50 (a,c,e) and 500 nm (b,d,f) for the three different temperatures: (a,b) 0, (c,d) 100, and (e,f) 600 °C  
 

a b 

c d 

e f 
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Thus, the cracks tend to propagate if the temperature is less than the threshold one that is 

T1. Otherwise, one can expect the emission of dislocations from the crack with subsequent 

blunting of its tip at elevated temperatures, when T > T1. This phenomenon can lead to significant 

decrease of local stress in the crack tip, thus suppressing the brittle behavior of cracks. 

Taking into account the above theoretical analysis, some numerical calculations 

have been carried out to demonstrate the impact of the crack and pore geometry on the 

local stress concentration. Figure 4 depicts the local stress calculated by the finite 

element simulation at the elliptic crack and the rounded triangle pore in dependence on 

the normalized crack tip radius  / a. The following failure scenarios are elucidated below. 

(i) Brittle fracture. This scenario is attributed to relatively low temperatures when the 

critical stress of dislocation slip Sdb is higher than the critical cleavage stress Sc. As is seen 

from Fig. 4(a,b), for T < T1, the local stress at the crack tip, Scrack, exceeds the critical cleavage 

stress Sc for relatively sharp cracks with  < cr,1. It means that these cracks have a tendency 

to advance provoking the brittle fracture. On the contrary, the local stress influenced by 

the blunting is not high enough to exert the crack propagation if the crack tip radius 

 exceeds the critical one cr,1,  > cr,1. On the other hand, the local stress at the pore is 

considerably lower than that at the crack tip and does not depend on the crack length.  

(ii) Quasi-brittle fracture. In contrast to the previous scenario, the critical stress for 

the dislocation slip activation is lower than the critical cleavage stress (T > T1), i.e. the 

dislocation emission becomes the most favorable mechanism. Fig. 4(c,d) shows that the 

local stress at the crack tip Scrack can be high enough to provide the dislocation emission 

that is accompanied by the crack tip blunting when  < cr,2. One can expect that Scrack 

decreases due to the blunting process as long as the radius of the crack tip reaches its 

critical value cr,2. The cracks with tip radius  > cr,2 are unable to either propagate or 

emit dislocations until the external tensile stress S0 gets a necessary level. The local 

stress at the pore Spore remains so low that the pore can not emit dislocations.  

(iii) Ductile fracture. In the case of relatively high temperatures (T > 500 C), the critical stress 

of dislocation slip becomes so low that the pore is enabled to emit dislocations as is seen from 

Fig. 4(e,f). It means that the fracture fashion in monolithic ceramic materials at elevated 

temperatures can be largely determined by the dislocation emission from pre-existing pores. 

It is worth noting that the local stress in vicinity of relatively small cracks (of length 

a = 50 nm) is essentially influenced by the concentration effect of the triangular-shaped 

pore while the relatively large cracks (of length a = 500 nm) are not responsive to the 

pore effect. As a result, small cracks have a tendency to accelerate the evolution process 

through either growing or blunting. 

 

Conclusions 

In this study, different failure scenarios in monolithic ceramics at evaluated temperatures 

have been elucidated. In doing so, a Mode I crack initiated at a triple-junction pore under 

uniaxial tensile stress has been considered. The critical stresses for crack cleavage and 

dislocation emission have been derived for the case of -Al2O3 ceramics with regard to 

the temperature. The finite element analysis incorporating both the elliptical shape of 

the crack and rounded triangle shape of the pore has been employed to determine the 

local stress concentration effects. It has been assumed that the cracks tend to propagate 
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when the maximum local stress exceeds the critical cleavage stress whereas the 

dislocation emission occurs when the maximum local stress attains the critical stress of 

dislocation slip. As a result, the following failure scenarios with respect to the 

temperature and defect geometry are suggested. It is shown that, at relatively low 

temperatures (T < T1), the critical fracture stress is less than that for dislocation slip. In 

this case, the local stress at the crack tip is sufficient to provoke the cleavage if the crack 

tip is sharp enough,  < cr,1. This fracture fashion is considered as a brittle failure. In the 

range of medium temperatures (T > T1), the dislocation emission precedes cleavage as the 

critical stress of dislocation slip becomes lower than the critical fracture stress. As a 

result, the multiple emission of dislocations from the tip converts a sharp crack into the 

blunt one until the crack tip radius  takes its critical value cr,2. The cracks with tip radii 

 > cr,2 are able to advance only when the temperature and the loading conditions are 

changed. This fracture fashion is treated as quasi-brittle failure. At elevated temperatures 

(T > 500 C), the critical stress for dislocation emission becomes lower than the maximal 

local stress at the triangular-shaped pore. It means that the dislocation emission from the 

pore is the most favorable response to external loading. In this case, the significant plastic 

deformation preceding the failure is expected. 

Thus, it has been shown that the preference of the considered fracture scenarios in 

a ceramic material is determined by temperature range and geometrical parameters of 

pre-existing pores and cracks. Another important finding is that the significant plasticity 

of ceramics at elevated temperatures can be explained in terms of dislocation emission 

from the pre-existing pores.  
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ABSTRACT  

Large amplitude flexural and vibration behavior of trapezoidal panels with sixteen node degenerated shell 

element are studied under thermo-mechanical load. The finite element formulation has been done considering 

the first-order shear deformation theory with incorporation of Von Karman’s geometric nonlinearity, and the 
governing equations are solved using energy and conservation time integration scheme (combination of 

trapezoidal and three-point Euler backward method). The efficacy of the method is checked for nonlinear static 

and dynamic responses of both trapezoidal plate and curved panel. The effect of cord to span ratio (c/a), radius 

to span ratio (R/a), boundary conditions and stacking sequence on the nonlinear dynamic response of trapezoidal 

panels are also investigated under thermo-mechanical load. Moreover, new results for nonlinear dynamic 

response of trapezoidal panels under step thermal load with and without radial pressure are also presented and 

that will be important outcomes for the scientific community. 
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Citation: Kumari E, Lal S. Studies of trapezoidal panels under thermo-mechanical load: a nonlinear dynamic 

analysis. Materials Physics and Mechanics. 2024;52(2): 90–105.  

http://dx.doi.org/10.18149/MPM.5222024_10  

 

 

Introduction 

The laminated trapezoidal panels widely used in the various industries like aeronautical 

(wing panels, tail panels), ship hulls, automobile and defence industries etc., due to its 

flexible, high strength to weight ratio, and superior corrosion resistance. This type of thin-

wall structures are subjected to step thermal and mechanical load, hence the nonlinear 

dynamic behaviour of trapezoidal flat and curved panels is an important matter of 

concern to design sustainable structures. The studies of nonlinear dynamic response of 

laminated trapezoidal panels under step thermal load with and without mechanical load 

is very important, hence it is investigated.     

Srinivasan and Babu [1] investigated the free vibration and flutter characteristics of 

laminated quadrilateral plates. The transverse vibrational frequencies and mode shapes 

characteristics of symmetric trapezoidal plates were analysed by implementing the 

superposition method [2]. Ng and Das [3] studied the linear free vibration and buckling 

behaviour of skew plates under in-plane forces by applying Galerkin’s variational method. 
The linear vibration frequencies of composite triangular and trapezoidal shells was 

examined by employing shallow shell theory with Ritz method [4]. Han and Petyt [5,6] 

studied the linear vibration behaviour of composite plates of rectangular shape using p-

version FEM (Finite Element Method) under no load and harmonic plane wave incident 

http://dx.doi.org/10.18149/MPM.5222024_
https://orcid.org/0000-0002-3339-8153
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normal to plate surface; respectively. Vibration characteristics of continuous rectangular 

plates were analysed by using a discrete method [7]. Kumar et al. [8] elaborated the linear 

free vibrational behaviour of composite skew panels employing FEM with high order 

shear deformation based on the C0 continuity.    

Malekzadeh [9] investigated large amplitude free vibration characteristics of 

laminated skew thin plates by employing differential quadrature (DQ) method.  

Gupta and Sharma [10] calculated the frequencies of clamped-simply supported 

trapezoidal plates having linearly varying thickness in the presence of thermal gradient by 

applying Rayleigh-Ritz method. Nguyen-Minh et al. [11] illustrated the free vibration 

characteristics of trapezoidal and sinusoidal corrugated panels using homogenization 

method with first order shear deformation theory. It was considered a cell-based smoothed 

Mindlin plate element for linear dynamic analysis. Rout et al. [12] studied the free vibration 

characteristics of doubly curved composite panels under thermal loading by employing FEM 

with consideration of higher-order shear deformation theory. Liu et al. [13] conducted 

experiments on six different shape aluminium plates and applied unified coordinate 

transformation method with Lagrange interpolation method to study the in-planer free 

vibration behaviour of arbitrarily shaped plates. Authors compared the analytical (two-

dimensional spectral-Chebyshev polynomial) and experimental results with available 

numerical results for clamped and cantilever boundary conditions. Niu and Yao [14] carried 

out the linear and nonlinear vibrational analysis of composite tapered flat graphene platelet 

and curved panels under transverse excitations. Li and Cheng [15] studied the vibration 

characteristics pre-twisted rotation blades using shallow shell theory. It was considered the 

centrifugal force and Coriolis acceleration due to rotation of blade and observed the effect 

of spring stiffness variation, thickness variation of cantilever plate.  

Dou et al. [16] investigated the shear buckling behaviour of corrugated isotropic 

plates using FEM based ANSYS R113.0 software. Franzoni et al. [17] experimentally 

studied the buckling behaviour of unstiffened laminated cylindrical shells; and compared 

the presented experimental results with numerical results obtained by ABQUAS 6.16. 

Magnucka-Blandzi [18,19] formulated the multi-layered beam and trapezoidal plate using 

Hamilton’s principle to study the stability and vibrational behaviour of thin-walled 

structure, and compared the presented analytical results with numerical results. Watts et 

al. [20] used the element free Galerkin method to investigate the dynamic instability 

characteristics of shear deformable trapezoidal plate under non-uniform compressive 

loads. It was derived the governing equations by employed the Hamilton’s principle and 
Mathieu-Hill type ordinary differential equations and solved by Bolotin’s method to 
analyse the dynamic instability. Linear and nonlinear static and dynamic responses of 

folded structures, rectangular and trapezoidal curved panels were investigated [21–27] 

by using the FEM based first-order shear deformation theory with incorporating the von-

Karman’s kinematic geometric nonlinearity. The linear vibration behaviour of functionally 
graded plates resting on elastic foundation was studied by Kumar et al. [28] using higher-

order shear deformation theory. Recently, in [29–32] it was investigated the stability 

characteristics of structures in the presence of thermal environment. 

From the literature review, it is observed that the large amplitude flexural vibration 

behaviour of composite trapezoidal panels is scarce. Therefore, the dynamic characteristic 

of trapezoidal panels subjected to thermo-mechanical loading is illustrated here. In this 
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communication, the authors employed the finite element method using a degenerated 

shell element to study the large amplitude flexural vibration behaviour of laminated 

composite trapezoidal panels under mechanical load in the presence of a thermal 

environment.  

 

Mathematical Modelling 

FEM Formulations 

A schematic representation of shell element geometry is presented in Fig. 1, it is having 

sixteen nodes and five degrees of freedom at each node  (𝑢1𝑘, 𝑢2𝑘, 𝑢2𝑘, 𝛼𝑘 and 𝛽𝑘) is used 

here to modelling the composite trapezoidal panels. The global geometrical coordinates 

xi, I = 1, 2, 3 and displacement components ui, i = 1, 2, 3 along the unit vectors 𝑉1𝑘,  𝑉2𝑘 

and 𝑉𝑛𝑘 as represented in the Fig. 1 [33]. 𝑥𝑖 = ∑ 𝑁𝑘16𝑘=1 𝑥𝑖𝑘 + 𝑡2∑ ℎ𝑁𝑘 𝑉⬚𝑡 𝑛𝑖𝑘16𝑘=1 ,                                                                   (1) 𝑢𝑖 = ∑ 𝑁𝑘16𝑘=1 𝑢𝑖𝑘 + 𝑡2∑ ℎ𝑁𝑘𝑉𝑛𝑖𝑘16𝑘=1 ,                                           (2) 

where, Nk is an interpolation function associated with the node k = 1, 16; 𝑥𝑖𝑘is the global 

coordinates of the node k, i = 1, 2, 3; 𝑉⬚𝑡 𝑛𝑖𝑘 is normal to the shell mid-surface at node k; 𝑉𝑛𝑖𝑘 = 𝑉⬚𝑡 𝑛𝑖𝑘 − 𝑉⬚0 𝑛𝑖𝑘   stores the addition in the direction cosines of 𝑉⬚0 𝑛𝑖𝑘 . 𝛥𝑉𝑛𝑘 = − 𝑉⬚𝑡 2𝑘𝛼𝑘 + 𝑉⬚𝑡 1𝑘𝛽𝑘                                                                                                (3) 

 

 
Fig. 1. Schematic diagram of 16-node shell element 

 

The alteration in the direction cosines of the shell element (𝛥𝑉𝑛𝑘) shall be demonstrated 

as a nodal rotations (𝛼𝑘 and 𝛽𝑘) about two unit vectors 𝑉⬚𝑡 1𝑘and 𝑉⬚𝑡 2𝑘at the time t as [33–35]. 

The strain tensors (𝜀𝑖𝑗 = 𝑒𝑖𝑗 + 𝜂𝑖𝑗) may be written as linear strains (𝑒𝑖𝑗) and nonlinear 

strains (𝜂𝑖𝑗) in terms of displacement components (ui, i = 1, 2, 3): 𝑒𝑖𝑗 = 12 (𝑢𝑖,𝑗 + 𝑢𝑗,𝑖) and 𝜂𝑖𝑗 = 12𝑢𝑘,𝑖𝑢𝑘,𝑗; i, j, k = 1, 2, 3.                                                         (4) 

Firstly, the strain components are determined by direct interpolation at the Gaussian 

points, and it is called direct strains 𝜀𝑖𝑗𝐷𝐼. Thereafter, the shear strains & direct strain 
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components are further interpolated at the trying points to eliminate the spurious 

membrane and computed the assumed strains may be written as: 𝜀𝑖𝑗𝐴𝑆(𝑟, 𝑠) = ∑ 𝑁𝑘𝑖𝑗(𝑟, 𝑠)𝜀𝑖𝑗𝐷𝐼(𝑟, 𝑠)𝑛𝑖𝑗𝑘=1 ,                                                                                      (5) 

here, 𝑁𝑘𝑖𝑗(𝑟, 𝑠) represents the interpolation functions or shape functions (polynomials in 

isoparametric coordinate systems r and s) associated with the strain component 𝜀𝑖𝑗at 

trying point k and nij is the number of trying points (adopted from Bathe [33]).  

The 𝜎𝑖𝑗 is thermo-elastic stress component in a lamina which having ply-orientation 

() with unit vector 𝑉1𝑘 will be written as:     

{  
  𝜎11𝜎22𝜎33𝜎23𝜎13𝜎12}  

  =
[  
   
 𝑄̄11 𝑄̄12 0 0 0 𝑄̄16𝑄̄21 𝑄̄22 0 0 0 𝑄̄260 0 0 0 0 00 0 0 𝑄̄44 𝑄̄45 00 0 0 𝑄̄54 𝑄̄55 0𝑄̄61 𝑄̄62 0 0 0 𝑄̄66]  

   
 
{  
  𝜀11 − 𝛼11𝛥𝑇𝜀22 − 𝛼22𝛥𝑇𝜀33𝜀23𝜀13𝜀12 − 𝛼12𝛥𝑇}  

  
                                                     (6) 

where, 𝑄̄𝑖𝑗is the plane stress-reduced stiffness matrix of the laminates at h from the 

natural x-axis may be written by:  𝑄̄11 = 𝑄11 𝑐𝑜𝑠4 𝜃 + 2(𝑄12 + 2𝑄66) 𝑠𝑖𝑛2 𝜃 𝑐𝑜𝑠2 𝜃 + 𝑄22 𝑠𝑖𝑛4 𝜃, 𝑄̄12 = (𝑄11 + 𝑄22 − 4𝑄66) 𝑠𝑖𝑛2 𝜃 𝑐𝑜𝑠2 𝜃 + 𝑄12(𝑠𝑖𝑛4 𝜃 + 𝑐𝑜𝑠4 𝜃),  𝑄̄22 = 𝑄11 𝑠𝑖𝑛4 𝜃 + 2(𝑄12 + 2𝑄66) 𝑠𝑖𝑛2 𝜃 𝑐𝑜𝑠2 𝜃 + 𝑄22 𝑐𝑜𝑠4 𝜃,  𝑄̄16 = (𝑄11 − 𝑄12 − 2𝑄66) 𝑠𝑖𝑛 𝜃 𝑐𝑜𝑠3 𝜃 + (𝑄12 − 𝑄22 + 2𝑄66) 𝑠𝑖𝑛3 𝜃 𝑐𝑜𝑠 𝜃,  𝑄̄26 = (𝑄11 − 𝑄12 − 2𝑄66) 𝑠𝑖𝑛3 𝜃 𝑐𝑜𝑠 𝜃 + (𝑄12 − 𝑄22 + 2𝑄66) 𝑠𝑖𝑛 𝜃 𝑐𝑜𝑠3 𝜃,  𝑄̄66 = (𝑄11 + 𝑄22 − 2𝑄12 − 2𝑄66) 𝑠𝑖𝑛2 𝜃 𝑐𝑜𝑠2 𝜃 + 𝑄66(𝑠𝑖𝑛4 𝜃 + 𝑐𝑜𝑠4 𝜃),  𝑄̄44 = 𝑄44 𝑐𝑜𝑠2 𝜃 + 𝑄55 𝑠𝑖𝑛2 𝜃, 𝑄̄45 = (𝑄55 − 𝑄44) 𝑐𝑜𝑠 𝜃 𝑠𝑖𝑛 𝜃,  𝑄̄55 = 𝑄55 𝑐𝑜𝑠2 𝜃 + 𝑄44 𝑠𝑖𝑛2 𝜃,  

where, 𝑄11 = 𝐸11−𝜈12𝜈21; 𝑄12 = 𝜈12𝐸21−𝜈12𝜈21; 𝑄22 = 𝐸21−𝜈12𝜈21; 𝑄66 = 𝐺12; 𝑄44 = 𝐺23; 𝑄55 = 𝐺13; 𝛼𝑖𝑗 is the transformation of thermal coefficients and it can be written by:  𝛼11 = 𝛼𝐿 𝑐𝑜𝑠2 𝜃 + 𝛼𝑇 𝑠𝑖𝑛2 𝜃; 𝛼22 = 𝛼𝐿 𝑠𝑖𝑛2 𝜃 + 𝛼𝑇 𝑐𝑜𝑠2 𝜃; 𝛼12 = (𝛼𝐿 − 𝛼𝑇) 𝑐𝑜𝑠 𝜃 𝑠𝑖𝑛 𝜃. 

The E1, E2 and E3 in above equations are young’s modulus along longitudinal, 
transverse and normal directions respectively; G23, G13 and G12 are shear modulus in the 

2-3 plane, 1-3 plane and 1-2 plane respectively; 23 = 13 = 12 is the Poisson’s ratio; and 
L and T are thermal expansion coefficient along with the longitudinal and transverse 

direction; T = T – T0 is the change in temperature from room temperature T0.  

Anisotropic case reduced to isotropic: E1 = E2 = E3 = E; 12 = 13 = 23 =  and L = T = . 

 

Governing equation of motion for nonlinear dynamic analysis 

The nonlinear equation of motion for dynamic analysis of isotropic and laminated composite 

trapezoidal panels under thermo-mechanical loading condition can be written as: [𝑀]{𝛿̈} + [𝐾𝐿 + 𝐾𝑁𝐿1(𝛿) + 𝐾𝑁𝐿2(𝛿, 𝛿)]{𝛿} = {𝐹𝑀} + {𝐹𝑇}.                                                       (7) 

Here, [M] is the mass matrix; [KL] is the linear stiffness matrix; [KNL1] and [KNL2] are the 

nonlinear stiffness matrix; {} and {𝛿̈}are the displacement and acceleration vector of degrees of 

freedom; {FM} and {FT} are the nodal load vectors due to radial pressure and thermal load; 

respectively.   
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Solution procedure 

Nonlinear static analysis. The equation (7) will be employed to investigate the linear and 

nonlinear bending and vibrational analysis by neglecting the appropriate terms.  

The governing equation for nonlinear bending analysis may be expressed as: [𝐾𝐿 + 𝐾𝑁𝐿1(𝛿) + 𝐾𝑁𝐿2(𝛿, 𝛿)]{𝛿} = {𝐹𝑀} + {𝐹𝑇}.                                               (8) 

The Newton Raphson iterative scheme is used to solve the Eq. (8) for nonlinear 

static analysis of trapezoidal panels. 

Residual force:  {𝛥𝐹𝑖} = [𝐾𝐿 + 𝐾𝑁𝐿1(𝛿𝑖) + 𝐾𝑁𝐿2(𝛿𝑖, 𝛿𝑖)]{𝛿𝑖} − {𝐹𝑀} − {𝐹𝑇},                                             (9) [𝐾𝑇𝑖 ]{𝛥𝛿𝑖+1} = {𝛥𝐹𝑖},                                                                                                        (10) {𝛿𝑖+1} = {𝛿𝑖} + {𝛥𝛿𝑖+1},                                                                                                   (11) 

where, [KT] is tangent stiffness matrix and “i” (i = 1, 2, 3, …) is the number of iterations. 
The iteration process is repeated until the difference between {𝛿𝑖} and {𝛿𝑖+1} 

becomes smaller than error tolerance ( = 0.001) as discussed by Maleki and Tahani [37]. 

In this investigation an error criteria is taken by: √∑ |𝛿𝐽𝑖+1−𝛥𝛿𝐽𝑖+1|2𝑁𝑃𝐽=1∑ |𝛥𝛿𝐽𝑖+1|2𝑁𝑃𝐽=1 ≤ 𝜀,                                                                                                             (12) 

where NP is number of unknowns. 

Linear vibration analysis. Linear free vibration frequencies of trapezoidal panel are 

determined by neglecting appropriate terms in Eq. (7), equation of motion is written as follows: [𝑀]{𝛿̈} + [𝐾𝐿]{𝛿} = {0}.                                                                                                      (13) 

Here, displacement {} vector is assumed to be function of simple harmonic 

motion{𝛿} = 𝐴 𝑠𝑖𝑛 𝜔𝑖 𝑡; {𝛿̈} = −𝐴𝜔𝑖2 𝑠𝑖𝑛𝜔𝑖 𝑡; i = 1,2,3…..n (n = degree of freedom of the 
panel). By using Eq. (13) calculated the natural frequencies of the trapezoidal panels.  

Nonlinear dynamic analysis. The nonlinear dynamic analysis of trapezoidal panel is 

obtained by solving Eq. (7) with the defined initial conditions.  {𝛿(0)} = {𝑎} and {𝛿̇(0)} = {𝑏}.                                                                                               (14) 

The energy and momentum conservation implicit time integration method [30] has 

been used here to solve the equation of motion (7) for the nonlinear dynamic response 

of trapezoidal panels under thermo-mechanical load.  

The velocity and acceleration at each time step (t + t) may be written as: 𝛿̇(𝑡+𝛥𝑡) = 1𝛥𝑡 𝛿(𝑡) − 4𝛥𝑡 𝛿(𝑡+𝛥𝑡/2) + 3𝛥𝑡 𝛿(𝑡+𝛥𝑡),                                                                                     (15) 𝛿̈(𝑡+𝛥𝑡) = 1𝛥𝑡 𝛿̇(𝑡) − 4𝛥𝑡 𝛿̇(𝑡+𝛥𝑡/2) + 3𝛥𝑡 𝛿̇(𝑡+𝛥𝑡).                                                                                (16) 

By substituting Eqs. (15), (16) into Eq. (7), we obtain: [ 9𝛥𝑡2𝑀 +𝐾𝑇] 𝛥𝛿𝑖 = 𝐹(𝑡+𝛥𝑡) − (𝐾𝐿 + 𝐾𝑁𝐿)𝛿(𝑡+𝛥𝑡)(𝑖−1) 1𝛥𝑡 𝛿̇(𝑡) − −𝑀 [ 9𝛥𝑡2 𝛿(𝑡+𝛥𝑡)(𝑖−1) − 12𝛥𝑡2 𝛿(𝑡+𝛥𝑡/2) + 3𝛥𝑡2 𝛿(𝑡) − 4𝛥𝑡 𝛿̇(𝑡+𝛥𝑡/2) + 1𝛥𝑡 𝛿(𝑡)].                                         (17) 

Incremental displacement is updated at each sub-step using Eq. (11).  
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Results and Discussion 

Geometrical model design  

The schematic diagram of the trapezoidal (symmetric and unsymmetrical) flat and curved 

panels is shown in Fig. 2 with fiber orientation.  

 

 
 

(a) (b) 

 
 

(c) 

Fig. 2. Schematic representation of geometry with fibre-orientation of laminated (a) symmetric 

trapezoidal plate, (b) unsymmetrical trapezoidal plate, and (c) symmetric trapezoidal curved panel 

 

Boundary conditions  

The following boundary conditions are considered which are expressed in Table 1.  

 
Table 1. Boundary conditions of various cases and their degree of freedom  

S. No. Boundary conditions Degree of freedom restrained 

1 Simply supported (SSSS)  

 Case 1 ul = ut = u3 = 0; along all edges 

 Case 2 ul = u3 = t  = 0; at x = 0, a and; ut = u3 = l  = 0; at  y = 0, b 

2 Clamped (CCCC) ul = ut = u3 = l = t  = 0; along all edges 

3 CSCS ul = ut = u3 = l = t  = 0 at y = 0, b; ul = u3 = t  = 0 at x = 0, a  

4 SCSF ul = ut = u3 = 0; at x = 0, a; ul = ut = u3 = l = t  = 0 at y = 0 
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Model validation  

The following material properties of isotropic and laminated composite trapezoidal 

panels have been used to solve the equations: 

1) For the Isotropic panels: E = 1  106  N/m2,  = 0.3,  = 1.0 kg/m3,  = 1  10-6 /C. 

2) For the Laminated composite panels: E1 = 53.8 GPa, E2 = E3 = 17.9 GPa, G23 = G13 = G12 = 8.68 GPa, 

23 = 13 = 12 = 0.25,  = 1600 kg/m3, L = 6.3  10-6 /C, T = 20.5  10-6 /C, where, E1, E2, and 

E3 denoted for young’s modulus along longitudinal, transverse and normal direction; G23, G13 

and G12 are presented the shear modulus in y – z plane, x - z plane and x - y plane respectively; 

23, 13 and 12 are the Poisson’s ratios;  is the density of used material; L and T are 

represents the thermal expansion along longitudinal and transverse directions; respectively.  

 

Convergence Study 

Linear bending and vibration analysis. First, examined the accuracy of developed 

FORTRAN code and evaluated the efficacy of degenerated sixteen node shell elements 

for linear vibration and bending analysis of symmetric and unsymmetrical trapezoidal flat 

panels as presented in the Tables 2 and 3, respectively.    

The non-dimensional natural frequencies (𝜛𝑖 = (𝜔𝑖𝑎2/𝜋2)√𝜌ℎ/𝐷;   𝑖 = 1,5;  

i is natural frequency in rad/sec; D = Eh3/12(1-2) is flexural rigidity of structure) of 

simply supported (case 1) and clamped isotropic symmetric trapezoidal are compared as 

given in Table 2 with available published results Watts et al. [20], Chopra and Durvasula 

[38] and Kitipornchai et al. [39] for various chord-to-span ratios (c/a = 0.2, 0.4, 0.6). Firstly, 

convergence study is performed for converge numerical results considering 2  2 and 

4  4 mesh size. It is noticed that 4  4 mesh size results are matched very well with 

Galerkin method [38], Rayleigh-Ritz method [39] and meshless method [20]. Thereafter, 

percentage of errors are also examined for the isotropic ( = 0.3) symmetric trapezoidal 

flat panel (a/b = 1, and b/h = 100), and it is found that percentage of error is less than 0.1 

and 0.2 % for fully clamped and simply supported panels, respectively. After mesh 

convergence, it is noticed that 4  4 mesh size is suitable for converged results. Moreover, 

also plotted the vibration mode shapes for an isotropic clamped symmetric trapezoidal 

flat panels (a/b = 1, b/h = 100, c/a = 0.6) and schematically shown in Fig. 3.  

Then, the non-dimensional central deflection of simply supported (case 1) isotropic 

(=0.3) and laminated composite (cross-ply [0/90]S and angle-ply [45/-45]S) 

moderately thick (a/h = 20) and thin (a/h = 100, 500) unsymmetrical trapezoidal (b/c = 1) 

flat panel are presented in Table 3 for different aspect ratios such as a/b = 1.0, 1.2, 1.4, 

1.6, 1.8, and 2.0. The study is also compared the presented numerical and analytical 

results through Galerkin method published by Saadatpour and Azhari [36] for thin  

(a/h = 500) isotropic unsymmetrical trapezoidal plate. As concerned with error analysis, 

the root-mean-square error (RMSE) is evaluated and observed very small (0.0006120) as 

given in Table 3, it is concluded that the proposed model is given results with accuracy 

and found validated. So the author can use this model for future study. Moreover, the new 

results for static behaviour of cross-ply and angle-ply laminated unsymmetrical 

trapezoidal flat panels (a/b = 1, b/c = 1, 2 = 0, a/h = 20, 100, 500) under uniformly 

distributed load is presented in Table 3, considering following material properties:  

E1/E2 = 25, G12 = G13 = 0.5E2, G23 = 0.2E2, 12 = 0.25. 
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     𝝕𝟏= 4.8063 𝝕𝟐= 8.4791 𝝕𝟑= 10.6156 𝝕𝟒= 14.2566 𝝕𝟓 = 14.7674 

 

Fig. 3. First five vibrational mode shapes of an isotropic ( = 0.3) clamped (CCCC) symmetric trapezoidal 

flat panel (a/b = 1, b/h = 100, c/a = 0.6) 

  

Table 2. Non-dimensional natural frequencies (𝜛𝑖 = (𝜔𝑖𝑎2/𝜋2)√𝜌ℎ/𝐷; 𝑖 = 1,5) of a thin isotropic ( = 0.3) 

trapezoidal plates (a/b = 1, a/h = 100) 

Boundary 

conditions 

c/b Normalized Natural 

frequency (𝝕)  

𝝕𝟏 𝝕𝟐 𝝕𝟑 𝝕𝟒 𝝕𝟓 

SSSS 

(Case 1) 

0.2 Present 

(FEM) 

2  2 3.8344 8.2064 9.9940 14.8149 17.6728 

4  4 3.8151 8.0417 9.7639 13.6335 16.6335 

Chopra and Durvasula [38] 

(Galerkin Method) 
3.8242 8.0707 9.7898 13.664 16.681 

Kitipornchai et al. [39] 

(Rayleigh-Ritz method) 
3.8212 8.0728 9.7850 13.6748 16.6673 

Watts et al. [20] 

(Meshless method) 
3.8291 8.0972 9.8081 13.7556 16.6910 

0.4 
Present 

2  2 3.1213 6.5321 8.5318 12.2655 13.8010 

4  4 3.1136 6.4522 8.3839 11.4693 13.3454 

Chopra and Durvasula [38] 3.1200 6.472 8.402 11.494 13.388 

Kitipornchai et al. [39] 3.1204 6.4727 8.3992 11.4933 13.3813 

Watts et al. [20] 3.1248 6.4861 8.4192 11.5220 13.4065 

0.6 
Present 

2  2 2.5971 5.7182 7.1772 10.8938 11.3703 

4  4 2.5934 5.6584 7.0794 10.6436 10.6798 

Chopra and Durvasula [38] 2.5977 5.67 7.091 10.656 10.710 

Kitipornchai et al. [39] 2.5977 5.6697 7.0904 10.6535 10.7076 

Watts et al. [20] 2.6004 5.6760 7.1053 10.6694 10.7324 

CCCC 

0.2 
Present 

2  2 7.4148 13.5881 17.1105 22.4752 27.3439 

4  4 7.2074 12.6375 14.8186 19.3755 23.0853 

Kitipornchai et al. [39] 7.2195 12.6609 14.8419 19.3154 23.0600 

Watts et al. [20] 7.2312 12.6798 14.9139 19.3719 23.1247 

0.4 
Present 

2  2 5.9607 10.1901 14.3788 18.2722 21.1821 

4  4 5.8630 9.9000 12.6365 15.5891 18.5473 

Kitipornchai et al. [36] 5.8721 9.9195 12.6607 15.6043 18.5838 

Watts et al. [20] 5.8839 9.9418 12.7294 15.6686 18.6473 

0.6 
Present 

2  2 4.8474 8.6882 11.7737 16.0929 16.9832 

4  4 4.8063 8.4791 10.6156 14.2566 14.7674 

Kitipornchai et al. [39] 4.8129 8.4954 10.6362 14.2726 14.8026 

Watts et al. [20] 4.8247 8.5200 10.6929 14.3362 14.8773 

Percentage of error is less than 0.2 % for simply supported and fully clamped trapezoidal panels with 

Galerkin method [38], Rayleigh-Ritz method [39] and meshless method [20]   
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Table 3. The non-dimensional central deflection of simply supported (case 1) and for unsymmetrical 

trapezoidal plates (b/c = 1, 2 = 0) 

 

 

a/b 

 

Isotropic ( = 0.3) unsymmetrical trapezoidal plate (𝑤̄ = 103 × 𝑤𝐷/𝑞0𝑏4) 
Moderately thick trapezoidal plate a/h = 20 Thin trapezoidal plate a/h = 500 

Present study Present study [36] RSME 

2  2 4  4 6  6 2  2 4  4 6  6 8  8 

1.0 4.1892 4.2415 4.2665 4.0592 4.0626 4.0628 4.062 1.35E-07 

1.2 5.0202 5.0906 5.1206 4.8492 4.8219 4.8217 4.821 1.667E-07 

1.4 5.7572 5.8423 5.8752 5.4944 5.4606 5.4631 5.466 2.52E-07 

1.6 6.4005 6.4922 6.5260 6.0055 5.9756 5.9847 6.000 1.707E-05 

1.8 6.9559 7.0441 7.0771 6.3918 6.3755 6.3942 6.437 0.0001602 

2.0 7.4286 7.5052 7.5363 6.6743 6.6761 6.7059 6.787 0.0006120 

 Laminated composite unsymmetrical trapezoidal plate (𝒘̄ = 𝟏𝟎𝟑 × 𝒘𝑬𝟐𝒉𝟑/𝒒𝟎𝒃𝟒)  

 Cross-ply [0/90/90/0] Angle-ply [45/-45/-45/45] 

 a/h = 20 a/h = 100 a/h = 500 a/h = 20 a/h = 100 a/h = 500 

1.0 7.7473 6.8360 6.7981 6.4028 4.9037 4.7477 

1.2 8.5401 7.1120 7.0457 8.3839 6.1497 5.9266 

1.4 9.2115 7.1720 7.0509 10.4757 7.4711 7.1708 

1.6 9.8598 7.1733 6.9657 12.5825 8.8101 8.4242 

1.8 10.5214 7.1375 6.8353 14.6259 10.0658 9.8512 

2.0 11.2070 7.0687 6.6712 16.5652 11.1619 10.5685 
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Fig. 4. Geometrical nonlinear dynamic response of simply supported (Case 4) laminated [90/0] double 

curved panel under external pressure (q0 = -1 and -2) 

 

Nonlinear dynamic response. The nonlinear dynamic response of cross-ply [90/0] 

spherical panel (a/b = 1, a/h = 100, h = 1, R/a = 10, R1, = R2 = R) under radial pressure  

(q0 = -1, -2) is shown in Fig. 4 considering simply supported (case 2) boundary conditions. 

Here, employed the energy and momentum conservation implicit time integration scheme 

proposed by Bathe [41] to solve nonlinear governing equations. The linear vibration 

frequency () of spherical panel is 3.697 radian/ second and time period (TL) is 

1.69921 second, time step is taken t = 0.01 second for geometric nonlinear dynamic 
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response of spherical panel. The presented numerical results are validated with available 

published results of Reddy and Chandrashekhara [40] for nonlinear transient response of 

spherical panel, and it is noticed that the presented results have good combination with [40]. 
 

Results and Discussions 

Linear vibration analysis of laminated panel. Next, the linear non-dimensional vibration 

frequencies (𝜛𝑖 = (𝜔𝑖𝑏2/ℎ)√𝜌/𝐸2; 𝑖 = 1,4; i is the circular frequency of composite panel) 

of simply supported (case 1) four-layer cross-ply [0/90]S and angle-ply [45/-45]S laminated 

composite unsymmetrical trapezoidal flat panels (b/c = 1, 2 = 0) is presented in Table 4 for 

moderately thick (a/h = 20) and thin (a/h = 100, 500) panels considering various aspect ratios 

for example a/b = 1.0, 1.2, 1.4, 1.6, 1.8 and 2.0. It is found that as increases the aspect ratio 

from a/b = 1.0 to 2.0, reduces the non-dimensional vibration frequencies (𝜛𝑖, i = 1, 4) for 

moderately thick (a/h = 20) and thin (a/h   100) laminated trapezoidal panels.      

 

Table 4. Non-dimensional fundamental frequency (𝜛𝑖 = (𝜔𝑖𝑏2/ℎ)√𝜌/𝐸2; 𝑖 = 1,4) of simply supported 

(case 1) laminated composite unsymmetrical trapezoidal flat panels (b/c = 1, 2 = 0). Considering following 

material properties: E1/E2 = 25, G12 = G13 = 0.5E2, G23 = 0.2E2, 12 = 0.25 

 

a/h 

 

a/b 

Cross-ply [0/90]S Angle-ply [45/-45]S 𝝕𝟏 𝝕𝟐 𝝕𝟑 𝝕𝟒 𝝕𝟏 𝝕𝟐 𝝕𝟑 𝝕𝟒 

20 

1.0 14.1929 25.9700 42.8389 48.4354 15.5091 30.4996 37.7022 48.1889 

1.2 13.4606 22.5612 39.2109 40.0881 13.5271 26.7153 32.2003 42.8126 

1.4 12.8997 20.2908 33.6547 36.6220 12.0772 23.2938 28.9447 38.2665 

1.6 12.3903 18.6256 29.3614 33.8671 11.0027 20.5636 26.6167 33.4631 

1.8 11.8984 17.2962 26.1164 31.4063 10.1949 18.4462 24.6956 29.2651 

2.0 11.4198 16.1731 23.5614 29.2088 9.5712 16.7754 22.9688 26.1155 

100 

1.0 15.1803 27.8593 53.9085 54.5452 17.8542 35.6111 47.0191 59.2310 

1.2 14.8428 24.8708 46.2017 53.5380 15.9418 32.3890 41.4478 54.9092 

1.4 14.7253 23.2124 40.7507 53.1872 14.4519 29.1601 38.2372 50.4681 

1.6 14.6297 22.1063 36.9479 52.7870 13.2918 26.3510 36.1501 45.9961 

1.8 14.5283 21.2615 34.1292 50.9178 12.4266 24.1580 34.5387 42.0954 

2.0 14.4272 20.5796 31.9784 46.7551 11.8054 22.4992 33.0892 39.1361 

500 

1.0 15.2259 27.9478 54.5568 54.8481 18.1603 36.0162 47.9907 60.1180 

1.2 14.9180 25.0153 46.6159 54.4707 16.2578 32.9332 42.4182 56.0401 

1.4 14.8607 23.4804 41.3221 54.4656 14.7703 29.8055 39.1841 51.7491 

1.6 14.8369 22.5338 37.6429 54.4527 13.6104 27.0374 37.1119 47.3796 

1.8 14.8015 21.8338 34.9227 52.9022 12.7531 24.8724 35.5583 43.5889 

2.0 14.7585 21.2691 32.9115 49.2364 12.1496 23.2509 34.2033 40.7276 

 

Then, the non-dimensional fundamental vibration frequencies of five-layered 

laminated cross-ply and angle-ply composite trapezoidal curved (shown in Fig. 2(d)) 

panels (a/b = 1, a/h = 200 and R/a = 5) is given in Table 5 for various boundary conditions 

for example CCCC, SSSS case 2, SCSF. It is identified that by increasing the span to cord 

ratio (c/a = 0.2, 0.4, 0.6, 0.8, 1.0) reduces the vibration frequencies for different boundary 

conditions i.e. fully clamped (CCCC), simply supported (SSSS case 2), and SCSF boundary 

conditions. Trend of numerical results of cross-ply and angle-ply laminated composite 

trapezoidal curved panel is qualitatively similar, but the vibration frequency of cross-ply 

laminated panel (c/a = 0.2) is higher side compare to angle-ply composite panels for the 
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case CCCC, SCSF boundary conditions; whereas, vibration frequency of regular shape  

(c/a = 1.0) panel is lower side for same case. 

 

Table 5. Non-dimensional fundamental frequency (𝜛𝑖 = (𝜔𝑖𝑏2/ℎ)√𝜌/𝐸2; 𝑖 = 1,4) of laminated composite 

symmetric trapezoidal curved (shown in Fig. 2(c)) panels (a/b = 1, a/h = 200 and R/a = 5) 

Boundary 

conditions 
c/a 

Cross-ply [0/90/0/90/0] Angle-ply [45/-45/45/-45/45] 𝝕𝟏 𝝕𝟐 𝝕𝟑 𝝕𝟒 𝝕𝟏 𝝕𝟐 𝝕𝟑 𝝕𝟒 

 

 

CCCC 

0.2 56.9120 65.0013 69.8813 89.0529 50.2041 61.5680 65.1301 85.0165 

0.4 54.2965 57.0587 62.7385 76.3326 47.2894 53.1792 57.5156 72.9480 

0.6 49.3405 51.9792 58.8479 65.5270 45.1230 45.4688 54.0883 64.1960 

0.8 42.2670 49.6560 56.7027 56.8583 39.7326 43.3319 52.6230 57.8579 

1.0 37.2144 46.6908 52.5165 55.2854 36.4844 41.1807 51.8634 54.3969 

 

 

SSSS 

(case 2) 

0.2 33.1823 53.1264 55.1647 73.3451 33.5581 52.1432 54.7831 73.3753 

0.4 27.9279 44.6200 48.3694 61.2444 28.0481 45.0114 47.7857 63.0979 

0.6 24.4497 40.9825 42.1846 54.9163 26.4124 37.4097 46.1345 54.3952 

0.8 23.7298 31.7367 42.7446 43.4487 27.5925 29.2541 46.0690 46.4634 

1.0 22.9628 24.3950 37.3112 43.9925 22.0271 29.4154 37.6981 43.1123 

 

 

SCSF 

0.2 50.2155 55.3062 63.2162 76.5029 47.6864 48.9190 56.8211 70.8112 

0.4 43.5048 53.5984 58.0567 63.5551 41.6769 45.8360 50.0730 58.3954 

0.6 36.3518 48.4946 51.2879 54.3916 32.4765 43.0491 46.0196 47.7162 

0.8 27.7035 39.8012 46.9176 50.5925 24.3752 38.1959 41.8596 44.3402 

1.0 21.9335 37.4441 38.4618 44.9045 20.7230 30.5711 39.8556 41.9476 

 

Nonlinear dynamic response under thermal load. Next, the nonlinear static and 

dynamic responses of fully clamped (CCCC) cross-ply [0/90/0/90/0] laminated 

composite trapezoidal curved panels (a/b = 1, a/h = 200, R/a = 5) under thermal load T C 

is plotted in Fig. 5 with outward and inward deformed shapes at time t = 0.563 second 

and 1.034 second, respectively.  

The geometrical nonlinear dynamic responses: transverse central deflection (u3/h) 

versus time is shown in Fig. 5(a) for clamped laminated trapezoidal panel for various cord-

to-span ratios at thermal load (T = 100 C, at Room Temp. TR = 20 C) considering time 

step size t = 0.01 second. The natural frequency (n) and time period (TL) of these 

selected panels (a/b = 1, a/h = 200 and R/a = 5) with cord to span ratio c/a = 0.2, 0.4, 0.6, 

0.8, 1.0 are n = 4.8732, 4.6329, 4.4499, 3.8328 and 3.2067 radian/second; TL = 1.2893, 

1.3562, 1.412, 1.6392 and 1.9593 second; respectively. It is seen that as increases the 

cord-to-span ratio 0.2 to 1.0 then the time period of cycle TL increases 1.2893 second to 

1.9593 second. It is noticed that, the vibration amplitude increases with the increase in 

cord-to-span ratio. Moreover, nonlinear static response of trapezoidal panel for various 

cord to span ratios i.e. c/a = 0.2, 0.4, 0.6, 0.8, 1.0 at various temperatures T = 0 to 1200 C 

is shown in Fig. 5(b). It is noticed that central deflection (u3/h) increases with increase in 

cord-to-span ratio, therefore thermal load carrying capacity is reduces. This occurs due to 

change in structural stiffness of trapezoidal panels. 
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Fig. 5. Nonlinear static and dynamic response of clamped (CCCC) cross-ply [0/90/0/90/0] composite 

trapezoidal panel (as given in Fig. 2(c)) under thermal environment (T C) considering various chord to 

span ratios: (a) nonlinear dynamic response at thermal load  (T =100 C, at Room Temp. TR = 20 C);  

(b) nonlinear static response; (c ) deformed shape of panel (c/a = 0.6) at time t = 0.563 second;  

(d) deformed shape of panel (c/a = 0.6) at time t = 1.034 second 

 

Effect of boundary conditions on nonlinear dynamic response. Further, the effect of 

various boundary conditions such as: CCCC, CSCS, SSSS case 2 and SCSF has been 

investigated on nonlinear bending and transient responses of cross-ply [090/0/90/0] 
composite trapezoidal curved panels (a/b = 1, a/h = 200, c/a = 0.6 and R/a = 5) under 

thermal environment T C. The transient response of trapezoidal curved panel (R/a = 5, 

c/a = 0.6) under thermal load T = 100 C is presented in Fig. 6(a), whereas nonlinear 

bending response is given in Fig. 6(b) for various boundary conditions. It is noticed that 

thermal load carrying capacity of simply supported panel is much lower than the clamped 

trapezoidal panel. Also plotted the deformation shapes of trapezoidal curved panel at 

thermal load T = 200 C in Fig. 6 for various boundary conditions. 
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Fig. 6. Nonlinear dynamic and static response of cross-ply [0/90/0/90/0] laminated composite 

trapezoidal curved panel under thermal load (T C at room temperature TR = 20 C) considering different 

boundary conditions with deformation shapes at T = 200 C 

 

Nonlinear dynamic response under thermo-mechanical load. Next, studied the effect of 

intensity of thermal load (T), cord-to-span ratio (c/a), radius-to-span ratio (R/a) and boundary 

conditions on the geometric nonlinear dynamic behaviour of fully clamped (CCCC) five-

layered [45/-45/45/-45/45] composite trapezoidal curved panel (a/b = 1, a/h = 200,  

h = 1) in presence of mechanical load (q0 = 10 kN/m2) ; and nonlinear dynamic response 

verses time is shown in Fig. 7. It is seen that by increasing intensity of thermal load from 

T = 25 C to 150 C in the presence of constant radial pressure (q0 = 10 kN/m2) increases 

the non-dimensional transverse deformation u3/h = 1.75 to 3.692 and time period of cycle 

is reduces from t = 1.382 second to 0.97 second as given in Fig. 7(a). Further, it is observed 

that by increasing the cord-to-span ratio (c/a) from 0.2 to 1.0 increases the non-dimensional 

central deflection (u3/h) from 2.216 to 4.109, and structures vibration frequency reduces as 

the cyclic time increases from 0.926 second to 1.236 second as presented in Fig. 7(b) at 

thermal load (T = 100 C) and mechanical load (q0 = 10 kN/m2). Then, effect of radius-to-

span ratio (R/a = 4, 5, 8, 10 and 12) changing from deep shell (R/a = 4) to shallow shell  

(R/a = 12) on nonlinear transient characteristics of angle-ply laminated trapezoidal curved 

panel subjected to thermal T = 100 C and mechanical load q0 = 10 kN/m2 is investigated 
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in Fig. 7(c); it is found that trend of dynamic response is qualitatively similar as change in 

the cord to span ratios c/a = 0.2, to 1.0. Moreover, the same problem is investigated for fully 

clamped (CCCC), simply supported-clamped-free (SCSF), and simply supported (SSSS case 

1 and SSSS case 2) composite trapezoidal curved panel subjected to thermal loading with 

radial pressure. The transient response of a symmetric trapezoidal cylindrical panel for four 

different boundary conditions is presented in Fig. 7(d). 
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Fig. 7. Nonlinear dynamic response of angle-ply [45/-45/45/-45/45] laminated composite trapezoidal 

curved panel to present the effect of (a) intensity of thermal load (T C), (b) cord to span ratio,  

(c) radius to span ratio and (d) boundary conditions considering four different cases in the presence of 

radial pressure q0 = 10 kN/m2 

 

Conclusion 

Geometrical nonlinear bending and flexural vibration characteristics of laminated 

composite trapezoidal curved panels are investigated here under thermal environment in 

the absence and presence of radial pressure. First, examined the accuracy of in-house 

FORTRAN code and validated the present numerical results of linear bending, linear 

vibration and geometric nonlinear dynamic response with available published results, it 

is found that, error is less than 0.02 percent or under the limit. Thereafter, new results for 
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future research on the geometric nonlinear vibration characteristics of symmetric 

trapezoidal panels under thermal shock in the presence of mechanical load are presented. 

Here, investigated the effect of cord to span ratios (c/a), radius to span ratios (R/a), 

boundary conditions and stacking sequence on the nonlinear bending and dynamic 

response of composite trapezoidal cylindrical panels subjected to different heating rates 

(thermal shock loading) with and without mechanical load.  

The vibration frequencies of trapezoidal cylindrical panel will increase with increase 

in intensity of thermal (T = 25, 50, 75, 100 and 150 C) and mechanical load  

(q0 = 10 kN/m2), whereas the vibration frequencies are  of cross-ply and angle-ply laminated 

composite panels will reduce with increase in cord to span ratio from 0.2 to 1.0 and radius-

to-span ratio (R/a = 4, 5, 8, 10 and 12); and magnitude of central deflection (u3/h) is increase 

with incremental change is thermal load (T); cord-to-span ratio; and radius-to-span ratio. 

This occurs due to reduction in structural stiffness of trapezoidal panel with incremental 

change in load intensity, cord-to-span ratio and radius-to-span ratio.  
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ABSTRACT  

Using molecular dynamics simulation, a study of the melting of aluminum with a nanocrystalline structure obtained 

as a result of severe plastic deformation was conducted. It is shown that the melting of nanocrystalline aluminum 

begins at a lower temperature than monocrystalline aluminum. The higher the density of grain boundaries and 

other defects, and, accordingly, the higher the excess energy, the lower the melting temperature. In the presence 

of defects, melting proceeds heterogeneously and begins primarily from the grain boundaries and free surface. In 

a pure crystal that did not contain any defects or free surface, melting in the model proceeded homogeneously. 

When studying recrystallization in nanocrystalline aluminum, it was found that its intensity is greatly influenced by 

the free surface: the restructuring of the structure near it occurred faster than in the bulk of the material. 

KEYWORDS  

molecular dynamics • melting • nanocrystalline structure • recrystallization  

Acknowledgements. The study was supported by Ministry of Science and Higher Education of the Russian 

Federation (FZMM-2023-0003). 

Citation: Poletaev GM, Sitnikov AA, Yakovlev VI, Filimonov VYu, Novoselova DV. Study of the melting nanocrystalline 

aluminum by the molecular dynamics method. Materials Physics and Mechanics. 2024;52(2): 106–113.  

http://dx.doi.org/10.18149/MPM.5222024_11  

 

 

Introduction 

In recent decades, much attention has been paid to ultrafine-grained and especially 

nanocrystalline materials, which include polycrystals with an average grain size of less 

than 100 nm. They have unusual physical and mechanical properties, associated mainly 

with a large volume fraction of grain boundaries compared to the usual coarse-grained 

state [1–4]. They are obtained by different methods, including intense plastic 

deformation, sintering of nanopowders, condensation from the gas phase, etc. A common 

property of nanocrystalline materials is a high degree of nonequilibrium structure and 

large values of excess, or stored, energy [1–4].  

One of the examples of the manifestation of excess energy in nanocrystalline materials, 

apparently, should be considered the experimentally observed decrease in the ignition 

temperature of the high-temperature synthesis reaction during the production of 

intermetallic compounds after preliminary mechanical activation treatment of the initial 

mixture of powders [5–10]. As a result of such processing, the initial mixture is subjected to 

intense mechanical action, as a result of which a nanocrystalline structure with a high 
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concentration of structural defects is often formed in metals [8–10]. Under normal 

conditions, the ignition temperature coincides with the melting temperature of aluminum, 

but after mechanical activation treatment it decreases significantly [5–10]. Among the main 

reasons for this decrease are the relatively high values of excess energy due to the high 

concentration of grain boundaries and other defects in the mixture after mechanical 

activation, the high diffusion mobility of atoms in nanocrystalline materials, as well as a 

possible decrease in the melting point of nanocrystalline aluminum compared to 

conventional coarse-crystalline aluminum. 

As for the latter, in [11–14], using computer modeling, it has been shown that melting 

is not a homogeneous process, it begins, as a rule, from free surfaces and grain boundaries. 

In this case, the melting of the structure near the interfaces began in the mentioned works 

at lower temperatures than for a pure crystal. The nanocrystalline structure has a relatively 

high proportion of nonequilibrium grain boundaries, which, obviously, should be reflected in 

the overall melting process and the temperature at which the phase transition begins. When 

studying phase transitions in nanoparticles [15–17], we actually observed a noticeable 

decrease in the melting temperature of metal particles with a nanocrystalline structure. 

This work is devoted to the study, using molecular dynamics simulation, of the 

melting of aluminum with a nanocrystalline structure obtained as a result of severe 

plastic deformation. The effect of excess energy on the melting temperature was 

considered. The melting mechanism was studied under conditions of the presence and 

absence of a free surface along with grain boundaries. The work also considered the 

influence of the initial excess energy and free surface on the intensity of recrystallization. 

 

Description of the model 

To describe interatomic interactions in the molecular dynamics model, the EAM potential 

from [18] was used, where it was obtained based on comparison with experimental data 

and ab initio calculations of various properties of aluminum. This potential well reproduces 

a wide range of mechanical and structural-energetic properties [18‒20]. It has proven itself 

in various molecular dynamics studies and has been successfully tested in modeling various 

processes, including melting, crystallization and self-diffusion in the melt [18‒24]. This 

potential has been repeatedly used to simulate the melting of aluminum [22–24]. It 

reproduces this phase transition quite well and gives a melting temperature relatively close 

to the reference value – 990 K for an ideal crystal with a free surface [22,23]. 

The computational cell had the shape of a parallelepiped with dimensions of 14.3, 

14.0 and 11.7 nm at 0 K along the x, y, z axes, respectively (Fig. 1) and contained 

124416 atoms. The initial structure corresponded to an ideal fcc aluminum crystal 

(Fig. 1(a)). To obtain a nanocrystalline structure containing a high density of defects, 

intense plastic deformation was simulated. Intense deformation was carried out by 

alternating uniaxial compression and tension by 15 % along all three axes, followed by 

shear deformation also alternately along all axes by 15 %. During deformation, the 

temperature of the computational cell increased. To avoid its melting and recrystallization, 

the computational cell was sharply cooled after each stage of deformation. 
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Figure 1(b) shows the structure of the computational cell after deformation using a 

crystalline phase visualizer based on the CNA (Common Neighbor Analysis) method [25]. 

As can be seen, it contains a high density of defects and a large number of small grains. 

 

  
 

(a) 

 

(b) 

 

Fig. 1. Obtaining an initial deformed structure: a) starting computational cell; b) the cell after 

severe plastic deformation. Atoms whose immediate environment corresponds to the first coordination 

sphere of the crystal lattice are colored green; white atoms – the crystal lattice has not been identified 

 

In this work, three variants of the nanocrystalline structure were considered, which 

were obtained as a result of relaxation of the structure shown in Fig. 1(b), for 200 ps at 

different temperatures: 500, 600 and 700 K (Fig. 2). During the relaxation process, the 

concentration of defects and the number of grains decreased, and their average size 

increased. Excess, or stored, energy was estimated as the difference between the average 

potential energies of an atom in the structure under consideration and in an ideal crystal. 

That is, this is the energy that can be released during the restructuring of the structure 

into an ideal crystal, per one atom. For the computational cells shown in Fig. 2, the stored 

energy was equal to 0.14, 0.10 and 0.08 eV, respectively, for the structures in Fig. 2. 

  

   
 

(a) 

 

(b) 

 

(c) 

 

Fig. 2. Sections of the considered computational cells obtained as a result of relaxation for 200 ps at 

different temperatures: (a) 500 K; (b) 600 K; (c) 700 K 
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For comparison, computational cells containing a free surface and without it were 

considered. In the second case, periodic boundary conditions were used along all axes; 

in the first case, free conditions were used at the ends along the x-axis, that is, a free 

surface was simulated. In both cases, the NPT canonical ensemble was simulated using 

the Nose-Hoover thermostat. The time integration step was 2 fs.   

To determine the melting point, the method of gradual heating was used to plot the 

dependence of the average potential energy of atoms on temperature [12,26‒28]. Heating 

was carried out at a rate of 1012 K/s. At lower speeds, the results were strongly influenced by 

recrystallization, which was especially intense at temperatures close to the melting point. On 

the other hand, at higher heating rates it was more difficult to determine the melting point. 

 

Results and Discussion 

Figure 3 shows the dependences of the average atomic energy on temperature for the 

nanocrystalline structures under consideration when heated at a constant rate of 1012 K/s 

in the absence and presence of a free surface. For comparison, curves (indicated by 

number 4) obtained by heating an ideal crystal are shown. 

The melting temperature of the crystal in the absence of a surface and any defects 

(curve 4 in Fig. 3(a)) turned out to be significantly higher (1140 K) than the melting 

temperatures found for the other structures under consideration. In this case, the melting 

process proceeded homogeneously, that is, almost simultaneously throughout the entire 

volume of the computational cell, and therefore the increase in atomic energy at the 

moment of melting appears sharper in Fig. 3(a) compared to other cases. 

If there were grain boundaries or surfaces in the computational cell, melting began 

at them, after which the liquid-crystal interface moved away from the defects into the rest 

of the volume. The crystal-liquid front, as is known, moves with a finite speed that depends 

on temperature and, as a rule, amounts to several tens of meters per second [29,30]. 

Figure 3 clearly shows that the melting point of aluminum with a nanocrystalline 

structure is lower than that of monocrystalline aluminum. Moreover, the higher the defect 

density, the smaller the grain size and the higher the stored energy, the lower the melting 

temperature. This dependence manifested itself to a greater extent in the absence of a 

free surface (Fig. 3(a)). In the case of the presence of a surface, the melting temperatures 

of the considered variants of the structures turned out to be close, which, firstly, is 

explained by the large contribution of the surface as an additional site of initiation of 

melting, and, secondly, by more intense recrystallization in comparison with cells without 

a surface. Due to the recrystallization, the average energy of atoms initially decreased 

with increasing temperature. For structures with a higher density of grain boundaries and 

other defects, and correspondingly containing more stored energy, recrystallization, as 

can be seen from the graphs in Fig. 3, proceeded more intensely. 

Figure 4 shows sections of nanocrystalline aluminum with a structure corresponding to 

Fig. 2(c) (3 in Fig. 3(b)), in the presence of a surface at different moments of the melting 

process. The figure clearly shows that melting begins at the boundaries of grains and the 

surface, that is, where the atoms are in shallower potential wells compared to an ideal crystal. 
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(a) 
 

(b) 
 

Fig. 3. Dependences of the average potential energy of atoms on temperature  

during heating at a rate of 1012 K/s under conditions without (a) and in the presence of a free surface (b).  

1, 2, 3 – dependencies for cells with structures shown in Fig. 2(a-c), respectively; 4 – for an ideal crystal 

 

   
 

(a) 
 

(b) 
 

(c) 
 

Fig. 4. Melting from grain boundaries and surface: (a) initial structure;  

(b) at a temperature of 950 K at a time of 5 ps; (c) at a temperature of 970 K at a time of 10 ps 

 

However, not all grain boundaries are equally likely to initiate melting. As it turned 

out, this depends on the energy of boundary formation, that is, again on the stored energy. 

For example, in the case of boundaries with low formation energy, that is, low-angle 

boundaries with a high density of coinciding nodes, special boundaries, and especially 

twins, melting occurs less intensely than at other boundaries.  

 

 
 

Fig. 5. Melting from the surface in the presence of low-energy grain boundaries 
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For a computational cell with a low-energy grain boundary, a relatively small difference 

in the average atomic energy from the average atomic energy in a cell without defects was 

characteristic. In addition, when using the crystalline phase visualizer for such boundaries, the 

number of atoms whose environment did not correspond to the crystal (white atoms in the 

figures) was noticeably smaller than in the case of high-angle boundaries. Figure 5 shows an 

example where it is clearly visible that the melting front comes from the free surface (left and 

right), while two low-energy boundaries remain almost unmolten.  

 

 

 
Fig. 6. Dependence of the change in the average energy of an atom during relaxation for 200 ps on 

temperature. Filled markers - when there is no surface, unfilled - when there is a free surface. The 

numbering of markers coincides with the numbering of curves in Fig. 3 

 

When simulating heating, intense recrystallization was observed, during which a 

decrease in the concentration of defects and grain growth occurred. We conducted an 

additional study of the decrease in stored energy in the cells under consideration during 

relaxation at different temperatures. The results are shown in Fig. 6. Based on the 

research data, one can judge the stability of the nanocrystalline structure depending on 

various factors. So, first of all, with increasing temperature and, especially when 

approaching the melting temperature, recrystallization occurs more intensely. Secondly, 

a structure that initially has a higher excess energy, that is, containing more 

nonequilibrium defects, is reconstructed faster. In addition, we noticed a significant 

influence of the free surface. In its presence, recrystallization proceeded relatively more 

intensely (open markers in Fig. 6), which is apparently explained by the contribution of 

surface diffusion, which, as is known, proceeds faster than in the bulk.  

 

Conclusions 

Using molecular dynamics simulation, a study of the melting of aluminum with a 

nanocrystalline structure obtained as a result of severe plastic deformation was 

conducted. It is shown that the melting of nanocrystalline aluminum begins at a lower 

temperature than monocrystalline aluminum. Moreover, the higher the density of grain 

boundaries and other defects, and, accordingly, the higher the excess energy, the lower 

the melting temperature. In the presence of defects, melting proceeds heterogeneously 
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and begins primarily from the grain boundaries and free surface, after which the melting 

front moves towards the rest of the volume. In a pure crystal that did not contain any 

defects or free surface, melting in the model proceeded homogeneously and began at a 

temperature significantly higher (150 K) than in the case of the presence of grain 

boundaries or surfaces. 

Grain boundaries with relatively low energy of formation (i.e., high density of 

coincident nodes) are less likely to initiate melting than high-angle boundaries. 

When studying recrystallization in nanocrystalline aluminum, it was found that it 

occurs more intensely as the temperature approaches the melting point, as well as when 

it contains a larger number of nonequilibrium defects. In addition, the free surface had a 

significant effect on the intensity of recrystallization. The restructuring of the structure 

near it occurred faster than in the bulk of the material. 
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Stability analysis of solid morphology incorporating surface 

elasticity and surface tension 
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ABSTRACT  

This paper is primarily focused on exploring the morphological instability conditions inherent in nanostructured 

solid surfaces. Employing the constitutive equations of Gurtin–Murdoch model, we examine how surface 

elasticity and surface tension exert their influence on surface relief formation. Within this framework, we posit 

that the surface instability of the solid surface is instigated by surface diffusion processes propelled by the 

nuanced interplay of surface and bulk energy across the undulated surface. To distinguish the strain field along 

the undulated surface, we navigate the solution space of the plane elasticity problem, accounting for plane strain 

conditions. Our investigation tracks the linearized evolution of the surface, capturing the change in the amplitude 

of surface perturbations with time. Thus, the presented linear stability analysis sheds light on the precise 

conditions that initiate the early-stage increase in surface relief amplitude. This nuanced exploration provides 

not only a theoretical foundation, but also practical insights into the intricate mechanisms governing the 

morphological stability of nanostructured solid surfaces. 
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Introduction 

The study of nanostructured materials is important for the development of modern 

electronic and optoelectronic devices. The roughness of free surfaces and interfacial 

boundaries has a significant effect on optical properties [1,2]. It is also used to enhance the 

coupling between electronic circuit components when creating flexible electronics [3]. 

Additionally, the formation of the surface relief can be applied to produce quantum dots [4]. 

However, the created relief may be unstable and evolve during the manufacture and 

operation of devices. Morphological instability can lead to decreased reliability or 

functionality of the devices based on patterned structures, especially in applications 

where high levels of mechanical stress are present. Stress concentrations at valley regions 

of an undulated surface can aid the nucleation of defects [5,6]. Therefore, in addition to 

other processes [7–9], morphological instability is one of the key factors in the stress-

assisted degradation of materials. This highlights the significance of understanding the 

self-organization of solid surfaces. 
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Mullins [10] conducted pioneering research on the morphological instability of free 

solid surfaces influenced by surface diffusion, particularly observing the formation of 

surface grooves at the grain boundaries of a heated polycrystal. Later studies revealed 

the morphological instability of the stressed solid bodies due to diffusion perturbations 

with wavelengths exceeding a critical value [11]. The determination of this critical 

wavelength is based on the ratio between the surface energy and the energy of elastic 

deformation calculated on the surface. 

A series of studies were conducted to analyze the stability of free and interfacial 

surfaces in solids with different topological defects [12–14]. However, in most works 

dedicated to studying surface/interface morphological instability, the influence of surface 

and interface elasticity was neglected, as it was considered to be small compared to bulk 

elastic behavior. Nevertheless, in nanostructured materials, the ratio of surface to volume 

increases, which leads to an increase in the influence of surface deformation [15]. So, to 

accurately predict the conditions under which morphological instability occurs, we need 

to take surface elasticity into account.  

In this paper, we examine the phenomenon of surface nanosized relief instability, 

considering its surface elastic properties and surface tension. Our study is based on the 

complete model of surface elasticity developed by Gurtin and Murdoch [16] and the 

Asaro–Tiller–Grinfeld model of morphological instability [11,17,18]. 

 

Problem formulation 

We consider film coating under plane strain loading (Fig. 1). It is assumed that the film 

thickness significantly exceeds the surface relief period. Therefore, we neglect the 

deformation of the substrate and the interfacial boundary and come to the 2D elastic 

problem for a homogeneous half-plane 𝐵 with a curvilinear boundary 𝑆, which profile is 

described by an arbitrary periodic function 𝑓: 𝑆 = {𝑧: 𝑧 ≡ 𝜁 = 𝑥1 + 𝑖𝜀(𝜏)𝑓(𝑥1)},   𝐵 = {𝑧: 𝑥2 < 𝜀(𝜏)𝑓(𝑥1)},    𝑧 = 𝑥1 + 𝑖𝑥2,   𝑖2 = −1, 𝑓(𝑥1) = 𝑓(𝑥1 + 𝑎),   max|𝑓(𝑥1)| = 𝑎,     𝜀(𝜏) = 𝐴(𝜏)𝑎 ∀ 𝜏,    𝐴(0) = 𝐴0.  (1) 

 

 
 

Fig. 1. The model of a solid with a slightly undulated surface 
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According to the principles of Gurtin–Murdoch surface elasticity theory, the surface 

domain is considered as an exceptionally thin layer that firmly adheres to the bulk 

without any slipping. The continuity of displacements across the surface region is 

provided by the following conditions: 𝑢𝑠(𝜁) = 𝑢(𝜁),    𝜁 ∈ 𝑆, (2) 

where 𝑢𝑠 = 𝑢1𝑠 + 𝑖𝑢2𝑠, 𝑢 = 𝑢1 + 𝑖𝑢2; 𝑢1𝑠, 𝑢2𝑠   and 𝑢1, 𝑢2  are the displacements of the 

surface and bulk phases along Cartesian axes 𝑥1 and 𝑥2. 

The mechanical equilibrium conditions on a curved solid surface are captured by 

the generalized Young–Laplace equations [19]: 𝜎(𝜁) = 𝛾0𝜅 + [𝑀𝜅Re 𝜕𝑢𝜕𝜁  + 𝛾0Im (𝜕2𝑢𝜕𝜁2 𝑒𝑖𝛼0)] + 𝑖 [𝑀Re (𝜕2𝑢𝜕𝜁2 𝑒𝑖𝛼0) − 𝛾0𝜅Im 𝜕𝑢𝜕𝜁], (3) 

where 𝜎(𝜁) = 𝜎𝑛𝑛(𝜁) + 𝑖𝜎𝑛𝑡(𝜁) is the complex stress vector, 𝜎𝑛𝑛 and 𝜎𝑛𝑡 are the 

components of bulk stress tensor, defined in the Cartesian coordinates (𝑛, 𝑡) (𝒏 is a normal 

to 𝑆), 𝛾0 is residual surface stress (surface tension), 𝑀 = 𝜆𝑠 + 2𝜇𝑠 is surface stiffness,  𝜆𝑠  and 𝜇𝑠 are the Lame parameters for the surface domain, 𝜅 is the local curvature of 𝑆, 𝛼0 is the angle between the tangent to 𝑆 and 𝑥1-axis at the point 𝜁. 

The boundary conditions at infinity are defined as  lim𝑥2→−∞ ω =  lim𝑥2→−∞ σ22 = lim𝑥2→−∞ σ12 = 0, lim𝑥2→−∞ σ11 = 𝜎0,    (4) 

where 𝜔 is the rotation angle, 𝜎𝑖𝑗  (𝑖, 𝑗 = {1,2}) are components of stress tensor in 

Cartesian coordinates (𝑥1, 𝑥2) and the longitudinal stress 𝜎0 may means either misfit 

stress or mechanical loading.  

As it was mentioned in introduction, the surface profile of a stressed solid may 

change under the influence of surface diffusion due to nonuniform distribution of 

chemical potential. So, the surface atoms are moving from a region with high chemical 

potential to a region with a lower one, i.e. atomic flow along the surface is proportional 

to the gradient of chemical potential. According to [18], the chemical potential is defined 

as the sum of bulk strain elastic energy and surface energy. The mass conservation law 

leads to the following differential equation, which describes the change of surface profile 𝑔(𝑥1, 𝜏) = 𝜀(𝜏)𝑓(𝑥1) over the time [18,20]:    𝜕𝑔(𝑥1,𝜏)𝜕𝜏 = 𝐾𝑠ℎ(𝑥1, 𝜏) 𝜕2𝜕𝑠2 [𝑈(𝜁, 𝜏) − 𝜅(𝜁, 𝜏)𝑈𝑠(𝜁, 𝜏)],  𝐾𝑠 = 𝐷𝑠𝐶𝑠Ω2/(𝑘𝑏𝑇), (5) 

where 𝑈 is the strain elastic energy density and 𝑈𝑠 is the surface energy, ℎ is the metric 

coefficient, 𝐷𝑠 is the self-diffusivity coefficient; 𝐶𝑠 is the number of diffusing atoms per unit 

area; 𝑘𝑏 is the Boltzmann constant, 𝑇 is the absolute temperature; and 𝑠 is arc length along 𝑆. 

To prevent or minimize morphological instability in stressed films, it is crucial to 

consider various factors such as the elastic properties of bulk and surface phases, the 

stress levels, and the shape of the initial surface profile. In this paper, our attention was 

directed towards the examination of the conditions that facilitate the occurrence of 

morphological instability. 

 

Linear stability analysis 

To integrate the evolution equation (5) and establish the stability conditions for a stressed 

solid surface, we must first calculate the elastic strain energy 𝑈 and the surface energy 𝑈𝑠.  

It is important to note that the effect of surface elasticity was assumed to be insignificant 

in previous studies dedicated to investigating the morphological instability of the surface 
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microrelief. However, to accurately predict the instability conditions for a stressed surface 

with nanosized relief, it is essential to consider the effect of surface elasticity. 

The elastic strain energy 𝑈 and the surface energy 𝑈𝑠 can be expressed as follows [21]: 𝑈 = (12 𝜆 + 𝜇) ((𝜀𝑡𝑡)2 + (𝜀𝑛𝑛)2) + 𝜆𝜀𝑛𝑛𝜀𝑡𝑡 + 2𝜇(𝜀𝑛𝑡)2,                           (6) 𝑈𝑠 = 𝛾0 + (12 𝜆𝑠 + 𝜇𝑠) (𝜀𝑡𝑡𝑠 )2, (7) 

where 𝜀𝑖𝑗 are the components of bulk and surface stress tensors, respectively, defined in 

the Cartesian coordinates (𝑛, 𝑡) (𝒏 is a normal to 𝑆), and 𝜆 and 𝜇 are the Lame constants 

of the solid 𝐵. 

Therefore, in order to integrate (5), we have to obtain the stress-strain state near 

the undulated surface. To achieve this, we solve the corresponding plane strain problem 

for a homogeneous elastic half-plane with a curved boundary (1) – (4), using the original 

approach suggested in [19,22]. 

Here we consider a weak undulation of the surface relief (𝜀 ≪ 1), and therefore we 

calculate components of the strain tensors of the bulk and surface phases as well as 

metric coefficient ℎ and the surface curvature 𝜅 using the linear approximation of the 

boundary perturbation method [19]: 𝜀𝑖𝑗 = 𝜀𝑖𝑗(0) + 𝜀𝜀𝑖𝑗(1), 𝜀𝑡𝑡𝑠 = 𝜀𝑡𝑡(0)𝑠 + 𝜀𝜀𝑡𝑡(1)𝑠 ,                        (8) 𝜅(𝑥1, 𝜏) = 𝜀(𝜏)𝑓′′(𝑥1),    ℎ(𝑥1, 𝜏) = 1,                  (9) 

where a prime denotes the derivative with respect to the argument.  

Substituting Eqs. (6) – (9) into (5), and integrating over the interval [0; 𝑥0] (𝑥0 ∈ [0, 𝑎/2] 
and 𝑓(𝑥0) = 0), we receive an ordinary differential equation that reveals the variation of 

surface relief amplitude with time: 𝑑𝐴(𝜏)𝑑𝜏 ∫ 𝑓(𝑥1)𝑑𝑥1𝑥00 = 𝐴(𝜏)𝐾𝑠2 ∫ 𝑑2𝑑𝑥12 [𝜆 (𝜀𝑡𝑡(0)𝜀𝑛𝑛(1)(𝑥1) + 𝜀𝑡𝑡0𝜀𝑛𝑛(1)(𝑥1)) +𝑥00   + (12 𝜆 + 𝜇) (2𝜀𝑡𝑡(0)𝜀𝑡𝑡(1)(𝑥1) + 2𝜀𝑛𝑛(0)𝜀𝑛𝑛(1)(𝑥1)) + 4𝜇𝜀𝑛𝑡(0)𝜀𝑛𝑡(1)(𝑥1) −  (10) − 𝑓′′(𝑥1) (𝛾0 + (12 𝜆𝑠 + 𝜇𝑠) (𝜀𝑡𝑡(0)𝑠 𝜀𝑡𝑡(0)𝑠 ))] 𝑑𝑥1.  

We seek the functions 𝜀𝑖𝑗(1), 𝜀𝑡𝑡(1)𝑠  in the form of a Fourier series with unknown 

coefficients 𝑃 and 𝑄: 𝜀𝑖𝑗(1) = ∑ [𝑃(𝜀𝑖𝑗)𝑘⬚ sin(𝑏𝑘𝑥1) + 𝑄(𝜀𝑖𝑗)𝑘 cos(𝑏𝑘𝑥1)] ,∞𝑘=1                         (11) 𝜀𝑡𝑡(1)𝑠 = ∑ [𝑃(𝜀𝑡𝑡𝑠 )𝑘⬚ sin(𝑏𝑘𝑥1) + 𝑄(𝜀𝑡𝑡𝑠 )𝑘 cos(𝑏𝑘𝑥1)] ,∞𝑘=1                         (12) 

where 𝑏𝑘 = 2𝜋𝑘/𝑎. 

In the present paper, we do not give explicit expressions for these functions due to 

their tremendous size, but they can be found using the original algorithm, presented in [19]. 

The Fourier series approximation is also utilized to represent the known function 𝑓(𝑥1), which describes the surface profile: 𝑓(𝑥1) =  ∑ 𝑅𝑘 cos(𝑏𝑘𝑥1) ,∞𝑘=1     𝑅𝑘 = 2𝑎 ∫ 𝑓(𝑥1) cos(𝑏𝑘𝑥1) 𝑑𝑥1𝑎/2−𝑎/2 .                (13) 

The solution of the elasticity problem gives the unknowns components of surface 

and bulk strain tensors required to determine the amplitude as a function of time. Due to 

the enormous size of the explicit solution of evolution equation, we write it in the 

following form: ln (𝐴(𝜏)𝐴0 ) = 𝐾𝑠𝐽𝑓 ∑ 𝑉𝑘∞𝑘=1 𝑘−1 sin(𝑏𝑘𝑥0) 𝜏,  𝐽𝑓 = ∑ 𝑅𝑘𝑘−1 sin(𝑏𝑘𝑥0).∞𝑘=1  (14) 
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where functions 𝑉𝑘 = 𝑉𝑘(𝑎, 𝜆, 𝜇, 𝜆𝑠, 𝜇𝑠, 𝛾0, 𝜎0, 𝑅𝑘) are known functions depending on the 

physical and geometrical parameters of the problem but are not presented here because 

of their cumbersomeness. 

 

Numerical results 

As per the findings of experimental research, it has been determined that the diverse 

relief configurations, encompassing a cusp-like relief and a smoothly undulated relief, 

may be occurred in the process of surface rearrangement because of morphological 

instability. The following function is used to investigate the impact of surface profiles on 

morphological instability: 𝑓(𝑥1) = − 𝑎𝑑 [Im ctg (𝜋𝑥1𝑎 − 𝑖𝑦) − 1  ] ,    𝑑 =  Im ctg (𝑖𝑦) + 1,  (15) 

where the parameter  𝑦 ∈ (0, +∞) defines the shape of surface profile. We take 𝑦 = 2  for 

the smoothly undulated surface, and y = 0.7 for cusp-like relief.  

For example, we use following bulk Lame parameters for isotropic solid: 𝜆 =58.17 GPa, 𝜇 =26.13 GPa. Also, we set surface stiffness 𝑀 =  6.099 N/m and surface 

tension 𝛾0 = 1 N/m, which correspond to aluminum surface Lame parameters calculated 

in [23] using molecular dynamics. As the thin film systems are often subjected to large 

stress, typically in giga-Pascal range [5], we consider the values of 𝜎0 in the range from 

1  to 2 GPa.  

 

 
Fig. 2. The dependence of normalized amplitude changes 𝐴(𝜏)/𝐴0  on the perturbation wavelength 𝑎  

for surface profile parameters y = 2 (a) and y = 0.7 (b) 

  

Figure 2 shows the dependence of the normalized amplitude changes 𝐴(𝜏)/𝐴0 of the 

surface relief on the perturbation wavelength 𝑎 for 𝜎0 = 1 GPa, different surface stiffness 

values 𝑀 = {6.099, 60} N/m (red and blue lines, respectively) and surface profiles with 

y = 2 (a) and y = 0.7 (b). The abscissas of the intersections of the x-axis and each line lead to 

the determination of the critical undulation wavelengths 𝑎𝑐𝑟 corresponding to the 

thermodynamic equilibrium. If the wavelength of initial undulation 𝑎 ∈ (0, 𝑎𝑐𝑟), the surface 

relief amplitude will decrease with time, and vice versa, surface undulation will grow in the 

      



119  G.M. Shuvalov, S.A. Kostyrko 

 

case 𝑎 ∈ ( 𝑎𝑐𝑟, ∞). The critical perturbation wavelength 𝑎𝑐𝑟 for the considered parameters 

and for the case, when surface elasticity is neglected (𝑀 = 0), are presented in the Table 1. 

 
Table 1. The critical wavelength 𝑎𝑐𝑟 of considered system for various parameters 

Surface stiffness 𝑀, N/m 6.099  60 0 

Shape parameter 𝑎𝑐𝑟 , nm 

y = 2 253.3 261.6 252.3 

y = 0.7 72.8 76.5 72.2 

 

Figures 3–5 demonstrate the dependence of critical undulation wavelength 𝑎𝑐𝑟 on 

surface stiffness 𝑀, surface tension 𝛾0 and misfit stress 𝜎0. A succinct examination of the 

results is presented in the conclusions. It is noteworthy that these findings are in good 

agreement with the outcomes of previous studies where the simplified Gurtin-Murdoch 

model was considered omitting the normal component of the surface gradient of the 

displacement field [24,25]. From the results of current study, it follows that accounting 

of this term doesn't affect the critical value of perturbation wavelength found within the 

linear analysis of morphological stability. The main goal of linear stability analysis is to 

predict the conditions under which changes in morphology might occur. Nonetheless, it's 

worth noting that linear stability analysis is limited to minor changes in surface profile 

amplitude. To examine how the surface changes over longer periods, it’s essential to take 

into account the nonlinear terms in the surface evolution equation. By keeping terms up 

to a certain order in the perturbation expansion, we can grasp the behavior at higher 

amplitudes when cusp-like grooves appear. However, higher amplitudes of undulation 

profile may significantly amplify the misfit stresses and lead to the nucleation of 

dislocations [5,6]. The generation of dislocations lowers the local strain energy in the 

surface layer decreasing the driving force behind relief formation [26]. 

 

 
Fig. 3. The effect of surface stiffness 𝑀 on critical undulation wavelength 𝑎𝑐𝑟 

for surface profile parameters y = 2 (a) and y = 0.7 (b) 
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Fig. 4. The effect of surface tension 𝛾0 on critical undulation wavelength 𝑎𝑐𝑟  

for surface profile parameters y = 2 (a) and y = 0.7 (b) 

 

 
Fig. 5. The effect of longitudinal stress 𝜎0 on critical undulation wavelength 𝑎𝑐𝑟  

for surface profile parameters y = 2 (a) and y = 0.7 (b) 

 

Conclusions 

In this paper, we investigate the joint effect of surface elasticity, tension and shape on the 

morphological instability in nanopatterned solid films based on Gurtin – Murdoch theory 

of surface elasticity and the Asaro – Tiller – Grinfeld model of morphological instability. In 

line with [18], the morphological instability of the film surface results from surface diffusion 

driven by variations in surface and bulk energy along the undulated solid surface. 

Assuming that the film thickness is significantly greater than the initial surface relief 

wavelength, we defined the elastic strain energy and the surface energy from the solution 

of the elastic problem for a homogeneous elastic half-plane with curved boundary under 

plane strained conditions. The solution of the linearized evolution equation allowed us 
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to determine the amplitude of arbitrary periodic surface relief as a function of time. The 

critical conditions that correspond to surface morphological instability are determined 

through the analysis of this solution. 

We investigated the dependence of the critical undulation wavelength on the misfit 

stress, surface tension, surface stiffness and the shape of the initial surface relief, and 

based on the obtained data, we have come to the following conclusions: 

– an increase in the curvature radius of the initial surface profile, surface stiffness, surface 

tension, and a decrease in longitudinal stress result in an augmentation of the critical 

perturbation wavelength. 

– a decrease in the influence of surface stiffness is observed with an increase in surface 

tension as well as in curvature radius of the initial surface profile, and a decrease in 

longitudinal stress. 
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ABSTRACT  

Of the entire variety of polyaryletherketones, the most promising representatives of this class of polymers 

with high thermal and mechanical properties (polyether ether ketone, polyether ketone ketone) were studied 

in this work. The dependence of the rate of thermal decomposition on the structure was revealed, and the 

temperature-time ranges for the onset of gas evolution were shown. The order of destruction of the main 

polymer chain depending on temperature has been established. Due to the complexity of processing this class 

of polymers into products, the possibilities of changing the temperatures of phase transitions were shown in 

order to improve the technological conditions of processing without loss of performance characteristics. 

Comparative studies of the kinetics of the release of the main gaseous degradation products for polyether 

ether ketones from various manufacturers were carried out. The influence of hydrogen formed during the 

destruction process on the rate of decomposition of polymers is shown, and the dependences of the formation 

of carbon oxide and carbon dioxide on the structure and manufacturer of polymer materials are revealed. It 

has been established that polyether ether ketone has slightly higher mechanical properties compared to 

polyether ketone ketone, which is associated with the lower crystallinity of the latter due to the content of a 

comonomer with an irregular structure - isophthaloyl chloride.  
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Introduction 

Polyaryletherketones (PEK) represent a group of aromatic polyethers possessing a ketone 

moiety, exhibiting exceptional resistance to high temperatures [1–9]. The enduring 

fascination with this particular polymer category arises from their ability to meet the most 

up-to-date demands for the performance characteristics of contemporary polymer 

materials, while also potentially serving as a binding agent in the fabrication of 

revolutionary polymer composite materials (PCM) [10–20].  

The choice of matrix directly affects the physical, mechanical, and technical 

characteristics of the final product, as well as the manufacturing process itself. Among 
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these characteristics, thermal properties play a crucial role as they not only influence the 

properties of the resulting product, but also determine its reliability and operational 

range. In this context, the thermal changes of polyetherketones of various structures 

utilized in industry as part of PCM should be considered. 

To date, several types of polyaryletherketones are known: polyether ether ketone 

(PEEK), polyether ether ether ketone (PEEEK), polyether ether ketone ether ketone 

(PEEKEK), polyether ketone (PEK), polyether ether ketone ketone (PEEKK), polyether 

ketone ether ketone ketone (PEKEKK), polyether ketone ketone (PEKK) (Table 1).   

 
Table 1. The main representatives of a number of polyaryletherketones 

Name of the polymer Polymer structure 

Polyetherketone (PEK) O C

O

n  

Polyether ether ketone 

(PEEK) 
O O C

O
n  

Polyether ketone ketone 

(PEKK) 
O C

O

C

O
n  

Polyether ether ketone 

ketone (PEEKK) 
O O C

O

C

O
n  

Polyether ketone ether 

ketone ketone (PEKEKK) 
C O C

O

C

OO

O

n  

Polyether ether ether 

ketone (PEEEK) 
OO C

O

O

n  

 

The composition of ether and carbonyl groups dictates the properties of the polymers 

listed in the table. Hence, as the concentration of carbonyl groups escalates, there is a 

corresponding elevation in the melting and glass transition temperatures (Table 2).  

The level of crystallinity greatly influences impact strength, elasticity, and chemical 

resistance. The processing of PEK poses challenges due to its high melting point and melt 

viscosity. To achieve the desired operating characteristics, it is necessary to plan the 

processing operations that result in the appropriate level of crystallinity for PEK. 

Polyetheretherketones (PEEK) have gained popularity due to their enhanced 

recyclability from melting, thanks to the inclusion of carbonyl and two ether linkages. In 

previous studies [21–23], researchers investigated the patterns of thermal degradation 

in polyetheretherketones with different structures and developed strategies for thermal 
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decomposition. The thermal degradation of polyether ketones was found to initiate with 

the breakage of the ketone group, and in the case of a diane fragment, with the separation 

of the methyl group and a simple ether bond (Fig. 1). 
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Fig. 1. Scheme of thermal decomposition of polyether ketones 

 
Table 2. Values of melting and glass transition temperatures for various PEK [15] 

Polyethylene Concentration of 

ketone groups, % 

Tm, С Тg, С 

Substituted 

polyphenyleneoxide 

0 285 110 

PEEEK 25 324 129 

PEEK 33 335 141 

PEK 37,5 337 144 

PEEKEK 40 345 148 

PEK 50 365 152 

PEEKK 50 365 150 

PEK 57 374 (416) 157 (160) 

PEKEKK 60 384 160 

PEKK 67 391 165 

 

The discovery of water during the pyrolysis processes, which had a significant 

impact on the degradation of polymer materials, was a prominent characteristic observed 

in nearly all studies conducted on polyaryletherketones. 

Polyarylates, polyether sulfones, and polyimides are the most susceptible to 

thermohydrolysis of all known heat-resistant polymers [24,25]. When these polymers are 

pyrolyzed in a humid atmosphere, the start of breakdown changes to lower temperatures 

by 50-100 °C. According to studies on the influence of water, drying modes of polyether 

ketones on their thermal and physico-mechanical properties [26,27], polymer thermos 

hydrolysis processes significantly worsen both the physico-mechanical and thermal 

properties of the products obtained. Simple ether groups are the most vulnerable to the 

impact of water. 
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Polyether ketones are typically processed into products in air at temperatures 

ranging from 360 to 420 °C. It is not always possible to keep the required qualities of 
items under such extreme circumstances. When researching the thermos-oxidative 

degradation of polyether ketones [28], it was discovered that PEEK thermos-oxidation 

begins around 325 °C and is followed by the loss of ketone groups. A rise in temperature 
causes parts of the benzene ring to oxidize. The authors were able to realize the potential 

of directional management of the depth of thermo-oxidative transformations for its 

processing without risk of deterioration of the major technical and operational properties 

with the aid of various stabilizers. 

To ease processing, it is feasible to adjust both the melting point and the glass 

transition temperature in the synthesis of PEKK using isophthaloyl chloride. Furthermore, 

this substance has a high affinity for the tissues of live creatures and may be employed 

as an implant.  

The goal of this work is to synthesize and investigate the thermal characteristics of 

PEKK and PEEK across a wide temperature range. 

 

Methods 

The study's subjects were the polyether ketone (PEKK) and polyether ether ketone (PEEK) 

of the following structure created at Kh.M. Berbekov Kabardino-Balkarian State 

University, Center for Advanced Materials and Additive Technologies (Fig. 2). 
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Fig. 2. Participation of atomic hydrogen in the destruction of the ketone group 

 

Polyether ether ketone (PEKK) was synthesized via a low-temperature 

polycondensation process of electrophilic substitution via the Friedel-Crafts reaction. A 

glass reactor with a mechanical stirrer and a hydrogen chloride output was filled with 

diphenyl ether (DFE), terephthaloyl chloride (TPH), isophthaloyl chloride (IFX), a 

dispersant, and 1,2-dichloroethane. Lithium chloride, benzoin acid (BC), and guanidine 

methacrylate (MAG) were studied as dispersing chemicals. The reaction mixture was 

chilled to -20 °C before gradually adding aluminum chloride. After 1 hour, the 
temperature was gradually increased (0 °C – 30 min, 10 °C – 30 min) to 23-40  2 °C, 
and the synthesis was completed in 7-20 hours. Depending on the synthesis conditions 
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used, the polymer precipitated from the solution over time in the form of a polymer gel 

or individual particles. Following synthesis, 1,2-dichloroethane with a portion of 

aluminum chloride was filtered from the polymer mass and subjected to regeneration, 

and PEKK was decompexed from the catalyst with a 3 % hydrochloric acid solution, and 

the resulting polymer powder was repeatedly washed with hot distilled water until a 

negative reaction to chlorine ions was observed. For 12 hours, the purified PEK was dried 

in a vacuum drying chamber at 120 °C. 
The nucleophilic substitution procedure was used to synthesize polyether ether ketone 

(PEEK) via high-temperature polycondensation. 1,4-dihydroxybenzene 33.03 g (0.3 mol), 

65.46 g (0.3 mol) 4,4'-difluorobenzophenone, 24.88 g (0.18 mol) potassium carbonate, 

19.08 g (0.18 mol) sodium carbonate, and 300 g diphenyl sulfone. The reaction mass is 

heated to 320 °C for 2 hours and then continuously agitated in an inert gas current for 
5 hours. The polymer is cooled to 250 °C and released into a metal pallet at the end of the 

synthesis. The cooled monolithic mass is crushed and washed with hot distilled water and 

acetone. For 12 hours, the powder is dried in a vacuum drying cabinet at 120 °C.  
Thermogravimetric measurements were made on a Perkin-Elmer TGA-4000 

derivatograph in an environment of air and nitrogen at a heating rate of 5 degrees/min. 

The principal gaseous pyrolysis products were analyzed using a gas chromatograph 

"Tsvet-800" equipped with a thermal conductivity detector, as described in [29]. The glass 

transition, melting, and crystallization temperatures were obtained using differential 

scanning calorimetry on a Perkin Elmer DSC 4000 equipment in an inert medium ranging 

from 30 to 370 °C, with a scanning speed of 10 °C/min. The study was based on the values 
of the glass transition and melting temperatures obtained during the second heating of 

the sample. 

 

Results and Discussion 

Figure 3 shows thermogravimetric weight loss curves for PEKK (1) and PEEK (2) in air. 

The study of the provided curves revealed that the temperatures for 2.5 and 10 wt. % loss 

for PEKK are 458, 513, and 537 °C, respectively, which is somewhat lower than for PEEK, 
which is 538, 553, and 561 °C. Nonetheless, the weight loss rate with PEEK is 
substantially greater and comprises three distinct phases (Fig. 4).  

The maximal rate of weight loss for PEKK is significantly higher than for PEEK (619 

and 567 °C, respectively). Given these findings, it can be hypothesized that PEKK 
decomposition happens by the normal homolytic break of the main polymer chain  

(a minor rate of weight loss), whereas PEEK breakdown occurs via a radical chain, which 

sometimes increases the rate of decomposition. Studies using differential scanning 

calorimetry are presented in Table 3. 

 
Table 3. Values of glass transition, melting and crystallization temperatures 

Sample Тg, С Тm, С Тcr, С 

PEKK 170 338 254 

PEEK 147 348 306 
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Fig. 3. Curves of weight loss in the air: 1 – PEKK, 2 – PEEK 

 

 
Fig. 4. The dependence of the rate of weight loss on temperature: 1 – PEKK, 2 – PEEK 

 

Based on the results presented in Table 3, we can conclude that PECK has more 

comfortable conditions for processing into products, which compensate for the lower 

temperatures at which weight loss begins. 

Comparative investigations of the kinetics of the production of the main gaseous 

degradation products for PEKK produced in KBSU (PEKK-1) (1), PEKK brand CC-5801 

(PEKK-2) (2) (China), and PEEK 450 P produced by Victrex (3) (Great Britain) were carried 

out using gas chromatography in a wide temperature range. The pyrolysis time was 30 

minutes at all temperatures. For each temperature, a new sample of 20 mg was obtained. 

No substantial quantities of hydrogen were discovered in any samples at 

temperatures ranging from 250 to 400 °C, which is most likely due to branching and 
crosslinking processes (Fig. 5). The hydrogen output for samples PEKK-2 and PEEK 

increases by an order of magnitude when the temperature is raised compared to PEKK-1. 
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Fig. 5. Kinetic curves of hydrogen formation: 1 – PEKK-1, 2 – PEKK-2, 3 – PEEK 

 

It decreases at temperatures over 450 °C, which is connected with its participation 

in subsequent polymer degradation processes, transforming homolytic decay into radical 

chain decay, which has a particular impact on the rate of mass loss for PEEK (Fig. 4). 

Figure 6 depicts how active atomic hydrogen contributes to the breakdown of the 

ketone group by producing phenolic radicals, which also contribute to an increase in the 

rate of polymer decomposition. 
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Fig. 6. Scheme of the influence of atomic hydrogen on the destruction of ketones 

 

The presence of carbon monoxide in the breakdown products shows that the ketone 

group has been destroyed. However, carbon dioxide is found in the breakdown products 

in addition to CO (Fig. 7). 

In [30], it was shown that the emergence of carbon dioxide with CO suggests that, 

at higher temperatures, the breaking of the simple ether link in the polymer happens 

concurrently with the release of oxygen, oxidizing CO to to CO2. 

The figures show that the quantities of CO2 for PEKK (1) are almost the same as the 

amounts of CO. The amount of carbon dioxide increases dramatically in sample (3), which 

has two simple ether groups in the structure, which is consistent with the results of the 

work [19]. The unusually high quantity of CO2 observed in sample 2 is unknown. This is 

either the consequence of certain impurities remaining after synthesis or the breakdown 

of numerous stabilizers, plasticizers, and other additives added to the structure. 
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(a) (b) 
Fig. 7. Kinetic curves of CO2 (a) and CO (b) formation: 1 – PEKK-1, 2 – PEKK-2, 3 – PEEK 

 

In general, the revealed patterns indicate the possibility of directional regulation of 

the depth of thermal degradation processes of matrix with a decrease in phase 

transformation temperatures (Tst, Tm, Tcr) without risk of deterioration of the main 

technological and operational characteristics. The mechanical properties of 

polyaryletherketones were also investigated. The main properties are shown in Table 4. 

 
Table 4. Mechanical properties of polyaryletherketones  

Sample Еfl, GPa Еten, GPa σyield, MPa σten, MPa ε, % 

PEEK 450 Р 3.74 2.98 117.0 98.2 120.0 

PEKK СС-5801 3.17 2.66 77.4 61.5 22.6 

PEKK KBSU 3.0 2.74 - 75.5 4.4 

Еfl is the flexural modulus, Eten is the tensile modulus, σten is the tensile strength, σyield is the yield 

point, ε is the elongation at break. 

 

A comparison of the mechanical properties of the studied polyaryletherketones 

showed that they all have a high range of mechanical characteristics. At the same time, 

it can be noted that PEEK has higher strength and elastic modulus then PEKK. Apparently, 

PEEK has superior properties due to its higher crystallinity, since the studied PEKK brands 

contain isophthaloyl chloride as a comonomer and resulting structure has a lower 

crystallization rate and degree of crystallinity, which causes lower mechanical properties. 

A significant difference in the properties of synthesized and industrial PEKK is the higher 

plasticity of the latter. The synthesized PEKK has a significantly lower elongation and 

does not exhibit a yield point, i.e., has a brittle character of destruction. 
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Conclusions 

Thus, the conducted studies show that PEKK, due to its high thermal stability, good 

mechanical properties and lower melting point than PEEK, is a promising material for use 

as a for composite materials. A matrix based on PEKK is most suitable for creating various 

products, including implants for living organisms. 
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Effect of plasticizers of different polarity on dynamic mechanical 

properties of butyl rubber 
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ABSTRACT  

The article presents the results of studies of the influence of the concentration of three types of plasticizers 

with different percentages on the dynamic mechanical properties of mixtures based on elastomer:  

butyl rubber (BR) / industrial oil, BR/chlorinated paraffin, BR/dioctyl phthalate. Plasticizers were taken in a 

ratio of 20 to 40% by volume. The leading research methods were a comparative analysis of the temperature-

frequency dependence of the loss tangent and the elastic modulus, obtained by the method of dynamic 

mechanical analysis (DMA). The developed compositions of the composite material were tested by IR 

spectroscopy. It has been established that in order to obtain self-adhesive composite materials with high 

damping properties, a plasticizer-industrial oil with a minimum content of 40 % should be used. Based on the 

conducted studies, it was proved that when plasticizers of various types and polarities are introduced into 

butyl rubber, the properties of the compositions change depending on the concentration of the plasticizer, 

the molecular structure and the forces of intermolecular interaction. It was revealed by infrared spectroscopy 

that no chemical interaction occurs in the polymer matrix of butyl rubber, on the grounds that the influence 

of the components on the intensity or magnitude of the peak is not traced. 

KEYWORDS  

elastic modulus • mechanical loss tan δ • temperature • butyl rubber (BR) • plasticizers • industrial oil (IO) 

chlorinated paraffin (CP) • dioctyl phthalate (DOP) 

Acknowledgements. The authors acknowledge a financial support of this work by the Russian Science Foundation, 

project No 21-79-00301, https://rscf.ru/project/21-79-00301/. 

Citation: Avdonin VV, Tarasova OI, Yurkin YV. Effect of plasticizers of different polarity on dynamic 

mechanical properties of butyl rubber Materials Physics and Mechanics. 2024;52(2): 133–141.  

http://dx.doi.org/10.18149/MPM.5222024_14   

 

 

Introduction 

Increased levels of harmful noises and vibrations can have undesirable effects on humans 

and structures in general. Using materials with high damping properties is an effective 

method for reducing noise and vibration. Analysis of different vibration-damping 

materials indicates that the highest damping characteristics are found in materials 

containing polymers [1–3], which can undergo significant reversible deformations at low 

stresses [4]. Vibration absorption (damping) is a method for reducing vibration by 

inducing internal friction processes in the structure, dissipating vibration energy by 

irreversibly transforming it into heat during deformation occurring in materials [5]. The 

measure of vibration damping is the mechanical loss tangent (tan δ), which is a 

characteristic of the lag between strain and stress, damping materials must meet the 

requirement that tan δ > 0.3 [6–8]. 
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As a rule, rubbers are used as a basis for composite materials with vibration-damping 

properties [7,9–12] since their glass transition temperature lies in the region of negative 

temperatures. The properties of polymer composite materials are also influenced by plasticizing 

additives introduced into the polymer to reduce the glass transition temperature, to expand the 

temperature range of the highly elastic state of the polymer and to improve machinability. Esters 

of aliphatic and aromatic carboxylic acids, polyesters, epoxidized compounds, synthetic and 

vegetable oils are most commonly used [13]. Various types of oils are commonly used as 

plasticizers for composite vibration-damping materials based on BR [14,15]. 

The mechanism of plasticization is considered in [3,5,16], finding the main factors 

influencing the plasticizing efficiency: the amount of plasticizer introduced into the polymer, 

the chemical structure of the polymer and plasticizer, their thermodynamic compatibility, 

volume, shape and size of plasticizer molecules, ability for conformational transformations 

(flexibility of polymer molecules). Processes of molecular dispersion, transformations in the 

structure of the mixture and variations in molecular mobility occur upon contact of the 

polymer with the plasticizer, affecting such characteristics as glass transition temperature 

(Tc), flow temperature (Тτ), dynamic modulus (E'), mechanical loss tangent (tan δ) and others.  

From a physicochemical standpoint, the thermodynamic affinity of polymers is 

characterized by the amount of mutual solubility. The ability of polymers to swell or dissolve 

in different solvents depends on the structure of the molecules. The swelling and solubility 

of a polymer in a particular solvent depend on the interactions of functional groups or atoms, 

forming bonds producing stable complexes of polymer macromolecules with solvent 

molecules. As a liquid plasticizer penetrates into the polymer phase, its molecular or colloidal 

dispersion can occur (Fig. 1).  

 

  
(a) (b) 

Fig. 1. Scheme of plasticizer interaction: a) molecular dispersion (intrastructural plasticization); 

colloidal dispersion (interstructural plasticization) 

 

Earlier studies have accumulated knowledge on the mechanism of plasticization, 

when the properties of composites change depending on their polarity. Figure 1(a) shows 

a strong intermolecular interaction of plasticizer molecules with polymer 

macromolecules, plasticizer molecules penetrate into any supramolecular structures, 

gradually destroying them. The polymer macromolecules in the plasticizer solution are 

shaped like unfolded loose coils. The polymer is the dispersion medium under colloidal 

dispersion (Fig. 1(b)), and the plasticizer is the dispersed phase [17]. The molecules are 

simply embedded between individual polymer chains and destroy polymer-polymer 

interactions without penetrating inside. Depending on the quality of the solvent, the 

polymer macromolecules in the solution are shaped as more folded Gaussian coils, rather 
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than unfolded loose coils, since there is virtually no interaction with the solvent [18]. 

Such a physical interaction differs from a chemical one in that old chemical bonds do not 

break and new ones do not form, but forces of attraction or repulsion arise due to 

interactions between molecules. Intermolecular interactions (between electrically 

neutral molecules or atoms) were first considered by Van der Waals in 1873.  

Analysis of the literature data allowed to determine the composition of the structure-

forming materials used for damping composite materials and establish that there are 

practically no studies investigating the mechanisms behind the influence that varying the 

concentration of plasticizers (industrial oil (IO), chlorinated paraffin (CP) and dioctyl 

phthalate (DOP)) has on the elastic and relaxation properties of BR-based composite 

materials in a wide temperature range. For comparison, consider three different types of 

plasticizers, differing in their properties: non-polar, polar and weakly polar, since the 

properties of the compositions vary depending on the polarity of the plasticizers [19,20]. 

Some molecules do not have polar bonds, because the electron charge is the same on both 

atoms, therefore, these are non-polar molecules [21]. Polarity has a direct relationship with 

such quantity as compatibility, understood as the ability to ‘dissolve’ at the molecular level. 
Polymer mixtures are divided into compatible, those with limited compatibility, and 

incompatible. The solubility parameters of the materials (Table 1) allow to assess the 

compatibility of the mixture components with respect to non-polar butyl rubber. 

 
Table 1. Solubility parameters of materials used [22]  

Parameter BR IO CP DOP 

Solubility, kJ/(cm3)0.5 16.6 16.1 19.5 18.2 

 

The solubility parameter for butyl rubber was calculated in accordance with Hoy [20]. 

The parameters for BR and IO have similar values, therefore, they can be assumed to be 

compatible (miscible, with complete mutual solubility), interphase interactions consisting of 

formation of chemical bonds are absent in them [18,23]. Similarly, it can be assumed that CP 

is incompatible, and DOP is a weakly compatible plasticizer with BR. 

Reviewing studies by Russian and foreign scholars on the processes of structure 

formation, development of compositions and technologies for fabricating building materials 

and polymer-based products, we found that experimental studies were not carried out, despite 

the nature of plasticiser influence, the dynamic and mechanical characteristics of various BR-

based plasticizers were not considered. Our goal was thus to identify the influence of different 

types of plasticizers on the dynamic characteristics of a composite material based on BR in a 

wide temperature and frequency range, depending on the concentration of the plasticizer.  

 

Materials and Methods 

Materials  

The base polymer chosen for obtaining composite materials was BR-1675N grade butyl 

rubber (Arsenal Kama, Russia). To reduce the viscosity of the specimens, improve 

machinability and damping properties of BR-based composite materials, plasticizers were 

introduced at a 60 / 40 % by volume: non-polar industrial oil I-40 (IO), GOST 20799-880 
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(Rosneft, Russia); polar chlorinated paraffin CP-470 (CP) TU 2493-379-05763441-2002 (JSC 

Acoustic, Russia); weakly polar dioctyl phthalate (DOP) GOST 8728-88 (BinaGroup, Russia). 

 

Preparation of composites 

The composites were prepared using a laboratory mixer with Z-shaped rotating blades at 

a temperature of 80 °C for 1 hour. The specimens were prepared by milling. The grades 
and ratios of the components are given in Table 2.  

 
Table 2. Grades and ratios of structure-forming components 

 Volume fraction, % Mass fraction, g 

No. Grade BR plasticizer BR plasticizer 

1 BR 100 0 64.4 0 

2 BM-20 80 20 51.52 12.6 

3 BM-30 70 30 45.08 18.9 

4 BM-40 60 40 38.64 25.2 

5 BM-50 50 50 32.2 31.5 

6 BX-20 80 20 51.52 17.29 

7 BX-30 70 30 45.08 25.94 

8 BX-40 60 40 38.64 34.58 

9 BD-20 80 20 51.52 13.78 

10 BD-30 70 30 45.08 20.66 

11 BD-40 60 40 38.64 27.55 

 

The mass content was calculated based on the data for the true density of 

plasticizers: 0.900 g/cm3 for IO; 1.235 g/cm3 for CP; 0.984 g/cm3 for DOP. 

 

Methods 

1. Dynamic mechanical analysis was carried out with a Netzsch DMA242 analyzer (Netzsch, 

Germany) for specimens shaped as 2 mm thick disks, which corresponds to ASTM D4065-12 

Standard Practice for Plastics: Dynamic Mechanical Properties: Determination and Report of 

Procedures. The temperatures in the tests ranged from -80 to +40 °C, with a heating rate of 
2 °/min. The mixtures were studied at a frequency of 1, 10, 100 Hz. 
2. Spectral analysis was performed with an Infralum FT-801 FTIR spectrometer in the 

range of 400–4000 cm–1 at ambient temperatures from 18 to 25 °C, recording the 
absorption spectra of the specimens. 

 

Results and Discussion 

Figure 2 shows the variation in the dynamic elastic modulus (E') and the mechanical loss 

tangent (tan δ) of composites with three different types of plasticizers (CP, IO, DOP) at a 

concentration of 20 %. It can be observed from the DMA curves in this temperature range 

that the elastic modulus for all three plasticizers decreases monotonically with increasing 

temperature, becoming the most pronounced at 1000 MPa for BR modified with 

chloroparaffin, exhibiting an average value of 800 MPa for the composite with dioctyl 

phthalate, and reaching the lowest value at 100 MPa for the composite with industrial oil 

(comparison of all three composites was performed in the temperature range from -80 to 
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+40 °C). The value of tan δ has an extreme character, with the the peak on the graph 

corresponding to the transition of the material from a glassy to a highly elastic state.  

The peaks of tan δ have the following values: 1.6 at a temperature of -60 °C for CP;  
1.6 at -57 °C for IO, 1.39 at -55 °C for DOP. The maximum value of the loss tangent (the 
main characteristic of vibration damping) is found in mixtures with CP and IO. Increasing 

the vibrational frequency by an order of magnitude leads to a shift in all curves towards 

an increase in temperature by approximately the same values, 16–17 degrees.  

 

  
(a) (b) 

 
 

(c) (d) 

  

(e) (f) 

Fig. 2. Dependences of E' and tan δ on temperature for: BM-20 (a,b), BX-20 (c,d), BD-20 (e,f) 

(with a volume fraction of BR/plasticizer 80/20 at frequencies of 1 Hz, 10 Hz, 100 Hz) 

 

Increasing the concentration of the plasticizer (for example, industrial oil, Fig. 3) 

leads to a decrease in the glass transition temperature of the composite, manifesting as 

a shift of the tan δ peak towards a decrease in temperature with a simultaneous increase 

in the maximum tan δ value.  
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Graphs for the variation in the glass transition temperature (Tc) and the maximum 

tan δ depending on the type and volume fraction of the plasticizer are shown in Fig. 4. 

Analyzing the results obtained for the values of Tc and tan δ, we found that an 

increase in tan δ and an expected decrease in Tc occur for all studied plasticizers with an 

increase in the proportion of plasticizer in all mixtures with a filling from 0 to 20 %. 

However, further increasing the fraction of plasticizer to 40 % produces a slight increase 

in the Tc of mixtures with weakly polar DOP and polar CP, while the glass transition 

temperature of the mixture with non-polar IO continues to decrease to -70 °C. Mixtures 

with DOF and CP have a slight increase in tan δ, and the mixture with non-polar IO 

exhibits a large increase in tan δ to 1.6 arbitrary units.  
 

 
 

Fig. 3. Dependence of tan δ in a BR/oil mixture with different volume fractions:  

100/0, 80/20, 70/30, 60/40 (vol. %) at a frequency of 10 Hz 

 

  
(a) (b) 

Fig. 4. Variation in Tc (a) and maximum tan δ (b) for all three types of plasticizers  

with the concentration varied from 0 to 40 vol. % 

 

Such an increase in tan δ can be associated with an increase in the flexibility of 

molecules. A true solution is spontaneously formed during the intrastructural 
plasticization of non-polar BC with non-polar industrial oil (Fig. 1(a)). A simplified 

explanation for the effect of plasticizers is that relatively small IO molecules penetrating 

between polymer molecules weaken intermolecular bonds and thus increase the mobility 

of polymer molecules. To achieve this, plasticizers must combine well with the polymer 

and form a stable mixture with it [24].  

The main factors influencing the plasticizing efficiency are the chemical structure of 

the polymer and plasticizer, their thermodynamic compatibility, the volume and shape of 

plasticizer molecules, their capability for conformational transformations (their flexibility). 



Effect of plasticizers of different polarity on dynamic mechanical properties of butyl rubber  139 

 

We compared the structure of butyl rubber and IO plasticizer at the molecular level for further 

analysis. By chemical composition, petroleum oils are a mixture of hydrocarbons with a 

molecular weight of 300–750, containing 20–60 carbon atoms in the molecule. Base oils 

consist of groups of isoparaffin, naphthenoparaffin, naphthenoaromatic and aromatic 

hydrocarbons with varying degrees of cyclicity. Paraffin oil is an industrial-grade oil [15]. The 

general chemical formula is CnH2n+2. The BR molecule is characterized by an almost complete 

lack of structuring, it contains a small amount of carbon−carbon double bonds and has tightly 
packed linear chains. The plasticization process proves the empirical like-dissolves-like rule, 

i.e., non-polar BR is easily dissolved in non-polar IO, which is explained by the absence of 

intermolecular chemical interactions between BR and IO. The dissolution of butyl rubber 

happens with a swelling stage, which is characterized by an increase in the mass and volume 

of the polymer as a result of absorption of a low-molecular-weight liquid. The molecules of 

the low-molecular-weight plasticizer IO in the BR chain increase the free volume and 

mobility of not only the main chain, but also its individual segments. As a result, the polymer 

swells. The plasticizer spreads the segments apart, replacing the polymer–polymer 

interactions with the plasticizer–polymer interaction, which means that intermolecular 

interactions are weakened, resulting in a decrease in Tc. Since energy is consumed for these 

interactions, tan δ increases, and vibration-damping properties increase accordingly.  

Under colloidal dispersion, due to the presence of oxygen and chlorine in the 

structural formulas, DOP and CP have a higher polarity compared with IO, and, 

accordingly, have less compatibility with non-polar BR. Plasticization of non-polar BC 

with a polar plasticizer CP and a less polar DOF also proves the like-dissolves-like rule. A 

plasticizer with no affinity for the polymer does not spontaneously penetrate it, so there 

is no swelling of BR. Plasticizer molecules are located on the surface of supramolecular 

formations, between non-polar groups of BR macromolecules (Fig. 1(b)). The emulsion 

formed in the colloidal system is thermodynamically and aggregatively unstable, and 

therefore can become stratified. Due to high viscosity of the system, stratification occurs 

slowly, sometimes during storage or operation of the product. This is manifested, for 

example, as plasticizer droplets appearing on the surface of the product. Plasticizer 

molecules are located on the surface of supramolecular formations, between non-polar 

groups of BR macromolecules (Fig. 1(b)). The plasticizers CP and DOP act as a sort of 

lubricant between the BR segments. An insignificant amount of plasticizer is combined 

with the polymer during such plasticization; the plasticizer molecules are adsorbed 

(process of spontaneous redistribution of matter) on the surface of the interface between 

the structures, forming the thinnest monomolecular layers of the so-called boundary 

lubricant, facilitating the mobility of supramolecular structures under external 

mechanical action. Mixtures with DOP and CP do not increase the mobility of polymer 

molecules, accordingly, a small amount of energy is consumed for these interactions and 

a slight increase in tan δ occurs. 

The spectral analysis method was used to confirm the impossibility of chemical 

reactions in these composite mixtures (Fig. 5). Tests of specimens by infrared 

spectroscopy revealed that absorption lines for superimposed curves practically coincide, 

the characteristic vibrations of physical groups of the BR polymer are very pronounced, 

and its alternating bonds appearing as its free functional groups at wavelengths of 2900 

and 1400 cm–1 can be seen from the position of the peaks.  
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Fig. 5. Infrared spectrum of modified mixtures: pink curve corresponds to 100% BR, blue curve to 100% IO 

plasticizer, red curve to ВМ-50 (50% IO + 50% BR) 

 

This means that the device records only the polymer matrix, no new peaks were detected, 

the influence of the components on the intensity or magnitude of the peak was not traced, 

which means that chemical interaction does not occur in the polymer matrix of butyl rubber. 

 

Conclusion 

1. We considered mixtures containing butyl rubber plasticized with either industrial oil, 

chlorinated paraffin, or dioctyl phthalate in different volume ratios as a polymer binder to 

study the effect of structure-forming components on the dynamic mechanical characteristics. 

Our findings indicate that all three types of plasticizers can be used to obtain a composite 

material with high damping properties, with an increase in the plasticizer content from  

0 to 20 vol. %, while industrial oil should be used to obtain materials that are also self-

adhesive, as it has the highest values of tan δ as the main measure of vibration damping, 

with the minimum volume content of industrial oil within 40 %. Due to limited compatibility 

of DOP with BR and incompatibility of CP with BR, migration can be observed in these 

mixtures, starting with specimens with a plasticizer content of 20–30 % and above, making 

them unsuitable as plasticizers for vibration-damping composite materials. 

2. We confirmed that introducing plasticizers of different types and polarities into butyl 

rubber leads to the transformation of the structure and properties of the compositions 

depending on the concentration of the plasticizer, the molecular structure and the forces 

of intermolecular interaction. Infrared spectroscopy revealed that chemical interaction in 

the polymer matrix of butyl rubber does not occur, since the influence of the components 

on the intensity or magnitude of the peak was not traced (the appearance of new peaks 

was also not detected). 
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ABSTRACT  

A modification of the method for calculating the distribution function of random fields of dipole-dipole 

interaction in dilute magnetics using the expansion in the Gram-Charlier series with the help of Bell 

polynomials has been carried out. On the basis of this method, a model has been developed that allows us to 

estimate the ensemble magnetisation, the volume fractions of particles in different magnetic states, the 

volume concentration of the ferrimagnetic and its effective spontaneous magnetisations on the basis of 

experimental data on hysteresis characteristics. The proposed approach allows us to take into account the 

particle size distribution and magnetic states. The model has several advantages, such as the possibility of 

taking into account the cluster distribution of particles and applicability to the limiting cases of thin layer and 

thin filament. Examples of partial verification of this model on objects of artificial and natural origin are given. 
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Introduction 

A considerable number of works [1–7] are devoted to the theoretical description of the processes 

of remanent magnetization formation in various types of magnetic materials of both natural and 

artificial origin. Micromagnetic modeling, of this computer simulations [8–12], widely used for the 

theoretical study of magnetic structures, including those taking into consideration the dipole-

dipole interaction between particles [13–17], firstly, often does not take into consideration the 

possible chemical heterogeneity of individual particles, secondly, their distribution by size, and, 

accordingly, by magnetic states [18,19], and thirdly, in the case of using software, there are often 

computational problems associated with the huge number of particles in real objects. Joint 

application of the micromagnetic approach and statistical methods enables partially solving these 

problems. The works of the authors [7,20] show the validity of such an approach for ensembles of 

magnetic particles randomly scattered in a "non-magnetic" matrix (dilute magnetic). 

The purpose of this work is to modify the method developed earlier [21,22] for 

calculating the distribution function of random fields of dipole-dipole interaction in a 

dilute magnetic, and to apply this method to calculate the magnetization and to estimate 

the effective spontaneous magnetizations and ferrimagnetic concentration in the sample. 
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Method of moments for a cylindrically shaped sample 

To find the distribution density of the dipole-dipole interaction fields of randomly 

scattered magnetic dipoles, we will use the approximation that N single-domain uniaxial 

spherical particles of diameter d0 with magnetic moment m are randomly located in the 

volume V, which create a field on a fixed particle located at the origin of coordinates [21]. 

The field h generated by the test particle, 𝐡(𝐦, 𝐫) = 3(𝐦𝐫)𝐫𝑟5 − 𝐦𝑟3, (1) 

where r is the radius vector of the test particle. Here and further in the paper all 

expressions are written in the CGS system, unless otherwise specified. 

By averaging the fields over all values of the magnetic moments and radius vectors, 

it is possible to calculate the moments of the density distribution of the random fields of 

the dipole-dipole interaction w(h): < ℎ𝑘𝑛 > = 1𝑉 ∫ ω(Ω)𝑑Ω ∫ ℎ𝑘𝑛(𝐦, 𝐫)𝑑𝑉𝑉 , (2) 𝜇𝑛 = 𝑁 < ℎ𝑛 >, (3) 

where k is the index responsible for the projection (k = x, y, z), ω is the distribution density 

of magnetic moment orientations, and V is the volume of the sample excluding the 

central region with a diameter of 2d0. 

For further analysis, the shape of a non-magnetic matrix in the form of a cylinder 

having height d, base radius R, and volume V was chosen (Fig. 1). This geometry allows 

further analyzing bulk samples as well as thin layers (d ≪ R) and thin threads (d ≫ R).  

 

 
 

Fig. 1. Non-magnetic matrix of cylindrical shape with chaotic volume distribution of magnetic particles 

 

The notations adopted in this model are as follows: the coordinates of the sample 

particle are spherical coordinates (r, θ, φ), the coordinates of the magnetic moment of the 

sample particle are (m, γ, ε), ω(Ω) = ω(γ, ε) sinγ dγ dε. The two cases when the easy 

magnetization axes and the magnetic moments of the particles are parallel to the 

coordinate axes Oz and Ox (Eqs. (4) and (5), respectively) are of most interest: 𝜔(γ, ε) = 1sin γ [αδ(γ) + βδ(γ − π)]δ(ε), (4) 𝜔(γ, ε) = 1sin γ [αδ(ε) + βδ(ε − π)]δ(γ − π/2), (5) 
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where α + β = 1 are the relative fractions of particles oriented along and against the 

direction of the coordinate axis, respectively. By substituting Eqs. (4) and (5) into Eq. (2), it 

is possible to analytically calculate the moments of the interaction field distribution [21]. 

The obtained expressions are cumbersome, but their use saves computational resources and 

provides an alternative to rather labor-intensive methods such as the Monte Carlo method. 

There are at least two series expansions by moments of the probability density of a 

random normalized variable - the Gram-Charlier series expansion by orthogonal 

polynomials and the Edgeworth asymptotic series expansion [23]. In this paper, the Gram-

Charlier series expansion is used, although the choice of the series expansion is not 

fundamental, since both series converge to the same values. 

The Gram-Charlier series expansion of the probability density function is as follows: 𝑓(𝑥) = 𝐶0ϕ(𝑥) + 𝐶11! ϕ′(𝑥) + ⋯ + 𝐶𝑛𝑛! ϕ(𝑛)(𝑥), (6) 

where ϕ(x) = exp(-x2/2)/(2)1/2 is the density of the standard normal distribution,  

ϕ(n) = (-1)n Hen(x) ϕ(x), Hen(x) is the Hermite polynomial of the nth degree, Cn are constant 

coefficients defined as: 𝐶𝑛 = (−1)𝑛 ∫ 𝐻𝑒𝑛(𝑥)𝑓(𝑥)𝑑𝑥+∞−∞ . (7) 

The Hermite polynomials (in the probabilistic definition) can be found through the 

recurrence relation: 𝐻𝑒0(𝑥) = 1, 𝐻𝑒1(𝑥) = 𝑥, (8) 𝐻𝑒𝑛(𝑥) = 𝑥 ⋅ 𝐻𝑒𝑛−1(𝑥) − (𝑛 − 1) ⋅ 𝐻𝑒𝑛−2(𝑥), 𝑛 ≥ 2. 

Thus, it is possible to analytically find any coefficient and any term of the series 

expansion of ϕ(x) through reduced moments: ν𝑘 = μ𝑘σ𝑘 = ∫ 𝑥𝑘𝑓(𝑥)𝑑𝑥+∞−∞ . (9) 

This method is very convenient for analytical calculation of the coefficients and 

further expansion of the density into a series with a predetermined number of expansion 

terms. In case it is necessary to dynamically determine the number of expansion terms in 

the program, the numerical calculation of Eq. (9), although possible, is difficult. Therefore, 

in our case another approach using the Bell polynomials is chosen. 

The probability density function can be defined as follows [24]: 𝑓(𝑥) = exp [∑ 𝑘𝑟 (− 𝑑𝑟𝑑𝑥𝑟)𝑟!∞𝑟=3 ] ϕ(𝑥). (10) 

The sum under the exponent can be rewritten through the complete Bell polynomials [25]: exp [∑ 𝑘𝑟 (− 𝑑𝑟𝑑𝑥𝑟)𝑟!∞𝑟=3 ] = ∑ 𝐵𝑛(0, 0, 𝑘3, 𝑘4, . . , 𝑘𝑛) (− 𝑑𝑛𝑑𝑥𝑛)𝑛!∞𝑛=0 , (11) 

where kn are the cumulants expressed through reduced moments by means of the 

incomplete Bell polynomials: 𝑘𝑛 = ∑ (−1)𝑖−1(𝑖 − 1)! 𝐵𝑛,𝑖(ν1, ν2, … , ν𝑛−𝑖+1)𝑛𝑖=1 . (12) 

The Bell polynomials can be found through the recurrence relation [26]: 𝐵𝑛+1,𝑘+1(𝑥1, 𝑥2, … , 𝑥𝑛−𝑘+1) = ∑ 𝐶𝑛𝑖 𝑥𝑖+1𝐵𝑛−𝑖,𝑘(𝑥1, 𝑥2, … , 𝑥𝑛−𝑘−𝑖+1)𝑛−𝑘𝑖=0 , 𝐵0,0 = 1, (13) 𝐵𝑛,0 = 0 for 𝑛 ≥ 1, 𝐵0,𝑘 = 0 for 𝑘 ≥ 1, 
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where Cn
i = n!/[i!(n–i)!]. The complete Bell polynomials are defined through the 

incomplete ones as a sum: 𝐵𝑛(𝑥1, 𝑥2, … , 𝑥𝑛) = ∑ 𝐵𝑛,𝑘(𝑥1, 𝑥2, … , 𝑥𝑛−𝑘+1)𝑛𝑘=1 . (14) 

Then the density of probability distribution is expressed through cumulants as follows: 𝑓(𝑥) = [∑ 𝐵𝑛(0, 0, 𝑘3, 𝑘4, . . , 𝑘𝑛) (−𝐷)𝑛𝑛!∞𝑛=0 ] ϕ(𝑥). (15) 

Analytical expressions of moments (3) were previously obtained in [21]. Then the 

distribution density is found by Eqs. (6) or (10) with any necessary accuracy. For most 

problems, several first terms of the series are sufficient. Let the first unaccounted term of 

series (6) have the number n. Then the condition of its smallness can be written as follows: 1𝑛! μ𝑛 ≪ 1 or 
μ𝑛𝑛!μ2𝑛/2 ≪ 1. (16) 

To estimate the accuracy, we discard the terms of order d0/d and d0/R in the 

expressions for the moments due to their smallness, then for a magnetic with volume 

concentration c = Nv0/V (v0 is the particle volume) and spontaneous magnetization Is the 

moments are: μ𝑛,𝑧, μ𝑛,𝑥 ≈ 8 (π6 𝐼𝑠)𝑛 𝑐 1𝑛−1 ∑ 𝐶𝑛𝑘 (−3)𝑘2𝑘+1𝑛𝑘=0 . (17) 

If we take μ5 as the first discarded term, then, taking into consideration μ2,z,  

μ2,x ≈ (32/5)c(Is/6)2, the condition of a satisfactory approximation of the density 

distribution of the interaction fields will have the following form: μ5 ≪ 12400 (π6 𝐼𝑠)5 𝑐5/2. (18) 

From Eq. (18) we obtain a lower limit on the range of possible volume concentrations 

of the magnetic, at which the remaining quantity of terms of series (6) well approximates the 

distribution density of the interaction fields, namely c ≫ 0.003. Thus, for larger 

concentrations, the first four moments of the distribution function are sufficient. Approximate 

values of the moments up to the fourth order inclusive, obtained taking into account Eq. (18) 

from the analytical expressions given in [21], are given in Table 1. 

 
Table 1. Analytical expressions of the first four moments of the distribution function in approximation 

2R > d (tg θmax = 2R/d determines the maximum value of the angle θ in Fig. 1):  <Hi> - mathematical 

expectation, 2 - dispersion, μ3 and μ4 - central moments of the corresponding orders 

Moment 

Orientation of the external field and easy axes 
 

Parallel to the base of the cylinder  

(coordinate axes Ox or Oy) 

Perpendicular to the base of the cylinder 

(coordinate axis Oz) < 𝐻𝑖 > 
4𝜋3 𝑐𝐼𝑠 (1 − 32 ⋅ cos θ𝑚𝑎𝑥) 𝜁(𝑥0) − 8𝜋3 𝑐𝐼𝑠 (1 − 32 ⋅ cos θ𝑚𝑎𝑥) 𝜁(𝑥0) σ2 (4𝜋3 )2 𝑐𝐼𝑠2 110 [1 − 4532 ⋅ (𝑑0𝑑 )3] (4𝜋3 )2 𝑐𝐼𝑠2 110 [1 − 154 ⋅ (𝑑0𝑑 )3] 

μ3 (4𝜋3 )3 𝑐𝐼𝑠3 1280 (1 + 10 ⋅ (𝑑0𝑑 )6) ζ(𝑥0) (4𝜋3 )3 𝑐𝐼𝑠3 1280 (1 − 67 ⋅ (𝑑0𝑑 )6) ζ(𝑥0) 

μ4 (4𝜋3 )4 𝑐𝐼𝑠4 11120 [1 − 20 ⋅ (𝑑0𝑑 )9] (4𝜋3 )4 𝑐𝐼𝑠4 11120 [1 − 264 ⋅ (𝑑0𝑑 )9] 
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In Table 1, dimensionless magnetization ζ of an ensemble of particles is equal to 

the difference between the relative number of magnetic moments oriented along and 

against external field H directed along the chosen axis: ζ = α − β = ∫ 𝑊(𝐻𝑖 − 𝐻)𝑑𝐻𝑖∞−𝐻0 − ∫ 𝑊(𝐻𝑖 − 𝐻)𝑑𝐻𝑖−𝐻0−∞ , (19) 

where H0 is the magnetization reversal field of the particle, W(Hi – H) is the distribution 

density of the magnetostatic interaction field projections on the chosen coordinate axis, 

which can be expressed through f(x): 𝑊(𝐻𝑖 − 𝐻) = 𝑓(𝑥)/σ, where 𝑥 = 𝐻𝑖−𝐻−<𝐻𝑖>σ . (20) 

Equation (19) can be reduced to the following form: ζ(𝑥0) = 1 − 2 ∫ 𝑓(𝑥)𝑑𝑥−𝑥0−∞ , where 𝑥0 = 𝐻0+𝐻+<𝐻𝑖>σ . (21) 

Expression (21) can be simplified by substituting Eqs. (6) and (15): ζ(𝑥0) = 1 − 2 ∫ ϕ(𝑥) ∑ 𝐴𝑛𝐻𝑒𝑛(𝑥)∞𝑛=0 𝑑𝑥−𝑥0−∞ , (22) 

where An = (–1)nCn/n! = Bn(0, 0, k3, k4, …, kn)/n! is a field-independent coefficient that 

depends only on the distribution moments. In a similar way, the functions Z(x0), 

independent of the distribution moments, can be introduced: 𝑍𝑛(𝑥0) = ∫ ϕ(𝑥)𝐻𝑒𝑛(𝑥)𝑑𝑥−𝑥0−∞ . (23) 

This function can be simplified to the following system: 𝑍𝑛(𝑥0) = { 12 − 12 erf (𝑥0√2) , 𝑛 = 0(−1)𝑛ϕ(𝑥0) ⋅ 𝐻𝑒𝑛−1(𝑥0), 𝑛 ≥ 1, (24) 

and the magnetization is simplified to the following expression: ζ(𝑥0) = 1 − 2 ∑ 𝐴𝑛 ⋅ 𝑍𝑛(𝑥0)∞𝑛=0 . (25) 

 

A model of interacting particles with effective spontaneous magnetization  

In a real dilute magnetic, the particles are distributed by sizes and magnetic states, may 

have different crystallography and directions of easy axes, be chemically inhomogeneous, 

etc. In the case of an ensemble of stable single-domain particles, we can take a lognormal 

size distribution and, having estimated the average particle size, calculate the ensemble 

magnetization in an external field. If the dispersion of the distribution is large and the 

ensemble includes particles in different magnetic states, the concept of effective 

spontaneous magnetization, which takes into consideration possible magnetic and/or 

chemical inhomogeneity of the particles, can be introduced to estimate the hysteresis 

characteristics of the ensemble. 

By using the approximation of lognormal particle distribution by volume [27,28], 

the fractions of particles in different magnetic states can be calculated (Fig. 2). In 

modeling, the range of particles is divided into 5 intervals: superparamagnetic (SP), 

single-domain (SD), pseudo-single-domain (PSD), and multi-domain (MD), with the range 

of superparamagnetic particles containing unblocked superparamagnetic ones that do 

not contribute to the remanent magnetization, as well as superparamagnetic particles 

blocked by magnetostatic interaction that contribute not only to the saturation 

magnetization but also to the remanent magnetization [6,29]. The probability density of 

the lognormal distribution is written as: φ(𝑥) = 1𝑥σ√2π exp (− (ln(𝑥−μ))22σ2 ), (26) 
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where x = v/vp is the particle volume reduced to the characteristic volume,  is the 

standard deviation, and μ is the mathematical expectation of the corresponding Gaussian 

distribution. The fraction of particles in the volume range from x1 to x2 is equal to: 𝑛𝑖 = ∫ φ(𝑥)𝑑𝑥𝑥2𝑥1 / ∫ φ(𝑥)𝑑𝑥𝑥max𝑥min , (27) 

where x1 and x2 are the lower and upper limits of the range of volumes of a group of 

particles in a certain magnetic state, xmin (d = 0) and xmax (d = dmax) are the minimum and 

maximum relative volumes of particles, respectively, and x2 ≤ xmax.  

 

  
Fig. 2. Lognormal distribution of relative volumes 

of particles [29] 
Fig. 3. Graphical determination of the value of 

effective spontaneous magnetization (Is eff  or Irs eff) 

 

The average relative volume of each particle group is found as: 𝑥𝑖 = ∫ 𝑥 ∙ φ(𝑥)𝑑𝑥𝑥2𝑥1 , (28) 

and the average absolute volume as: 𝑣𝑖 = 𝑣𝑝 𝑥𝑖𝑛𝑖, (29) 

where vp = dp
3/6, dp is the characteristic size of the particle. 

The volume concentration of particles in each of the states is equal to: 𝑐 = 𝑁 𝑣𝑎𝑣𝑒𝑟𝑎𝑔𝑒𝑉 = 𝑁𝑉 (𝑛𝑠𝑝𝑣𝑠𝑝+𝑛𝑏𝑠𝑝𝑣𝑏𝑠𝑝 + 𝑛𝑠𝑑𝑣𝑠𝑑 + 𝑛𝑝𝑠𝑑𝑣𝑝𝑠𝑑 + 𝑛𝑚𝑑𝑣𝑚𝑑), (30) 

where N is the number of ferrimagnetic particles in a sample of volume V,  

vaverage = nspvsp + nbspvbsp  + nsdvsd + npsdvpsd + nmdvmd is the average volume of ferrimagnetic 

particles in various magnetic states with corresponding average volumes [6]. If the particles 

are grouped into clusters in the sample volume, which is essential to account for the dipole-

dipole interaction, we can introduce the volume concentration of ferrimagnetic η in a 

cluster of volume Vcl and concentration of clusters ccl in the sample. Then c = ηccl if the 

interaction between clusters can be neglected. If the interaction cannot be neglected, then, 

in the first approximation, we can discard the cluster distribution and consider the particle 

distribution to be homogeneous over the sample volume (see Eq. (30)). 

To find the value of the effective spontaneous magnetization, it is necessary to bring 

the theoretical dimensionless magnetization determined by Eq. (25) into agreement with 

the experimental value: ζ𝑒𝑥𝑝 = 𝑀𝑐𝐼𝑠, (31) 
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where M is the saturation magnetization Ms or the saturation remanence Mrs, and cs and 

crs are the corresponding volume concentrations of particles contributing to Ms or Mrs. In 

our model, two values correspond to the spontaneous saturation magnetization of 

ferroparticles: Is eff and Irs eff. For chemically homogeneous particles, Is eff coincides with the 

spontaneous magnetization of the material, whereas for chemically inhomogeneous 

particles it is some averaged value. The value of Irs eff  takes into consideration the 

magnetic and chemical heterogeneity, as well as the peculiarities of the crystallography 

of both individual particles and the ensemble as a whole. Besides, in our model, volume 

concentration crs does not include fractions of truly superparamagnetic (unblocked) and 

multidomain particles. 

Since, in general, finding the effective spontaneous magnetizations is reduced to 

solving the integral equation (see Eqs. (23-25) and expressions for odd moments in Table 1), 

it is easier to find the solution graphically by specifying the range of possible values of Is. The 

point of intersection of the theoretical ζtheor (25) and experimental ζexp (31) curves provides the 

value of the effective spontaneous magnetization Ieff, corresponding to Is eff or Irs eff (Fig. 3).  

The effective spontaneous magnetization by the remanence Irs eff takes into 

consideration the changes that occur in the magnetic state of the ensemble and its 

constituent particles when the external magnetic field decreases from saturation to zero. 

The value of Irs eff is influenced by a number of factors, namely, the distribution of particles 

by size and, consequently, by magnetic states, the scatter of the directions of the 

crystallographic axes of particles relative to the external field, and the chemical 

heterogeneity of the whole ensemble and individual particles. In addition, in our 

approximation of magnetostatic interaction due to a large number of particles, the 

distribution of random fields of the dipole-dipole interaction is considered unchanged, 

and unblocking of a part of magnetic moments of superparamagnetic particles is related 

only to the reduction of the external field. 

To check the consistency of the values of the effective spontaneous magnetizations 

with the experimental data, we can use the following evaluation formula: 𝑀𝑟𝑠𝑀𝑠 = 𝑐𝑟𝑠𝐼𝑟𝑠𝑐𝑠𝐼𝑠 . (32) 

Here crs is the volume concentration of particles participating in the creation of the 

remanent magnetization (for simplicity we can neglect the concentrations of truly 

superparamagnetic and multidomain particles, see Eq. (30)); the concentration of 

particles contributing to the saturation magnetization, cs = c. 

 

Conclusion 

The modified method for calculating the distribution function of dipole-dipole interaction 

fields in a dilute magnetic of cylindrical shape taking into consideration the lognormal 

distribution of particles by sizes (and, consequently, magnetic states) allows, on the basis of 

experimental values of hysteresis parameters and structural characteristics of individual 

particles, their clusters, and the ensemble as a whole, calculating the volume fractions of 

particle concentrations in different magnetic states, the volume concentration of 

ferrimagnetic in the sample, and its effective spontaneous magnetizations.  

The approach presented in this paper has a number of advantages. In the case of 

chaotic distribution of magnetic particles in a “non-magnetic” matrix, the model allows 
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moving from micromagnetic calculations of the interaction of each of the particles with 

one another to the distributions of random interaction fields. In addition, due to the 

decomposition of the distribution function into an infinite series, any necessary accuracy 

can be achieved, and the moments of this function are obtained in analytical form. The 

model allows taking into consideration cluster distribution of particles. If the 

concentration of clusters is small, the dipole-dipole interaction between them can be 

neglected, otherwise the distribution of particles in the sample can be considered 

homogeneous (the entire sample is one cluster). Moreover, the choice of the cylindrical 

volume allows the method to be used in the limiting cases of thin threads and thin layers. 

The drawback of the model is the simplifying assumptions about the spherical shape of 

the particles and their crystallographic uniaxiality. However, this disadvantage is partially 

compensated by the fact that the model assumes the field of magnetization reversal of a 

single particle H0 = Hcr, where Hcr is the experimental value of the coercivity of remanence.  

Partial verification of the model described in this paper was carried out when 

calculating the hysteresis characteristics of objects of both artificial and natural origin 

[6,7,20,29,30]. To estimate the hysteresis characteristics of two-phase chemically 

inhomogeneous particles and their ensembles, one can use the approach developed by 

the authors in [6,7] and the program for micromagnetic modeling [31,32]. 
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