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APPLICATION OF NEURAL NETWORKS
FOR DETECTING DEFECTS AND DAMAGE IN METAL STRUCTURES

V.L. Agamirov'? = @, L.V. Agamirov?' ®
M.A. Nosikov*, N.V. Toutova' ® , A. Khaush’
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2 Moscow Aviation Institute (National Research University),
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Abstract. The rapid development of neural networks has led to the integration of these
technologies into various industrial sectors. At the same time, improving the accuracy and
efficiency of detecting defects and damages, including in real-time, remains a critical task.
By combining neural networks with the Internet of Things (IoT) and technologies for data
collection, storage and protection, it is possible to create a comprehensive and effective
information-measurement system for surface defect detection. In this context, the present work
highlights recent advances in the application of artificial intelligence for quality control, as well
as the detection of defects and damages in structures. The focus is on the development and
training of neural networks capable of effectively identifying and classifying various types of
defects. The study demonstrates how these technologies significantly improve the speed and
accuracy of diagnostics compared to traditional visual and instrumental inspection methods.
The results of model testing on real industrial data confirm the high efficiency of the proposed
approach. Additionally, the authors have developed an algorithm and implemented software
for the automatic annotation of images in a format suitable for modern architectures such as
YOLO. This approach enables the effective application of the model for detecting damages on
the surfaces of structures and systems using widely available types of datasets.

Keywords: defect detection, neural networks, YOLO architecture, structural integrity monitoring,
infrared thermography, automated defect analysis, machine learning for defectoscopy

Citation: Agamirov V.L., Agamirov L.V., Nosikov M.A. et al. Application of neural networks for
detecting defects and damage in metal structures. Computing, Telecommunications and Control,
2025, Vol. 18, No. 3, Pp. 9—-22. DOI: 10.18721/JCSTCS.18301
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NMPUMEHEHUE HEMPOHHbIX CETEM }
ONA BbIABJIEHUA OEPEKTOB U MOBPEXAEHUN
METAJIJTUMECKUX KOHCTPYKLUH

B.J1. AeamupoB'? & ® , J1.B. AeamupoB>' © ,
M.A. HocukoB*, H.B. TymoBa' ® , A. Xayw'

1 MIOCKOBCKMI TeXHUYECKNI YHUBEPCUTET CBA3U N MHDOPMATUKN,
Mockea, Poccuiickan ®egepaums;

2 MOCKOBCKWNI aBUALIMOHHbIN MHCTUTYT (HaLMOHaNbHbIA UCCNeA0BaTeNbCKUI YHUBEPCUTET),
Mockea, Poccuiickan ®egepauus;

3 HaumoHanbHbIM UCCNeoBaTeNbCKUI YHUBepCUTET « M3,
MockBa, Poccuiickan degepaums;

4 Yuusepcutet BPUKC (FOHMBPUKC), MockBsa, Poccuiickana ®eaepauus
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Annoramusi. BypHoe pa3BuTre HEPOHHBIX CeTeil MPUBEIO K MHTETPALlUU DTUX TEXHOJOTUM
B pasjMyHbIe OTPACIU MPOMBIIUIEHHOCTU. B TO e BpeMsi moBbillieHUEe TOYHOCTU U 3 dek-
TUBHOCTHU BBISIBJICHUS Ne(EKTOB U MOBPEXKIECHUI, B TOM YKCIE B pealbHOM BPEMEHM, OCTAET-
cg akTyanbHOU 3amaueit. KomOuHupys HelipoHHble cetu ¢ MHTepHeToMm Bemieit (IoT), a tak-
K€ TeXHOJOrUsIMU cOopa, XpaHEHUSI U 3alUUThl TaHHBIX, BO3MOXHO CO3[aTh KOMIUIEKCHYIO U
o3¢ dekTUBHYI0 MH(POPMATTMOHHO-U3MEPUTETHHYIO CUCTEMY TSI OOHAPYKEHUSI TTOBEPXHOCTHBIX
negekToB. B aTOM KOHTeKkcTe maHHAsT paboTa OCBEIIAET COBPEMEHHBIE JOCTUXEHUS B TIpUMeE-
HEHUU UCKYCCTBEHHOTO MHTEJIJIEKTA JIJIsi KOHTPOJISI KauecTBa, a TakKe BBISIBICHUS 1e(EKTOB U
MOBPEXACHUIN B KOHCTPYKIMsIX. OCHOBHOE BHUMaHUE yIesieTcsl pa3paboTKe U 0O0yYeHUIO Hell-
POHHBIX ceTeil, cmocOOHBIX 9 GHEKTUBHO UNEHTUMUIIMPOBATh U KJIacCUbUIIUPOBATh Pa3aUyHbIe
tunel fedekToB. McciaenoBaHue AeMOHCTPUPYET, KaK 3TU TEXHOJIOTUU 3HAYUTEIbHO MOBBIIIAIOT
CKOPOCTh ¥ TOYHOCTh JUATHOCTUKHU MO CPABHEHUIO C TPAAUIIMOHHBIMU METOJAMU BU3YaJTbHOTO
U UHCTPYMEHTAILHOTO KOHTpOJisl. Pe3ynbraThl TecTUpOBaHUS MOMENel Ha peaibHbIX TPOMBIIII-
JIEHHBIX JaHHBIX TTOATBEPKAAIOT BbICOKYIO 3(h(hEeKTUBHOCTD MpeMIOKeHHOTo noaxoaa. Kpome
TOTO, aBTOpaMHM pa3paboTaH aITOPUTM U pean30BaHO MMPOrPAMMHOE OOeCIIeYeHUE 7151 aBTOMa-
TUYECKOI aHHOTAllMM U300pakeHnil B hopMaTe, MOAXOASIIEM 11 COBPEMEHHBIX apXUTEKTYP,
Takux Kak YOLO. JlaHHbIi moaXxo/ Mo3BoisieT 9(p@GeKTUBHO NPUMEHSITh MOJIEJb IJIs OOHApyKe-
HUST TTOBPEXIECHUN HAa TTIOBEPXHOCTSX KOHCTPYKIIUI M CHUCTEM, MCIIONb3YS TMPOKOTOCTYITHBIC
TUTIBI HAOOPOB TAHHBIX.

KiioueBble cioBa: obHapyxeHue nehekToB, HepoHHbIe ceTH, apxuTekTypa YOLO, MOHUTOpPUHT
LIEJIOCTHOCTU KOHCTPYKUMiA, nH(ppakpacHasg TepMmorpadusi, aBTOMaTU3UPOBAHHBIA aHaIU3 Jie-
(exToB, MammMHHOE 00yUYeHUE 1T 1e(PEeKTOCKOTNHN

Jng murupoBanus: Agamirov V.L., Agamirov L.V., Nosikov M.A. et al. Application of neural net-
works for detecting defects and damage in metal structures // Computing, Telecommunications
and Control. 2025. T. 18, Ne 3. C. 9—22. DOI: 10.18721/JCSTCS.18301

Introduction

In the design and operation of engineering products, special attention is given to methods for detect-
ing macrocrack-type defects in critical structural elements, as these significantly impact the reliability
and lifespan of complex technical systems. This is particularly relevant for structures operating under
variable loads in aviation, railway and automotive transport, such as bridge structures, road surfaces etc.

Defects of this type can occur on the surfaces of load-bearing structural elements and lead to product
failures with potentially catastrophic consequences, especially in aviation. The causes of surface defects
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include both objective factors, such as structural heterogeneity of construction materials, maximum sur-
face stresses during deformation and characteristics of surface material layers, and subjective factors, in-
cluding deviations in the shape and dimensions of products, dents, scratches, other manufacturing defects
and operational errors like hard aircraft landings.

The development and creation of artificial intelligence (Al) devices and systems aimed at addressing
this problem is a highly relevant task. A critical requirement in this process is the transformation of raw
photo and video data obtained from devices into annotated data structures suitable for processing by
neural networks (NNs).

In this work, the authors have developed an information-measurement system for detecting surface
defects. This includes the design and software implementation of an algorithm for automatic annota-
tion of images into a format compatible with the state-of-the-art YOLO architecture. The algorithm
processes widely used dataset types, such as run length encoded (RLE) masks on images. This solution
enables the application of the model for efficient defectoscopic inspection of engineering structures and
products.

Before implementation, it is essential to examine existing approaches and solutions for detecting
defects in metal structures. The study [1] explores intriguing NN training methods based on various
YOLO versions and other types of NNs. It also evaluates multiple methods for assessing detection ef-
ficiency across different spectra. The results demonstrate that for visible spectrum, the most effective
methods are: GVN, HOG + SVM, SSD, GrabCut, cascading CNN, LBPHF + SVM, DMNN, VGG-
19, LBP + ULBP, YOLO v3, DELM + LRF, SVM, Faster R-CNN, CNN, stercovision + PLAMEC.
The most significant achievement was solving the key issue of inspecting power line structures (PLS)
using unmanned aerial vehicles (UAV) by introducing mobility and flexibility to the process, enabling
effective investigation of hard-to-reach areas.

The study [2] outlines the primary shortcomings and causes of defects in massive metal structures.
It further demonstrates how infrared thermography provides a clear assessment of technical conditions,
which is critical for the safe operation of structures. Infrared thermography is based on surface temper-
ature monitoring using thermal imaging in the infrared range. Unfortunately, a suitable sensor for these
studies has not yet been identified, making this method currently impractical.

In the study [3], a fiber-optic sensor was utilized to evaluate load on load-bearing elements of bridge
structures. The sensor’s key feature is its use of Bragg gratings and an interrogator, allowing precise
measurement of relative deformation and temperature. While this method is excellent for continuous
monitoring and structural reinforcement, it is not suitable for emergency integrity assessments of bridge
structures.

Method

NNs and defect detection

NN, particularly convolutional NNs (CNNs), have proven highly effective in image classification
and detection tasks. In the context of structural analysis, NNs can process images and videos captured
by drones or stationary cameras, automatically identifying signs of damage, such as cracks, corrosion,
deformations and other defects.

YOLO (You Only Look Once) — a NN architecture designed for object detection in images [4—8].

The YOLO model employs a fully CNN that predicts bounding boxes and object classes in a single
process. The input image is divided into a grid, with each grid cell predicting:

* the bounding box;

* the confidence that the bounding box contains an object;

* the probabilities of the object’s belonging to specific class.

CNNs can extract and interpret complex visual features, making them an effective tool for auto-
matic detection of defects on the surface of structures [9—14].
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Al-based methods enhance defect detection across various domains. Studies have improved PCB in-
spection using YOLO v8 and AOI technology [15, 16]. A hybrid Al approach has been proposed for defect
control [17]. Deep learning aids material classification and real-time road defect detection [18, 19].

CNN architecture

The architecture of CNNs includes several key components, each of which plays a crucial role in
image analysis:

« Convolutional layers. These layers apply filters to the input images, extracting important features
such as edges, corners and textures. For example, in the context of bridge diagnostics, convolutional
layers can identify cracks, signs of corrosion and other defects.

 Activation function. Rectified Linear Unit (ReLU) adds non-linearity to the model, allowing it to
learn more complex and abstract features of the images.

* Pooling layers. These layers reduce the dimensionality of feature maps while preserving the most
significant information. This helps decrease the amount of data to process and makes the model less
sensitive to the exact location of features.

 Fully connected layers. These layers combine the extracted features and use them for classification
or regression, allowing the determination of the extent and type of damage in the bridge structure.

CNN-based models, particularly YOLO, have significantly advanced defect detection across indus-
tries. Studies highlight improvements in solar panel and metal surface inspection [20—22], road defect
segmentation [23] and steel strip analysis [24]. The evolution from YOLO vl to YOLO v8 further en-
hances CNN-driven industrial defect detection [25].

Problem of data heterogeneity

Different research groups and companies use various datasets to train their models. This can make
it difficult to apply existing data for training a new NN. Different projects may require different NNs,
each with specific data and annotation requirements for training. In such cases, data transformation
mechanisms can be used, but in some situations, finding an acceptable solution may not be possible. For
example, an RLE dataset is not directly compatible with the YOLO NN.

In this work, the authors have developed a data converter from RLE format to a format compatible
with YOLO! [26]. RLE is a mask on the image that can label an object of any shape or type, but YOLO
requires the coordinates of the top-left and bottom-right corners of a rectangle containing the object. In
Fig. 1, on the right, the yellow-purple image is the mask on the picture, provided from the training data
set of Severstal® [27, 28], while on the left is the original photo from Severstal’s dataset, to which the
authors applied the developed program that determines the coordinates of the defect marking squares
for use in the YOLO NN.

YOLO accepts annotations in the form of a separate file with coordinates in the format: <class_label>
<x_center> <y_center> <width> <height>. In the original Severstal dataset, defect annotations (labels)
are stored in a separate .csv file as a string containing the pixel number and the count of subsequent
pixels. As a result of applying the program developed by the authors, by referencing the image mask and
using the cv2 library?, with the parameters “CV_RETR_EXTERNAL’ and “CV_CHAIN_APPROX _
SIMPLE”, we obtain the contours of adjacent mask pixels.

The mask (on the right in Fig. 1) is a new layer overlaid on the original image, showing only the dam-
aged area (yellow) and the image area (purple).

>

! See the guide on working with YOLO in Python on the website https://docs.ultralytics.com/ru/usage/python and the source code together with
instructions for running the software implementation by the authors of automatic image annotation for YOLO on the website https://github.com/
Nosikmov/Kaggle-Dataset-to-YOLO.

2 The dataset of images and defect annotations of Severstal steel sheets: https://www.kaggle.com/competitions/severstal-steel-defect-detection/
data, a software implementation of defect detection on steel sheets using convolutional neural networks by a prizewinner of competitions on the
Kaggle platform: https://www.kaggle.com/code/lightforever/severstal-mlcomp-catalyst-infer-0-90672.

* An open-source library for computer vision, machine learning, and image processing; for details see https://docs.opencv.org/4.x/d1/dfb/intro.
html.
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s AN B

Fig. 1. The result of the data preparation program for training the YOLO v8 model

The contours (on the left in Fig. 1, green) represent the edges of the damage area in the mask. Since
the damage area can have an arbitrary shape and YOLO works with rectangles, it is necessary to find the
edges of the damage area in the mask to obtain the bounding rectangle.

Adjacent contour pixels are first converted into lines, using the pixel coordinates and their count
in the line. If the lines are located next to each other, they are considered adjacent, and in this case,
they need to be grouped into a single bounding rectangle annotation for YOLO.

The obtained contours can be converted into values suitable for the YOLO annotation format.
Since the annotation requires rectangle coordinates, it is necessary to determine the center of the
rectangle by averaging the corresponding values. The width and height of the rectangle are calculated
as the difference between the relevant coordinates. The center, width and height are then normalized by
dividing by the image dimensions. This process forms a defect annotation string, which is compatible with
YOLO* (Figs. 2, 3).

An example of the result from the trained model on the converted data is shown in Fig. 4.

Advantages of CNN

» Superior processing of visual data. CNNs are capable of identifying complex visual patterns, which
is especially important for detecting cracks and other structural anomalies in images and videos.

* Generalization to new data. After training on a large dataset, CNNs can successfully apply their
knowledge to new, previously unseen images, providing high accuracy under various conditions.

* Automation. The use of CNNs for structural monitoring reduces the need for frequent physical
inspections, which lowers costs and enhances safety.

Recent advancements in CNN-based YOLO models have significantly improved defect detection
across multiple domains. Enhanced architectures have been applied to surface, packaging and PCB
defect detection [29—32], as well as to steel, weld and pavement inspections [33—35]. Additionally, spe-
cialized adaptations have optimized insulator defect analysis [36].

Training NNs

To achieve high accuracy in defect detection, NNs must be trained on large datasets containing im-
ages of various types of defects. These datasets were sourced from open datasets. It is important to ensure
the protection of training data using modern encryption methods and blockchain technologies, which
guarantee the integrity and security of the data.

4 See https://github.com/Nosikmov/Kaggle-Dataset-to-YOLO for details on how to transform the Severstal dataset into a suitable dataset for
YOLO.
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Fig. 2. Process of programmatically converting defect annotations into YOLO format

Contour transformation Image normalization

The obtained contours are rep! d The obtained data needs to be converted into

as the coordinates of two corners, YOLO format and adjusted to the image size

while YOLO uses the center of the rectangle For this, the obtained data should be divided

along with its width and height. by the actual dimensions of the image

To achieve this, the sum of the corner coordinates

needs to be divided by 2. The desired center X = calculated center X / image width

The desired center Y = calculated center Y /image height

w=x2-x1 The desired width = width / image width
h=y2-y1 The desired height = height / image height

(x1,y1)

(x2, y2)

x=(x1+x2)/2

y=lyl+y2)/2

Fig. 3. Obtained data needs to be converted into YOLO format and adjusted to the image size,
therefore, it should be divided by the actual dimensions of the image

threadbare 0.25

Fig. 4. Results of the YOLO model evaluation

Application of IoT for data collection

The Internet of Things (IoT) devices, such as vibration, temperature and deformation sensors, are
installed on bridge structures for continuous monitoring of their condition. These sensors transmit
real-time data to servers or cloud platforms, where it is analyzed by NNs to detect anomalies and
assess risk.

Sensor types

» Vibration sensors detect changes in vibrations caused by cracks or other structural alterations.

« Strain sensors detect changes in shape or deformation of structural elements.

» Thermal sensors monitor temperature changes that may indicate internal issues, such as material
strength degradation.

» Acoustic sensors are used to detect sounds caused by cracks or delaminations in the material.

Dash cameras, road cameras, drones

Modern technologies provide a variety of tools for monitoring road surface conditions. Among them,
road cameras, dash cameras and drones stand out. These devices enable the collection of visual informa-
tion about the roads, which helps improve their condition and enhance road traffic safety.
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The use of drones to capture images of road surfaces offers several advantages, including the ability
to inspect hard-to-reach sections of roads.

Dash cameras are installed in vehicles and record the road conditions in real time.

Advantages of IoT are as follows:

» Continuous monitoring: Continuous data collection allows for quick response to changes in the
condition of the structure.

* Process automation: The exclusion of the human factor from the data collection process reduces
the likelihood of errors.

* Wide availability: [oT devices can be installed even in hard-to-reach places, providing more com-
prehensive monitoring coverage.

Mobile devices for data collection and analysis

Mobile devices, such as smartphones and tablets, can be used to collect data from sensors and cam-
eras, as well as for preliminary processing. With specialized applications, primary diagnostics of the con-
dition of structures can be performed and data can be transmitted to central servers, utilizing blockchain
technologies for more detailed analysis by NNs.

Advantages of mobile devices are as follows:

» Convenience of use: Mobile devices are always at hand and allow for quick collection of the nec-
essary information.

* Mobility: The ability to work anywhere and anytime.

 Interactivity: Applications can provide users with instant feedback and recommendations.

Blockchain

Blockchain is a distributed ledger in which data is stored in the form of a chain of blocks. Each record is pro-
tected by cryptographic methods and is linked to previous records, which prevents unauthorized data alteration.

Key features of blockchain technologies are as follows:

« Data integrity: The data recorded in the blockchain cannot be altered without a corresponding
entry in the blockchain, which prevents falsification.

» Transparency: Each participant in the network can verify the authenticity of the data, which in-
creases trust in the system.

» Security: The use of cryptography protects data from unauthorized access.

* Decentralization: The absence of a central controlling authority eliminates single points of failure
and enhances the system’s resilience.

Let us consider the process of integrating blockchain technologies to ensure the reliability of data
storage used for training NN, using the example of bridge structure monitoring.

* Data collection: IoT sensors installed on bridges collect data on the condition of the structures,
such as vibrations, deformations and temperature changes.

« Data recording in blockchain: The collected data is sent to the blockchain, where it is recorded
as immutable blocks. Each block contains the hash of the previous block, creating a data chain.

+ Data analysis: NNs access the data from the blockchain for analysis and model training. Due to
the high reliability and integrity of the data, NNs are trained more accurately and efficiently.

* Monitoring and updating: Data is continuously updated and added to the blockchain, ensuring
the relevance of the information for analysis and decision-making.

Example of usage

Let us assume that vibration sensors on the bridge detect anomalies that could indicate the beginning
of a crack. The vibration data is recorded in the blockchain, where it can be verified and analyzed by
NN to determine the severity of the defect and the need for repair.

Data collection from satellites

Satellites equipped with high-resolution cameras regularly capture Earth’s surfaces, including road
networks. These images cover large areas and provide up-to-date information.
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Defect detection from defectogram images

NNs can be trained using images from defectograms, which are graphical representations of struc-
tural defects. Such images can be obtained through various non-destructive testing methods, such as
ultrasonic, radiographic and thermographic diagnostics.

Deep CNNs (DCNNs) play a crucial role in defect detection across multiple domains. Advanced
models enhance glass insulator inspection and electron microscopy diagnostics [37, 38], while DCNN-
based approaches improve defect identification in industrial manufacturing [39—41]. Additionally, NNs
optimize defect depth estimation and automated surface analysis [42—44].

Process of image analysis

« Image collection: Defectograms are collected from various diagnostic methods.

* Preprocessing: The images are processed to improve quality and remove noise.

* Model training: The NN is trained on pre-labeled images, where the types and locations of defects
are marked.

» Analysis and detection: The trained model analyzes new images and identifies defects, specifying
their type and location.

In the context of the study, the following NNs were used:

* NNs trained for crack and defect recognition in steel;

* NNs trained for tuberculosis detection from fluorography images.

* The YOLO NN designed for fast and accurate detection and classification of objects in real-time
image processing.

These networks were retrained to recognize cracks and defects on bridges using specialized datasets
with images of bridge structure damage.

For training the NNs, datasets containing images of various bridge damages were used, including
cracks, corrosion, deformations and other defects, as well as images from dash cameras and road cam-
eras showing potholes and clean road surfaces. These images were meticulously labeled to accurately
indicate the defects.

Results

After retraining, the NNs demonstrated successful defect detection on objects that needed to be
identified. The accuracy of detection was high, ranging from 70 to 90%, which confirms the effec-
tiveness of the method. The NNs were able to adapt to new conditions and deliver good results in the
assigned tasks.

The application of NN, initially trained for other tasks, and their retraining for specific defect mon-
itoring conditions, demonstrates high efficiency and potential for real-world applications.

Use of NNs in conjunction with the IoT

The IoT and NNs, when used together, are convenient for processing real-time data, allowing for
continuous receipt of up-to-date information in a processed form.

The process consists of a 3-step algorithm:

1. Acquiring information from IoT sensors.

2. Processing data through an intermediate operating system or other real-time processing system.

3. Transfer of the previously processed data to the NN.

This configuration allows for automatic data transmission without noticeable losses and adds sev-
eral debugging tools to optimize and increase the accuracy of the NN model.

Implementation of a damage and defect detector on Raspberry Pi

For mobility and compactness, single-board computers with sufficient computing power, such as the
Raspberry Pi Model 4B, were chosen. The board supports Linux operating systems, which allows using
the Python programming language without significant limitations. The IoT sensor used is the OV5647
camera, which supports Full HD and infrared lighting for night-time recording.
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Fig. 6. Assembled detector

Fig. 5 shows the minimal setup required for the detector to work, consisting of a single-board com-
puter, a compatible camera and an SD card that stores our program code in auto-start mode, as well
as the Linux operating system (Raspberry Pi OS). Additionally, a keyboard, mouse and monitor can be
added for convenient use of debugging tools. If peripheral devices are unavailable for viewing results,
wired or wireless (Bluetooth) headphones are recommended for listening to audio signals during defect
detection, allowing for mobile operation with the device.

Fig. 6 shows the fully assembled detector, ready for operation.

The design is suitable for continuous operation in a fixed location or for mobile use in various areas.
This implementation of the detector enables solving a wide range of tasks, such as automating the assess-
ment of metal quality for various industries and evaluating the integrity of structures in hard-to-reach
and poorly lit areas.

Architecture of the hardware-software complex

The architecture of the hardware-software complex of the detector is described in Fig. 7°.

The entire architecture is hosted on a Raspberry Pi running a Linux operating system, which fa-
cilitates interaction with the camera through libraries and drivers. After receiving the image from the
camera, the operating system passes the data to the virtual Python environment, specially configured
for the detector. Using the picamera2 library, the image is converted to JPG format in the main thread
of our program code. The image is then transformed into a matrix and passed to the NN for processing
and defect detection. In the child thread, created upon launching the program, a monitoring window
is available to track the image and camera angle, which will allow for optimization and improvement of
the defect detection accuracy by the NN in the future.

5 See Raspberry Pi documentation: https://www.raspberrypi.com/documentation/.
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Fig. 7. Architecture of the hardware-software complex
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Fig. 8. Flowchart of the program code

Block diagram of the program code
The listing of the program that uses a camera to capture images and send them to the NN for process-
ing, with added debugging tools such as a camera window and the display of NN results in the console,

is available on the website https://github.com/ikly323/raspberry _metal. Fig. 8 shows the flowchart of
this program code.
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When the program is launched, an initial sound signal is emitted to notify the user that the detec-
tor has started. After the sound, the program checks the integrity of the project and the presence of
all necessary files, which ensures the initialization of the NN model and the activation of the camera
for further interaction. After all checks and service launches are completed, an infinite loop starts,
responsible for defect detection and notifying the user. To do this, a frame is captured, saved as a file
in the operating system, and then passed to the NN as a matrix. Based on the NN’s prediction, a de-
cision is made whether to emit an audio notification or not. The program completes its life cycle when
the Ctrl + C command (kill signal) is issued or when the Raspberry Pi is powered off.

Conclusion

The use of NNs in combination with IoT, blockchain technologies and mobile devices represents
a powerful tool for monitoring and assessing the process of detecting surface defects in structural ele-
ments and technical systems, ensuring high accuracy and prompt detection. The implementation of this
development will contribute to improving the safety, resilience, reliability and lifespan of mechanical
engineering products, road and railway surfaces. Additionally, based on the conducted research, a defect
detection process for metals during the production preparation phase can be implemented in autono-
mous mode.

The architecture of the developed detector allows for a versatile expansion of defect detection capa-
bilities by adding advanced analysis methods. In the future, ultrasound may be used to study macroc-
racks, as well as a more detailed surface analysis using time-of-flight sensors.
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Abstract. At present, communication has reached an unprecedented level of activity thanks
to online social platforms that have overcome geographical and linguistic barriers. However, the
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affects the social environment of these platforms. In the field of natural language processing,
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at improving the safety and quality of the online environment. However, many of these studies
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the effectiveness of machine and deep learning algorithms in detecting hate speech based on a
synthetic dataset. Three separate experiments were conducted using original and synthetically
perturbated data. The findings indicate that employing a synthetic dataset enhances the
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contributing to their more effective detection. Deep learning algorithms demonstrated superior
performance in all experiments. The top-performing models in the first and second experiments,
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M HEMPOHHbIX CETEMA A1 AHAJIU3A BJZIUAHUA
TUNA AAHHDbIX NMPU BbIABJIEHUU
HEHABUCTHUYECKUX BbICKA3bIBAHUM
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AnHotamus. B HacTos1iee BpeMs 00IieHre JOCTUTIIO OeCTIpelleIEeHTHOTO YPOBHS aKTUBHO-
cTH G6aromapst OHJIaliH-COLMAIBHBIM IUIaTGOpMaM, KOTOPEIE TIPEOa0JIeIn TeoTpaduiecKre 1
SI3BIKOBBIC Oapbephbl. OQHAKO 3TOT MEPEeXOa COMPOBOXKIACTCS pacIIpOCTpaHEHUEM HEHABUCT-
HUYECKUX BBICKA3bIBaHUI, KOTOPbIe HETaTUBHO BJIMSIOT Ha COLMAIBHYIO Cpely 3THUX IaT-
¢dopmMm. B obnactu 06pabOTKM eCTeCTBEHHOTO SI3bIKa BEAYTCS MCCAEIOBaHUS IO pa3paboTke
MOJeJIel JUTS BBISIBJICHUS U KiIacCuUKaIMy HEHAaBUCTHUYECKUX BhICKa3bIBaHUI, HaIpaBIeH-
HBbIE Ha yJydllleHue 0e30TacHOCTH U KayecTBa OHJaiH-cpeabl. OMHAKO MHOTHE M3 3TUX HC-
cllemoBaHUIT OCHOBaHBI Ha HabOpax MaHHBIX, KOTOPHIE YAaCTO MCIOIB3YIOTCSI U OKa3bIBAIOTCS
HecOaTaHCUPOBAaHHBIMM M HETOCTATOYHO afalTUPOBAHHBIMU K HOBBIM I'PaMMaTHUICCKUM OCO-
OEHHOCTSIM HEeHaBMCTHUYECKUX BbICKa3bIBaHUM. B 3T0i1 cTaThe MpencTaBieHO CpaBHUTEIbHOE
ucciaenoBaHue 3¢ GeKTUBHOCTA aITOPUTMOB MAIIMHHOTO U TJyOOKOTO OOyYyeHMs B BBISIBIC-
HUM HEHaBUCTHUYECKUX BbICKA3bIBAHM HA OCHOBE CUHTETUYECKOT0 Habopa JaHHBIX. Tpu OT-
JIeJIbHBIX 9KCIIepUMEHTa OB ITPOBENEHBI C MCITOJb30BAHUEM OPUTUHAIBHBIX U UCKYCCTBEHHO
MCKaXXEeHHBIX JaHHBIX. Pe3yIbTaThl TOKa3bIBAIOT, YTO NCIIOIb30BaHNE CHHTETUUECKOT0 Habopa
MaHHBIX TTO3BOJISICT JIyUIlle MPEACTAaBUTh KpaliHe HeTaTUBHBIC WJIM HEYACTO BCTPEUAIOIIMECS
CcleHapU KOMMYHUKAIIUM, YTO CITOCOOCTBYET ux Ooyice 3(p(eKTUBHOMY BBISBIEHUIO. AJITO-
PUTMBI TTyOOKOro 00y4YeHHsI MPOAEeMOHCTPUPOBAIU MPEBOCXOAHYIO MPOU3BOAUTEIHLHOCTD BO
BCeX 9KcIepuMeHTax. Jlydire Moaean B IIepBOM M BTOPOM 3KCIIEPUMEHTaX, OCHOBaHHBIC Ha
«00y4yeHnHr 6e3 MPUMEPOB», MoKa3aau ToUHOCTh 52,04% u 62,13% cooTrBeTcTBeHHO. [Tocaen-
HUI 9KCTIEPUMEHT moKa3ai, 4yTo apxutekrypa BiGRU + fastText mpeB3ouia apyrue Mojenu,
JIIOCTUTHYB TOYHOCTH 72,68%.

KiioueBble coBa: aHaaW3 TOHAJbHOCTU TEKCTa, paclo3HaBaHME SMOLMI B TEKCTE, MEXaHU3M
BHUMaHus, sMoeaaunru, CNN, LSTM, GRU

Jlnga uutupoBanua: Mbele Ossiyi L.P., Drobintsev P.D., Ustinov S.M. Application of machine
learning algorithms and neural networks for analyzing the influence of data type in hate speech
detection // Computing, Telecommunications and Control. 2025. T. 18, Ne 3. C. 23-35. DOI:
10.18721/JCSTCS.18302

Introduction

One of the challenges in modern online communication environments, such as forums, blogs and
social media, is hate speech. Directed at individuals or groups of people, it is often based on char-
acteristics such as skin color, religion, gender, nationality and others. The level of toxicity on the
internet, measured by the amount of hate speech, has increased since the beginning of the COVID-19
pandemic in 2020 [1, 2], when a significant portion of social interactions shifted to online platforms.
A number of international organizations, such as UNESCO, reported an increase in hate speech and
conspiracy theories against specific communities on social media. According to a UNESCO/Ipsos
report conducted in 2023 in 16 countries, 67% of internet users have encountered toxic messages and
comments.
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To create safe digital spaces where hate speech will be automatically detected, extensive research has
been conducted [3—6]. An analysis of these studies suggests that the use of machine learning algorithms
and neural networks for hate speech detection is becoming critical in modern conditions. For instance,
multilayer neural network architectures enable the learning of hierarchical data representations, which
is highly valuable for understanding the context and nuances of human language. Hate speech detec-
tion relies on two main approaches: supervised learning and unsupervised learning. In the context of
this work and the available dataset, a supervised learning approach will be employed, where models are
trained on labeled datasets containing examples of both hate speech and ordinary statements.

The work [7] explores a research direction that has not yet been widely covered in scientific literature
— namely, the use of synthetic data as a non-traditional approach to overcoming the difficulties associat-
ed with collecting and annotating real data. Synthetic datasets enable the generation of a wide range of
scenarios and hate speech instances that may be underrepresented in real datasets. In [8], the developed a
method to maintain baseline model performance in case of future perturbations, instead of training and re-
training the model on data with introduced perturbations as a mitigation method. However, this method is
effective only for perturbations that preserve text semantics and exclude those that alter semantics, which
are prevalent in [7]. Furthermore, this approach is suitable only for large language models with numerous
parameters and high training costs. Experiments in [9] demonstrated that within fine-tuning, the perfor-
mance of large language models improved by 7—19% partly due to the use of a specific synthetic dataset
from [7]. Similarly, the work [10], also based on [7], focused on the automatic detection of dehumanizing
statements and achieved promising results. However, it relied exclusively on large language models with
extensive parameters. While the studies aim to enhance classifier performance using synthetic data with in-
troduced perturbations, none of them investigate the impact of data type on the performance and robust-
ness of machine learning and deep learning classifiers that do not require a large number of parameters.

Our work continues the line of research initiated in [7]. The central idea is to evaluate the influence
of data type (original and synthetically perturbated) on classifier performance in binary classification,
where the input is one-dimensional textual data.

The key contributions of this work are as follows:

« Utilization of a synthetic dataset.

» Application of binary classification through the training and testing of various classifiers, includ-
ing traditional machine learning models (Linear Support Vector Classifier, Logistic Regression, Sto-
chastic Gradient Descent, XGBoost) and deep learning models (CNN, LSTM, GRU, BiGRU, BiGRU
+ CNN) for hate speech detection.

* Investigation of the impact of static context-independent embeddings models (fastText and
GloVe) on classifier performance.

» Examination of how original and synthetically perturbated data influence classifier performance,
as this issue has not yet been sufficiently addressed in scientific literature.

Experimental Framework

Dataset

Hate speech detection typically involves the use of various benchmark datasets (e.g., Wikipedia
Detox, 2016; Jigsaw Toxic Comment Classification, 2018; SemEval-2019 Task 5) for heuristic studies.
However, it should be noted that most of these datasets, although some are relatively large and of high
quality, gradually become outdated and lose relevance over time. Therefore, in this work we employ
the Dynamically Generated Hate Speech Dataset from Vidgen et al. (2021), which has not yet been
widely utilized or extensively discussed in scientific literature.

Dataset description

The Dynamically Generated Hate Speech Dataset comprises approximately 40000 entries (~10000
per round), generated and annotated by trained annotators across four rounds of dynamic data creation
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using a human-in-the-loop process. The dataset is balanced, with hate speech instances constituting
54%. All entries are labeled as either hateful or non-hateful. For entries labeled as hateful, secondary
annotations are provided, specifying the fype and target of hate speech.

The dataset contains both original and synthetically perturbated data (~15000 complex pertur-
bations). The original data consists of unmodified instances (e.g., without altered annotations). The
synthetically perturbated data, available in the version used in our work, comprise statements that
were initially considered non-hateful but, after modification (typically syntactic), were re-annotated
as hateful.

As noted in [7, 11], perturbations are generally described as sufficient manipulations of the original
text to alter the label (e.g., from hateful to non-hateful). Such perturbations can significantly change
the meaning of a sentence and, consequently, the model’s predictions. According to [11], perturba-
tion-based methods applied to text remain in their early stages. Nevertheless, recent studies [8, 12—15]
have proposed several semantic-preserving and semantic-altering perturbation techniques. When ap-
plied to the text, these techniques allow models for developing robustness against future or adversarial
perturbations that might otherwise cause misclassification.

Dataset analysis

The dataset consists of 12 columns, including label, type and farget.

The label column takes two values: hateful or non-hateful, indicating whether a given utterance con-
stitutes hate speech.

The type column provides an additional annotation for hateful utterances. If an utterance is labeled
hateful, the type column can take one of five values: animosity, derogation, dehumanization, threatening
Or Support.

The farget column specifies the group subjected to hate speech. Examples include wom (women),
bla (black people) and mus (muslims). The target column contains more than 400 unique values. For
example, the phrase “ There are so many black women at my workplace, it really annoys me” in the dataset
is labeled as hateful, with type = animosity and farget = bla.wom (referring to black women).

The distribution of entries across the /abel and type columns is illustrated in Fig. 1. The presence
of the “not given” category in relation to type is explained by the absence of hate-type annotation in
round 1. Among the fype categories, derogation (utterances that explicitly attack, demonize, humiliate
or insult a group) is the most frequent, while support (utterances that praise or endorse events, organ-
izations, actions that propagate hate) is the least frequent.

Fig. 2 presents the distribution of words and characters across the /abel column. The maximum ut-
terance length does not exceed 600 characters or 150 words. Both hateful and non-hateful labels show
a similar distribution in terms of word and character length. However, there is a notable difference:
approximately 28% of non-hateful utterances contain words with lengths between 1 and 25 characters,
compared to ~35% of hateful utterances.

Data preprocessing

The data preprocessing procedure was designed to reduce vocabulary size without removing essential
content. A smaller vocabulary not only decreases the memory required for analysis, but also enhanc-
es the reliability of estimated word parameters. In this work, standard preprocessing operations were
applied, albeit with some modifications. As noted in [16, 17], these operations included lowercasing,
tokenization, punctuation handling, stop-word removal, part-of-speech (POS) tagging (to improve se-
mantic understanding of text and facilitate more accurate lemmatization) and lemmatization.

However, to provide classifiers with a more favorable learning environment, we followed the ap-
proach of [18] and replaced contracted negative forms with their full equivalents. In addition, emojis
were substituted with their corresponding semantic meanings. Furthermore, as part of the preprocessing
pipeline, the maximum length of individual posts was limited to 100 words and 500 characters, respec-
tively, for subsequent operations.

>
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Fig. 2. Distribution of words and characters by label

Models

The primary focus of this work was on deep neural network architectures. For comparative analy-
sis, several traditional machine learning methods were employed as baseline models, including Linear
Support Vector Classifier (Linear SVC), Stochastic Gradient Descent (SGD), Logistic Regression
(LR) and Extreme Gradient Boosting (XGBoost).

The rationale for selecting these algorithms is as follows: Linear SVC, a specific case of Sup-
port Vector Machines, assumes a linear decision boundary (effective when classes are well-separated
in feature space, as in our case), handles high-dimensional spaces efficiently and thereby mitigates
overfitting. SGD serves as an optimization algorithm that updates model parameters incrementally,
allowing for faster convergence compared to batch gradient descent. LR is effective in tasks where the
relationship between features and class labels can be approximated linearly, as demonstrated in our
experiments. Finally, XGBoost excels at handling missing values, prevents overfitting and can capture
complex feature interactions and non-linear relationships.

Neural networks

In this work, we employed five neural network architectures: Convolutional Neural Networks
(CNNs) [19, 20], Long Short-Term Memory networks (LSTM) [19], Gated Recurrent Units (GRU),
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Bidirectional GRU (BiGRU) and a hybrid CNN + BiGRU model. All these models were implemented
with word embedding methods (fastText and GloVe) [19]. To enhance the effectiveness of the neural
networks, we hypothesized that performance could be improved using attention mechanisms and pool-
ing operations within the network architecture. The attention mechanism assigns different weights to
sequence elements, allowing models to focus on specific parts of the input data, thereby improving their
ability to generate accurate and contextually relevant predictions. Pooling, in turn, reduces computa-
tional complexity and facilitates the handling of long sequences.

The choice of deep neural network architectures is motivated by the fact that traditional machine
learning methods largely rely on manual feature engineering, whereas deep learning models are capable
of learning abstract data representations and automatically extracting features [18, 21].

CNN

CNNs were originally developed for computer vision tasks and are highly effective in image clas-
sification [22, 23]. However, CNNs have also demonstrated strong applicability in natural language
processing (NLP), particularly for text classification tasks [24, 25]. While CNNs are primarily designed
for processing data represented as matrices rather than sequences, they can outperform recurrent neural
networks (RNNs) [22], especially in their ability to capture higher-level features. The role of a CNN
layer is to extract meaningful substructures that are useful for solving the overall prediction task. In this
work, we implemented a CNN with a global max pooling mechanism to reduce computational complex-
ity and the number of outputs [26].

LSTM and GRU

LSTM and GRU networks are types of recurrent neural networks [24, 26]. In text classification
tasks, each LSTM or GRU block processes both the embedding vector of the current word and the
output of the previous block, recursively accumulating information from all other words in the text.
Unlike traditional RNNs, LSTM and GRU networks are specifically designed to overcome the prob-
lems of long-term dependencies and the issues of exploding and vanishing gradients [18, 26].

These models employ more advanced mechanisms for computing hidden states at each step to
mitigate gradient-related problems [27]. Both LSTM and GRU incorporate gating mechanisms that
enable selective retention or forgetting of information from previous inputs. LSTMs feature a more
complex structure consisting of four components: input gate, forget gate, cell state and output gate.
In contrast, GRUSs represent a generalized approach, with LSTMs being a special case [27]. GRUs
typically require fewer filters and fewer computational operations than LSTMs [26, 27].

BiGRU and BiGRU + CNN

The concept of bidirectionality was applied in cases where the meaning of certain words depends on
subsequent words in the sentence. This is particularly relevant for synthetically perturbated data, where
adding a word at the end of a sentence may alter its entire meaning. In addressing this issue, a choice
was made between BiGRU and BiLSTM. Ultimately, BIGRU was selected, primarily due to the sim-
pler architecture and faster training of GRUSs, as well as their ability to be effectively trained to preserve
information over long sequences without loss of temporal dependencies [3]. To further improve key
aspects of our work — such as addressing CNN limitations in capturing inter-word semantics, enhanc-
ing prediction accuracy, modeling complex relationships, extracting features and patterns, managing
long-range dependencies and ensuring robustness to noise and outliers — we adopted a hybrid approach
[23, 28] that combines CNN and BiGRU. We hypothesized that this hybrid architecture leverages the
strengths of both models while compensating for their respective weaknesses.

Experimental Setup

In [16], it was demonstrated that word embedding methods (such as fastText and GloVe), which are
most used in deep learning models, can also yield strong results when applied within machine learning
frameworks. Following this line of reasoning, we adopted the same approach in our baseline machine
learning experiments. Alongside word embedding methods, we also employed the TF-IDF bag-of-words
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model [19, 29] to extract features from textual sequences. The same word embedding techniques were
consistently applied across all deep learning models.

The performance of classifiers was evaluated using several metrics, including accuracy, macro-pre-
cision, macro-recall and macro-F1 score. Additionally, as in [18], to better handle the influence of
true negatives — which are of limited utility in detecting hate speech — we incorporated the area under
the precision-recall curve (AUC-PRC), in addition to the area under the receiver operating charac-
teristic curve (AUC-ROC).

In this work, we focused on binary classification (hate / non-hate) and trained and evaluated the
models across three experimental settings:

* Models were trained exclusively on synthetically perturbated data, but developed and tested on
original data.

* Models were trained solely on original data, but developed and tested on synthetically pertur-
bated data.

* Models were trained, developed and tested on a combination of both synthetically perturbated
and original data.

The corpus was split into training, cross-validation and test sets in accordance with the nature of the
data (original and synthetically perturbated).

For experimentation, we employed the Google Colab environment, which supports TensorFlow
(version 2.15.0) and provides access to fast, high-performance computing resources such as GPU and
TPU. The programming language used was Python 3.10, and computations were run on an MSI Katana
17 (i7-12650H, 16 GB RAM). The source code is publicly available!.

The table below presents the configuration parameters for all classifiers. All parameters were ob-
tained through hyperparameter tuning.

Table 1
Hyperparameter settings of the baseline models

Models Parameters

Linear Support Vector Classification | C = 0.1, max_iter = 1000

Logistic Regression C =1, penalty ="12’, solver ="liblinear’, max_iter = 10000

Stochastic Gradient Descent loss:’hinge’, alpha: 0.0001, penalty: ‘12’

learning rate = 0.1, n_estimators = 100, max_depth = 5, min_child_weight = 1,
Extreme GBOOST gamma = 0, subsample = 0.8, colsample bytree = 0.8, objective = 'binary: logistic’,
nthread = 4, scale_pos_weight = 1, seed =27

filters = 512, kernel_size = 6, dropout_rate = 0.5, dense_units = 512, emb_dim =

CNN = 300, optimizer = ‘Adagrad’, learning rate = 0.00001
LSTM Istm_units = 64, dense_units = 512, k_regularizer = 0.001, dropout rate = 0.3,
recurrent_dropout = 0.0, emb_dim = 300, optimizer = ‘Adam’, learning rate = 0.001
GRU gru_units = 64, dropout_rate = 0.5, k_regularizer = 0.00001, recurrent _dropout =
= 0.0, emb_dim = 300, optimizer = ‘Adam’, learning rate = 0.001
BiGRU gru_units = 256, k_regularizer = 0.00001, dropout_rate = 0.5, recurrent_dropout =

= 0.0, emb_dim = 300, optimizer = ‘Adam’, learning_rate = 0.001

filters = 16, kernel_size=6, dropout_rate= 0.5, dense_units= 64, gru_units = 256,
BiGRU + CNN k_regularizer = 0.00001, recurrent dropout= 0.0, emb_dim = 300, optimizer =
= ‘Adam’, learning rate= 0.003

! GitHub — LucasMbele/Hate-speech-synthetic-dataset: In this repository, we train and test some classifiers on original and perturbated data from
a synthetical dataset for hate classification tasks in binary and multiclass case. Available: https://github.com/LucasMbele/Hate-speech-synthet-
ic-dataset (Accessed 12.09.2025)
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Results

Experiment 1: Training on original data, development and testing on synthetically perturbated data

The data were split as follows: 25813 for the training set, 10332 for the development set and 4429 for
the test set.

Based on the results presented in Fig. 3, among all machine learning methods, the logistic regression
algorithm combined with fastText generally outperforms and achieves the best results in terms of accu-
racy (45.3%), F1-score (44.2%) and AUC-ROC (45.2%). It is worth noting that the differences between
the results of other machine learning algorithms and those of logistic regression are negligible.

It is evident that neural networks outperform machine learning algorithms, as expected. BiIGRU +
CNN + GloVe (52.04% accuracy, 51.09% F1-score) achieves better performance than other models;
however, its loss function value is considerably high. Measuring the difference between the model’s pre-
dictions and the actual values, the loss function plays a crucial role in the efficiency of neural networks.

Accuracy score Fi-score ROC score
Models Folds Training set Y Dev Test Trainingset | Dev Test Training set Dev Test
CVFold1 0,726 0,777
. . CVFold2 065 071
Logistic Re TrIoR CVFold3 0718 0,805
CV Average 0,456 0429 | 0,409 0,764 0455 0,436
CVFold 1 0,619 0,684
Logistic Reg CVFold2 0,634 0,655
CVFold3 0,689 0,676
CV Average 0,647
CV Fold 1 0603 054 0,658
Logistic CVFold2 0,620 0,601 0,633
CVFold3 0,686 0,645 0,644
CV Average 0,639 0453 | 0,448 0,595 0433 | 0,425 0,645 0452 0,447
CVFold 1 0,726 0,708 0,777
CVFold2 0,649 0,598 071
Linear SV +TF-IDF CVFold3 0714 0,676 0,806
CV Average 0,696 0452 | 0,437 0,661 0417 | 0402 0.764 045 0436
CVFold 1 0.62 0572 0.682
Linear SVM + FastText [Cvfodz | 0634 062 0688 |
CVFold3 0,601 0,666 0,681
CcV Average 0,648 0467 | o452 0,619 0455 | 0.4 0673 0467 0452
CV Fold 1 0,599 0,53 0,654
i CVFold2 0,627 0,597 0.632
Linear SVM + GloVe CVFold3 0,686 0,639 0,647
CV Average 0,637 0453 | 0,447 0,589 0431 | 0,419 0,644 0452 0,446
CVFold 1 0,716 0,683 0,783
Stochastic Gradient Descent + TF-IDF [ o092 0635 0554 o7t |
CVFold3 07 0,646 0,813
CV Average 0,684 045 | o448 0,628 0354 | 0,356 0448 0,447
CV Fold 1 0619 0,587 0,669
Stochastic Gradient Descent £V Fold 2 053 9615 0658
CVFold3 0,669 0,614 0,686
CV Average 0,639 0464 | 0,443 0,605 0458 | 0,436 0,669 0463 0,442
CVFold 1 0,603 0,511 0,643
Gtove |_CVFold2 0,613 0,552 0.632
CVFold3 0693 0,504 0,663
CV Average 0,636 0452 | 0,42 05522 0401 | 0,386 0,646 045 o441
CVFold 1 0,672 0,641 0,711
XGBOOST+ TF-IDF CVFold 2 0626 0,569 0,662
CVFold3 0,703 0,658 0,726
Ccv Average 0,667 0417 | o042 0,623 0373 | 0377 07 0416 042
CVFold 1 0,662 0,652 0.714
CVFold2 0,633 0,623 0.688
XGBOOST + Fastext CVFold3 0,695 0,678 0,749
CV Average 0,663 0393 | o391 0,651 0388 | 0,386 0,717 0392 0,39
CVFold 1 0,658 0,648 0,714
XGBOOST+ GlOVE CVFold2 0,629 0,617 0.675
CVFold3 0697 0678 0,746
CV Average 0,661 0391 | 0,406 0648 0387 | 0,401 0,712 0391 0,406
Accuracy score Precision score Recall score Test
Models Folds ov Loss Test  Loss v Test  lov Test AUPRC score AUCscore  Fi-score
CVFold1 05096 | 0,7207 0,5083 0,3897
NN+ FastToxt CVFold 2 0503 | 0,7286 0,4995 0,3057
CVFold3 05028 | 0,7311 0,4992 0,2919
CV Average/ BestLoss 0,5051 | 0,7207 51,46% 0,7205| 0,5023 |51,62% 0,3291 51,52% |[0,644201|10,51831| 50,76%
CVFold1 05069 | 0,6988 0,5026 0,7048
CV Fold 2 04994 | 0,6977 0,4952 0,4014
CVFold3 05031 | 0,699 0,996 0,2627
CVAverage/BestLoss 0,5031 | 0,6977 | 50,62% [0)6998] 0,4991 | 50,60%  0,4563 50,51% | 0.4952  0.5017  48,74%
CVFold 1 04441 | 0,9449 0,4054 0,2555
CVFold 2 05022 | 0,938 0,4991 0,582
Lo+ FastText CVFold3 04875 | 0,9916 0,4864 0,5688
CV Average/ BestLoss 0,477 | 0,938  49,97% 0,9471| 0,4636 | 49,92% | 0,46877 49,92% | 0.4834  0.4861 _ 49.58%
CV Fold 1 04654 | 0,9853 04571 0,4072
ST Glove CV Fold 2 05109 | 0,9413 0,51 0,3911
CVFold3 05063 | 0,9342 0,504 0,3843
CVAverage/ Bestloss 0,4942 | 0,9342 50,87% 0941 | 0,4904 | 50,99% 0,3942 50,94% | 0,5104  0,5074  50,21%
CVFold 1 04714 | 0,9326 0,459 0,3589
CV Fold 2 04808 | 0,9175 04772 0,4739
GRU + FastText
CVFold 3 0,4867 | 0,992 0,4838 0,4971
CV Average/ Best Loss _0,47963 | 0,9175 | 48,97% 0,9878 | 0,4733 | 48,97% 0,443 _48,97% | 0,4938 _ 0,4915 _ 48,96%
CV Fold 1 04977 | 0,8744 0,4934 04215
SRU GlovE CV Fold 2 04562 | 0,9203 0,4502 0,4289
CVFold3 04678 | 0,9602 0,4597 0,4078
CVAverage/ BestLoss 0,4739 | 0,8744 50,08% 0,877 | 0,4678 | 50,12% 0,4194 50,12% | 0,4898  0,4866  49,82%
CVFold 1 04838 | 0,8684 | 0,4708 0,3161
CV Fold 2 04828 | 0,9147 0,4723 0,3525
CVFold3 0,494 | 0,946 0,4906 0,4875
CVAverage/ BestLoss 0,4869 | 0,8684 | 48,66% 0,9556 | 0,4779 | 48,65% 0,3854 48,65% | 0,492  0,4803  48,65%
CV Fold 1 04991 | 0,9206 0,4944 0,373
BIGRU + GloVE CV Fold 2 0479 | 0959 0,4465 0,2042
CVFold3 04833 1,023 0,4783 0,4447
CVAverage/ BestLoss 0,48713 | 0,206 | 50,96% 0,913 | 0,4731 | 51,08% 0,34063 51,03% | 0,5011  0,5091  50,31%
OV Fold 1 04383 | 0,9533 0,4101 0,2983
OV Fold 2 04691 1,087 0,4106 0,158
CVFold3 04666 | 1,1431 04174 0,1865
CVAverage/ Bestloss 0,458 | 0,9533  46,67% 1,0986 0,4127 | 45,10% 0,2143 46,84% | 04407  0,4412  41,58%
CVFold1 04775 | 1,0201 0,4021 0,1064
BIGRU + CNN + GOVE CV Fold 2 05227 | 1,0387 0,527 0,3825
CVFold3 05098 | 1,1369 0,5091 0,3693

CVAverage/BestLoss _0,5034 | 1,0201 |52,04%) 1,0402 | 0,4794 152,349 0,2861 ||52,12%1 0,5053 _ 0,5159 |1154,00%1]

Fig. 3. Performance of machine learning and deep learning models in Experiment 1
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Models Folds Accuracy score F1-score | ROC score
Trainingset | Dev Test Trainingset | Dev | Test | Trainingset Dev [Test
CVFold1 0,686 0,686 0,741
CVFold 2 0,651 0,645 0,716
Logistic Regression + TF-IDF
© © CVFold3 0,58 0,556 0,65
CV Average 0,639 0454 0,454 0,620 0,448 | 0,449 0,702 0,448 | 0,449
CV Fold 1 0,627 0,627 0,661
CVFold 2 0,647 0,647 0,697
Logistic R ion + FastText : : :
ogistic Regression + FastTex! CVFold3 0579 0576 | T oe09 |
CV Average 0,618 0,465 0,46 0,617 0,461 | 0,456 0,656 0,462 | 0,a56
CVFold 1 0,637 0,637 0,602
CVFold2 0,627 0,626 0,667
+
Logistic Regression + GloVE VI 000 | B -
CV Average 0,607 0472 0,477 0,606 0,465 | 0,469 0,645 0,465 | 0,469
CV Fold 1 0,685 0,685 0,738
Linear SVM + TFIDF CV Fold 2 0,649 0,642 0.714
CVFold3 0,577 0,551 0,648
CV Average 0,637 0453 0,453 0,626 0,448 | 045 0,7 0,448 | 045
CVFold 1 0,624 0,624 0,661
. CV Fold 2 0,647 0,647 0,698
Linear SVM + FastText
CVFold3 0578 | 0575 | | oe07 |
CV Average 0,616 0462 0,458 0,615 0,458 | 0,454 0,655 0,459 | 0,455
CV Fold 1 0,638 0,638 0,691
CV Fold 2 0,627 0,626 0,666
Linear SVM + GlovE CVFold3 0554 | | 0,551 | [ os74 |
CV Average 0,606 0475 0479 0,605 o468 | 047 0,644 0,468 | 0,47
CVFold1 0,674 0.67 0741
Stochastic Gradient Descent + TF-IDF | C FO\d2 0.817 0.577 0,72
CVFold3 0548 | 0488 | | oeso |
CV Average 0,613 0,434 0,446 0,578 0,433 | 0,444 0,707 0,447 | 0,459
CV Fold 1 0,619 0,664 0,664
Stochastic Gradient Descent + OV Fold 2 0.648 | [—2894 |
CVFold3 0,564 0,616 0,616
CV Average 0,610 0,442 0,443 0,658 0,443 | 0,aa2 0,658 0,452 | 0,a51
CvFold1 0,648 0,503 0,699
: ] CVFold2 0,627 0,59 0,664
.
Stochastic Gradient Descent + GloVE | 1t/ % o oa oanr e
CV Average 0,608 0,55 0,651
CV Fold 1 0,709 0.764
CV Fold 2 0,678 0,731
+TF- o781 |
XGBOOST +TF-IDF CVFold3 0,621 0.663
CVAverage [IINO/GESINN 0457 | 0.6 0457 | o4c |IINOZISINN 0,463 | 0,466
CVFold 1 0,611 0,611 0,659
XGBOOST+ FastText CVFold 2 0,618 0,617 0,66
CVFold3 0,558 0,552 0,581
CV Average 0,596 0379 0,392 0,503 0378 | 039 0,633 0,379 | 0,392
CVFold 1 0,636 0,684 0,684
XGBOOST+ GloVE CVFold 2 0617 | 0658 | | oess
CVFold3 0,569 0,59 0,59
CV Average 0,607 0,421 | 0,427 0,644 0,419 | 0,424 0,644 0,42 | 0,424
Accuracy score Precisionscore | Recall score Test
Models Folds
cv Loss  [Test Loss |CV Test  |cv Test |AUPRCscore| AUCscore | Fi-score
CvFold1 | 0496 | 0728 | | 0,449 0.5949
NN+ FastText CVFold2 05024 | 0.72a4 0.4482 0.5576
CVFold3 05035 | 0.7214 0.4452 05132
GV Average/ BestLoss | 0,5018 | 0,7214 |50,72% | 0,72 | 0,447 | 50,93% | 0,555 | 50,95% | 0,439 0,507 | 50,61%
CVFold 1 0,503 | 06986 0,3934 02353
CVFold2 04887 | 0,6999 03976 03106
CNN+ Glove CVFold3 0,4826 | 07009 0.4027 0.3596
CV Average/ BestLoss | 0,4914 | 0,6986 | 50,05% 0,3979 | 46,91% | 0,3018 | 47,11% | 0,402 0449 | as42%
Fold 70,5351 | 0.9364 0.4744 0.5066
CVFold2 05720 | 0,905 0517 0.4747
LSTH + FastText CVFold3 | osse2 | 0,9327 | | 05001 | 05280 |
CV Average/ BestLoss | 0,5557 | 0,905 | 57,39% 0,91 | 0,4972 | 56,52% | 0,5034 | 56,45% | 0,494 0571 | 56.47%
CVFold1 0.4849 | 08501 0.432 05352
CVFold2 05487 | 0.8494 0.4874 0.4595
LSTM * Glove CVFold3 [T0.5a20 | 08675 | 0,4844 05733
CVAverage/ BestLoss | 0,5255 | 0,8494 |54,79% 0,85 | 0,4679 | 53,94% | 05227 | 53.92% | 0,474 0545 | 5392%
CvFold 1 05022 | 0.8773 0.4339 0.42a1
CVFold2 05163 | 0,8892 0.4535 0.4746
CVFold3 05468 | 0.8438 0.486 0.4886
CVAverage/ BestLoss | 0,5218 | 0,8438 | 55,58% 0,9 | 0,4578 | 54,47% | 0,4624  54,35% | 0,468 055 | 54,33%
CVFold1 0,5451 | 0,8036 0,478 0,3465
CvFold 2 05233 | 0.4549 0,a549 0.4112
ORU+clove CVFold3 05629 | 0.5045 05045 0.4703
CV Average/ BestLoss | 0,5438 | 0,4549 | 55,73% | 0,81 | 0,4791 | 54,88% | 0,4093 | 54,84% | 0,466 0554 54,85%
CVFold 1 ["0.5374 | 0.9361 0.4756 0.4821
CVFold2 05035 | 0.9822 0.4435 0.4954
BIGRU + FastText CvFold3 | 05341 | 1.0889 | | 0.4639 0.3659 |
CV Average/ BestLoss | 0,5250 | 0,9361 | 53,62% 0,94 | 0461 | 53,13% | 0,4478  53,16% 0,46 0528 | 53,11%
CVFold1 0.5286 | 0.8264 0.465 0.4611
CVFold2 05642 | 0.8131 0.5066 0.4355
CVFold3 05210 | 0,8702 | 0.4545 0.4218
CV Average/ BestLoss | 0,53823 | 0,8131 | 56,46% 0,81 | 0,4754 | 5534% | 0,43947 5517% | 0,476 0557 | 5515%
CVFold1 055 | 1.0202 0.4836 0.4306
CVFold2 05867 | 1.0314 05318 0.4576
BIGRU+ CNN + FastText GVFold3 0.6197 | 0.9674 0.57 0.5298
CVAverage/ Best Loss | 0,58547 | 0,9674 |[B2jig0ll 0,98 | 0,5285 0,4727
Fold | 0528 | 07952 0,4445 0,3185 ‘
CVFold2 05406 | 0.8138 0.4699 0.3948
BIGRU * CNN+ GloVE CVFold3 0.4903 | 0.8455 0.4219
GV Average/ Bestioss | 0.5196 | 0.7952 | 55,76% | 0:98 | 0.4454 | 54.77% | 0.3870 | 54.50% | 047 | 0,535 | 54de%

Fig. 4. Performance of machine learning and deep learning models in Experiment 2

The higher the loss function value, the harder it is for the model to make accurate predictions, thereby
indicating the need for further improvements. In the experiment conducted, the loss function reached
1.0201. CNN models (CNN + fastText and CNN + GloVe, as reported in [4]), particularly due to
their robust feature extraction capabilities, show a clear improvement in the loss function (0.6993 with
GloVe), comparable accuracy (51.46% with fastText) and superior results in terms of AUPRC-score
(51.42% with fastText) and AUC-ROC score (51.83% with fastText).

The perturbations introduced into the validation and test datasets proved difficult for the models to
learn, resulting in poor performance.

Experiment 2: Training on synthetically perturbated data, development and testing on original data

The data were split as follows: 14761 for the training set, 19359 for the development set and 6454
for the test set.

As shown in Fig. 4, neural networks significantly outperform machine learning models. Among ma-
chine learning algorithms, XGBoost and SGD stand out. XGBoost combined with TF-IDF achieved
the best results on the training set, while SGD with GloVe obtained the best results on the test set (48.5%
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accuracy, which is +3.2% higher than the accuracy of the best algorithm in Experiment 1; 47.3% F1-
score, which is +3.1% higher than the F1-score of the best algorithm in Experiment 1; and 47.3% AUC-
ROC score, which is +2.1% higher than the AUC-ROC score of the best algorithm in Experiment 1).

BiGRU + CNN + fastText, as in Experiment 1, outperformed all other algorithms, achieving
62.13% accuracy, 61.29% precision, 61.33% recall, 61.33% F1-score, 53.77% AUPRC and 60.54%
AUC-ROC. Training models on synthetically perturbated data and testing them on original data sub-
stantially improved the performance of neural networks compared to Experiment 1. Overall, an im-
provement of +10.9% in accuracy and +10.24% in F1-score was observed when comparing the best
model from Experiment 2 to the best model from Experiment 1.

Experiment 3: Training, development, and testing on both original and synthetically perturbated data

The data were split as follows: 19475 for the training set, 16230 for the development set and 4869 for
the test set.

As shown in Fig. 5, among all machine learning algorithms, XGBoost (combined with TF-IDF),
as in Experiment 2, achieved the best performance (65.8% F1-score, 65.9% AUC-ROC). Logistic
regression combined with TF-IDF achieved the highest accuracy (66.2%).

>

Accuracy score Fi-score ROC score
Models Folds
Training set Dev | Test Trainingset | Dev | Test Training set Dev  [rest
CVFold1 0,641 0623 0.716
Th10F CVFold2 0,654 0,635 0.729
CVFold3 0,646 0,628 0.717
CV Average 0,647 o656 |MNOGGZNN| o620 0,643 0651 NI 0,645 0,652
CVFold 1 0,608 0,587 0,641
CVFold2 0612 0,591 0,653
CVFold3 0,612 0,594 0,648
CVAverage 0,611 0,614 0,627 0,591 0595 0,609 0,647 06 0,614
CvFold 1 0,588 055 0,63
CVFold2 0,583 0,537 0,641
CVFold3 0,599 0,556 0,639
v Average 059 0,595 0,607 0,548 0557 0574 0,637 0575 | o589
CVFold 1 0,638 0614 0715
Linear SVM + TF-IDF CvFola2 065 0626 0.728
CVFold3 0,639 0617 0716
CVAverage 0,642 0,637 0,655 0,619 0637 o681 0,720 0,64 0,644
CVFold1 0,606 0,583 064
Linear Sy FastText CVFold2 0,609 0,585 0,652
CVFold3 0613 0,593 0,648
CVAverage 0,609 0,612 o624 0,587 0591 0,604 0,647 0,598 o061
CvFold1 0,583 0,54 0,629
Linear SYM+ GloVE CvFold2 0,578 0526 0,639
CVFold3 0,595 0,547 0,638
CVAverage 0,585 0,591 06 0,538 0,549 | 0,561 0,635 0,57 0,58
CVFold1 0,616 0,547 0713
CVFold2 0,619 0,552 0.724
Stochastc Oradient Descent +TF-1DF | ~C' 2242 oete Voe o7e
CVAverage 0,617 0,618 0,621 0,551 0555 056 0,717 0592 | 059
CVFold 1 0,59 052 0,639
CVFold2 0,606 0,552 0,652
CVFold3 0,608 0,483 065
CVAverage 0,603 0,595 0,607 0,518 0552 0,568 0,647 0574 | o587
CVFold 1 0,564 0,406 0,627
Stochastic Gradient Descent+ GloVE O 02 055 QA7S 084
CVFold3 0,558 0,411 0,637
CVAverage 0,557 0,546 0,546 0,431 039 0,393 0,635 0,509 051
CVFold 1 0,658 0,657 0,709
GBOOST+ TH-IDF CVFold2 0.664 0,664 0715
CVFold3 0,651 0,651 0,702
cvaverage [INNOESENNNINNGESTNN oocss  [MNGESZNNN|CESINNGESENN oo [NGEEZNN| WG|
CVFold1 0,605 0,597 0,653
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Fig. 5. Performance of machine learning and deep learning models in Experiment 3
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We observe that the best results across all experiments combined were obtained by BiGRU + fast-
Text, achieving 72.68% accuracy, 72.65% precision, 72.19% recall, 72.29% F1-score, 79% AUPRC
and 81% AUC-ROC. By combining original and synthetically perturbated data, we achieved the highest
performance across various models.

Conclusion

This work achieved several key objectives.

First, it demonstrated the relevance of using a synthetic dataset as a novel approach for hate speech
classification, offering greater flexibility compared to traditional, outdated datasets commonly em-
ployed in literature. The experiments indicate that synthetic data circumvent limitations related to sen-
sitive content and enable training on texts featuring highly negative or rarely occurring communication
scenarios that are underrepresented in real-world datasets. Consequently, the resulting models exhibit
improved effectiveness in detecting hate speech.

Second, the work investigated the impact of data type on model performance. The lowest accura-
cy (52.04%) was observed when models were trained on original data and evaluated on synthetically
perturbated data. Training synthetically perturbated data and evaluating original data improved per-
formance (62.13% accuracy). The highest performance (72.68% accuracy) was achieved when models
were trained and evaluated on a combined dataset, regardless of the data’s original or synthetically
perturbated nature.

Neural networks consistently outperformed traditional machine learning algorithms. In particular,
the BiGRU + fastText model achieved the best overall classification results, highlighting the effective-
ness of bidirectional architectures, GRU units and fastText word embeddings. The first two experiments
can be interpreted as involving zero-shot learning, suggesting that further performance improvements
may require alternative architecture or larger datasets.

Finally, future work could focus on leveraging pre-trained large language models [30] on expanded
synthetic datasets, as proposed in [7], to further enhance model performance.
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Abstract. When analyzing images of biological cells, automated methods for segmentation
and result storage are becoming increasingly in demand. Manual annotation is extremely labor-
intensive and does not scale to large volumes of data, while conventional segmentation algorithms
create binary masks of substantial size. The objective of this work is to develop a software
pipeline that combines local threshold filtering and morphological post-processing to obtain an
accurate binary mask and then encodes the result using run-length encoding (RLE) to reduce
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are applied, followed by morphological closing. For storing the result, several modifications
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of block filtering and morphology with subsequent compression of binary segmentation masks
in the task of erythrocyte (and other cells) segmentation. This approach significantly reduces
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Annortamms. [1pu aHanm3e n3o0paxkeHUT OMOJIOTUYECKUX KJIETOK BCe Oojiee BOCTpeOOBaH-
HBIMHM CTAaHOBSITCSI aBTOMAaTU3MPOBAHHBIC METOIBI CETMEHTAllMU U XpaHEHMS Pe3yJIbTaTOB.
Pygynas pasMeTka upe3BbIYAfHO TPyJZOeMKa U HE MacIITaOMpyeTcs Ha OOJIbIINE 00BEMBI TaH-
HBIX, a OObIYHbBIE AJITOPUTMBbI CErMEHTALIMU CO3/1AI0T OMHAPHbIE MAaCKU 3HAYUTEJIBHOTO 00b-
ema. llenblo paboThI sIBIAsSeTCS pa3paboTKa MPOrpaMMHOIrO KOHBelepa, KOTOPBI coyeTaeT
JIOKAJbHYI0 TTIOPOTOBYIO (DMIIBTPAIIMI0 M MOPGHOJOTMIECKYIO TTOCTOOPA0OTKY ISl MOJIydeHUS
TOYHOI OMHAPHOI MacKu, a 3aTeM KOAUPYET pe3yabTaT oTpe3kamu pasHoil ;iuHbl (RLE) pis
YMEHBIIICHUST 3aHUMAaeMOTO MpocTpaHcTBa. Mcmoab3yeMble METOABI: Ha 3Tale CeTMEHTALIUM
MIPUMCHSIIOTCSI JIOKAJIbHBIC CTATUCTUYCCKUE KPUTEPHUHU, 32 KOTOPBIMU CIEAYeT MOPGhOJIOTH-
yeckoe 3akpbiThe. JIag XpaHeHUsI pe3yjbraTa BHEAPSIOTCS HecKoJibko Moaudukanuii RLE
(cranpaptHas, Foreground-Only, DRLE u Z-order) ¢ ux cpaBHUTe1bHBIM aHalu3oM. HayuHas
HOBU3HA pabOTHI 3aKTI0YaeTCs B KOMIUIEKCHOM OOBbeIMHEHUM OJIOKOBOW (DUIIBTpALIMU U MOP-
(osornu ¢ mocieayOMNM CKaTheM OMHApPHBIX CETMEHTAIIMOHHBIX MAaCOK B 3ajadye CerMeHTa-
LINU KJIETOK, YTO MO3BOJISIET CYIIECTBEHHO COKPAaTUTh 00bEeM XpaHeHUS 0e3 3HAaUMMOTO yiepoa
ToyHOCTH. [ToyuyeHHOE pelieHne AeMOHCTPUPYeT BhIcOKMe MeTpuKu (Accuracy, loU, Dice) ipu
CYIIIECTBEHHOI 3KOHOMUM NaMATH. [IpakTruueckas 3HAUMMOCTh UCCIIEIOBAHUSI COCTOUT B TOM,
YTO pa3pabOTaHHBIN MPOTrPaMMHBII KOHBEHEP JIETKO MHTETPUPYETCS B CUCTEMbI aHaI13a 01o-
MEIUIMHCKUX TaHHBIX, YCKOPSIsl MacCOBYIO 00pabOTKy M300pakeHUI KJIETOK W CHUXKAasl Tpe-
O0oBaHUS K MHGPACTPYKTYPe XpaHEHUS.

KmoueBbie cjioBa: cerMeHTAlMsl KJIETOK, OMOJIOTUYECKME U300paKeHus, KOAUPOBAaHUE OTpPE3-
KaMU pa3HOM IJIMHBI, JJOKaJbHas Moporosas ¢huibTpalus, Mopdosornyeckas mocroopadoTka,
aBTOMAaTHU3alUsI, TOYHOCTh

Jna mutupoBanusa: Turchinskii K.A., Krasnov A.Ye. Automation of biological cell image pro-
cessing // Computing, Telecommunications and Control. 2025. T. 18, Ne 3. C. 36—45. DOI:
10.18721/JCSTCS.18303

Introduction

Digital processing of cell images is becoming increasingly important in biological and medical prac-
tice: from visualization of erythrocytes and leukocytes to analysis of tissues and micro-objects [1, 2].
Manual image annotation is an extremely labor-intensive process, which becomes more complicated
as data volumes grow. Therefore, there is a demand for automated pipelines that can not only segment
target regions (e.g., cell boundaries), but also efficiently store the results as binary masks.

However, traditional approaches to obtaining and storing masks face the problem of data redun-
dancy: even single objects in large fields of view can lead to significant memory costs [3, 4]. To solve
this problem, run-length encoding (RLE) and its various modifications — Foreground-Only, DRLE,
Z-order [2, 3, 4, 5] — are widely used. At the same time, not only the RLE method itself is important,
but also the quality of pre-segmentation, which directly affects the structure of the binary mask and
potential compression efficiency.

© TypumnHckuin K.A., KpacHoB A.E., 2025. M3gaTenb: CaHKT-IMeTepbyprckuii NONUTEXHUYECKMIA YHUBEPCUTET MeTpa Benunkoro
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Medical and biological image processing imposes additional accuracy requirements: incorrectly
defined cell boundaries lead to errors in subsequent analyses (e.g., in cell concentration calculation,
cell shape estimation etc.) [2]. Consequently, in order to develop reliable automated processing sys-
tems, it is necessary to combine high segmentation accuracy with optimized storage. Methods such
as local threshold filtering and morphological post-processing, which have proved their effectiveness
when working with heterogeneous images!, can improve segmentation results and prepare them for
more efficient compression.

The relevance of the topic under study is driven by the need to improve performance and reduce
memory costs in image processing systems that require long-term storage of a large number of seg-
mented cell images. The development of this approach facilitates the scaling of laboratory and clinical
studies, enable rapid processing of microscopic observations and support the creation of databases for
subsequent analysis, diagnosis and training of neural network models [4]. This creates a practical demand
for a comprehensive solution: automatic cell segmentation followed by efficient mask encoding and com-
pressed storage.

The aim of this work is to develop a software pipeline that combines local threshold filtering and
morphological post-processing to obtain an accurate binary mask, and then encodes the result using
RLE to reduce storage space.

To achieve this goal, the following tasks were solved:

1. To design an algorithm that combines adaptive segmentation and morphological operations
with further RLE.

2. To create a prototype of a software package including filtering, contour extraction, binary mask
packing and quality metrics computation functions.

3. To test the pipeline on real biological images and evaluate the achieved compression and the
compliance of the segmented regions to the reference data.

4. To analyze the influence of filtering and morphology parameters on the error magnitude and
volume of encoded masks in order to formulate practical recommendations.

Description of the proposed algorithm

A system processing a discrete image /m,  of size MxN pixels (where m =1, 2, ..., M is the
row index and n = 1, 2, ..., N is the column 1ndex) will face the problem of brightness inhomoge-
neities (e.g., uneven illumination and noise). To solve this problem, we introduce a local threshold fil-
tering stage.

Block partitioning is performed as follows. A field of size MxN is divided into non-overlapping
fragments (blocks) of square BxB or rectangular shape B,xB . In this case, the indices of pixels
belonging to the block with number (Z, j), approximately satisfy the following expression:

ie[(i-1)-B,+Li-B,|, je[(j-1)-B,+L;-B,], (1

where B, and B are the block height and width, and the total number of blocks vertically is equal
to M/B,, horizontally — to N/B, .

Fig. 1 shows the partitioning of the original image into blocks of size BxB with a “step” of B,
meaning adjacent blocks follow one another without overlap. For each block {7, j}, the average brightness
Im;,; and local standard deviation o, ;are calculated. Next, the local threshold Ol_,]. is formed using the
following formula:

0,, =Im;; —ao, ,, 2)

! Voxel Compression, Available: https://eisenwave.github.io/voxel-compression-docs/rle/space_filling_curves.html (Accessed 19.09.2025).
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Fig. 1. Schematic partitioning of the original image of size M*N into non-overlapping blocks BxB (step = B)

where o is the coefficient adjusting noise sensitivity. Similar expressions are used in a number of adap-
tive thresholding methods of object extraction? [5].
Each pixel (m, n) inside the current block {i, j} is compared with the threshold Gi ; (3). If

Im, < 0, (3)
then the pixel is considered to belong to the “cell” region; otherwise, it is assigned to the “back-
ground”. As a result of this step, an intermediate binary map A is generated, where each pixel is as-
signed a value of 1 (object) or 0 (background).

The output of the local threshold filtering is a binary map A(MxN) (4), where

(4)

m,n

l:Im, , <6,
- 0:Im,,, >6i’j'

Subsequently, morphological processing is used to clean 4 and eliminate “gaps” or “outliers”.
Morphological closing (Close) is usually applied when it is necessary to “connect” adjacent white
regions (objects). In its classical form, the closing operation is defined by the following formula:

Close(A4)=(4®S)oS, )

where A is the original binary map (see above); S is a structuring element, such as a circle (disk) or
ellipse; @ is morphological dilatation (expansion); © is morphological erosion (reduction).
Visually, closing “fills in” small gaps inside an object, thereby merging segments.

Morphological opening (Open(A) = (A oS ) @S ) is used to “clean” the map from random small

noises (outliers) that have a small area and do not belong to real cells [6].

The choice between closing, opening or their combination is determined by the characteristic sizes
of the cells and the noise content. If it is known that cells can be closely packed, applying closing is
advisable. If it is necessary to get rid of “point-like” fragments, adding opening is useful. The final
contour of each region, and therefore the structure of the final binary mask, directly depends on the
morphology settings.

When the morphologically processed binary map A (the “final mask™) is ready, it is subjected to
packing using RLE method.

Before encoding, a pixel traversal scheme is defined, for example:

1. Row-major — left to right, top to bottom (by rows).

2 Voxel Compression, Available: https://eisenwave.github.io/voxel-compression-docs/rle/space_filling_curves.html (Accessed 19.09.2025).
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2. Z-order (Morton-order) — pixels are rearranged into a special sequence, more favorable for
certain object configurations [3, 8].

During RLE, each consecutive pixel fragment with the same value (0 or 1) is replaced with a “run”.
In its classical form, this is a pair (7, v), where r is the number of consecutive identical bits, and v is the
bit itself (0 or 1). In Foreground-Only encoding [4], where only the “runs” of units are stored, records
of the form (s, /) are used, where s is the start index of a block of unit pixels, and / is the length of this
continuous block. A variant of differential RLE additionally encodes the difference between the lengths
of consecutive runs, which sometimes reduces the overall data volume [6]. Z-order encoding is often
useful if objects are highly “clustered” and arranged in compact groups.

The criterion for choosing the encoding method (DRLE, Z-order, Foreground-Only etc.) depends
on the number of cells, their sizes, noise density and decoding frequency. If decoding needs to be per-
formed frequently, then the simplest format RLE(r,v), which does not require complex permutations or
calculations, is more convenient.

The final stage is packing and saving the run-length data (i.e., a set of pairs like (7, v) or (s, /) etc.)
in a form convenient for storage. In applied scenarios, this may be:

— structured record;

— serialization;

— general “stream” compression.

The essence of “run-length data” is a list (or other structure) of segments with the same bit. Because
there are often extensive areas of background outside the cells, RLE achieves significant memory sav-
ings. When there are many disparate tiny objects, other options (e.g., Foreground-Only) are chosen to
avoid storing long chains of zeros.

The modular architecture of the developed solution provides flexibility:

1. Local threshold filtering is easily adjustable to cell size and contrast.

2. Morphological operations can be varied (use opening, closing or their combination, changing
the type of structuring element).

3. RLE system can be replaced or supplemented with other compression methods (e.g., Quadtree,
Octree or ZIP archiving).

This simplifies the adaptation of the algorithm to different types of biological images, as well as
scaling for large data volumes. If other tools (non-Python) have to be used in the future, it is still con-
venient to have run-length data, as it is easy to import and unpack in most environments.

It is convenient to describe the technological pipeline using a diagram reflecting the sequence of
blocks and principles of interaction (Fig. 2).

The loading module accepts a list of source files stored in any available graphic formats and sends
each image sequentially to the local threshold filtering stage. A block-based or adaptive strategy is
used to flexibly adjust the brightness threshold when different frame zones have uneven intensity. The
morphological module eliminates minor defects that may arise from random noise or optical system
artefacts. Closing with a suitable structuring element allows merging adjacent objects to form more
solid cell regions, while opening filters out excess details protruding beyond the intended contours.

The resulting system is capable to operate in batch mode, sequentially processing an extensive col-
lection of images and generating grouped results in a convenient format for analysis or further trans-
fer. The practical significance lies in resource savings: storage capacity, transfer speed and processing
requirements become more manageable, while the preservation of contours allows for statistics on cell
number and shape to be conducted.

Architecture and implementation of the software package

The foundation of the work is implemented through a set of modules, each performing its own
functions for segmentation, packing the results and interacting with the user interface. One of the key
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requirements is that the listed stages, including morphological correction and various RLE schemes,
are flexible in configuration and can be extended with additional procedures if necessary. The archi-
tecture diagram in Fig. 3 reflects the overall flow of transformations.

The calling process, initiated by user actions, involves reading the necessary files in the “Data
Loader” block. The local or remote directory access module is configured to read images in batch
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mode, and all intermediate results and service metadata are collected into a single structure. Next, the
data enters the node responsible for threshold filtering and morphological operations. It is at this stage
that local brightness estimation, adaptive threshold calculation, closing of detected gaps and removal of
noise inclusions occur, if they do not match the expected cell contours.

Encapsulation of different RLE schemes within a separate module simplifies further maintenance,
as it is easy to add new packing variants or special optimization modes to the working pipeline, depend-
ing on the features of the images under study. All types of RLE conclude with the formation of a struc-
ture, which is packed using zlib or other compression methods. The “Compression and Storage” module
outputs the result in a form convenient for storage and transfer, while informational responces, ¢.g.,
statistics on the number of processed frames, final packet size, conversion time, are sent back to the
“Interface Module”.

The software implementation relies on image processing libraries (OpenCYV, Pillow), as well as tools
for mathematical calculations (NumPy) and serialization (pickle). Such a suite ensures operation both on
local machines and on server systems, where it is necessary to scale the processing of large sets of micro-
photographs. At the same time, the same encoding module can work on data that has undergone different
types of morphological correction. This method is suitable for situations where different cell types have a
particular contour structure and require the selection of specific morphology or filtering settings.

Experimental results and analyses

The system pipeline was tested on a dataset consisting of 343 annotated biological images (Blood-
Image XXXX). For each image, stored alongside the corresponding XML annotation, a binary mask
reflecting the location of cells (RBCs) in the frame was automatically generated. Local threshold
filtering with fixed block size and morphological closing to correct small gaps within regions were
the key steps. Subsequently, the resulting maps were subjected sequentially to classical RLE, Fore-
ground-Only, DRLE, Z-order RLE and a combined method incorporating local threshold filtering
with RLE. It was important to capture computational cost, compressed file size and accuracy metrics
to understand the relationship between packing efficiency and cell structure preservation. Table 1
shows the main results.

Table 1
Comparative analysis with the proposed method
Foreground- RLE Enhanced
Parameters Standard RLE g DRLE Z-order RLE Local Filtering
Only RLE
+ RLE
Total encoding time, seconds 9.4137 7.7363 9.3730 9.8173 10.2493
Total decode time, seconds 0.3608 0.1910 0.4326 0.9448 0.3835
Average size, bytes 406.36 2791.14 512.78 1525.84 391.92
Average accuracy, % 100.00 100.00 100.00 100.00 99.54

Average loU 1.00 1.00 1.00 1.00 0.9873
Average Dice 1.00 1.00 1.00 1.00 0.9936

The full sample included 343 XML descriptions. The processing time recorded by the system took
approximately one minute at an average speed of about 6 images per second. Sequential encoding-de-
coding stages were considered, and the average size in bytes was calculated to get an idea of typical
compressed mask volumes. Improved local threshold filtering in the last method (the fifth variant) addi-
tionally allowed for the estimation of accuracy (acc), IoU and Dice, as its own procedure modified the
original boundaries.
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Combined analysis of encoding costs and file size confirmed that classical RLE yielded a fairly mod-
est volume indicator (406.36 bytes on average) with a noticeably lower decoding time (0.3608 sec).
However, the Foreground-Only scheme presented a failure: the average size increased to 2791.14 bytes,
indicating a high number of disparate fragments requiring separate description. DRLE maintained a
moderate compactness (512.78 bytes) with a slight increase in decoding time (0.4326 sec). Z-order
increased the size to 1525.84 bytes, most likely because mixing local mask blocks did not always lead
to longer runs in the overall structure. The standard schemes (Standard RLE, Foreground-Only RLE,
DRLE and Z-order RLE) are lossless: they do not alter the binary mask and hence exhibit maximum
accuracy (acc = 100%, IoU = 1.00, Dice = 1.00). Nevertheless, their average size varies from 406 to
2791 bytes. The proposed “local threshold filtering + morphology + RLE” complex yields the small-
est average size of 391.92 bytes with near-maximum accuracy (acc = 99.54%, loU = 0.9873, Dice =
=0.9936), which we consider as an optimal compromise between memory savings and the preservation
of diagnostically significant contours. For each scheme, the accuracy metrics are equal to one because
the encoding-decoding operation does not change the original partitioning. We have included these
metrics in Table 1 to ensure a correct comparison by size + accuracy criteria.

Contour overlap (Dice = 0.9936) was particularly impressive, indicating that on average the final
mask matched the reference data almost without distortion. Hence, local filtering and morphology
not only preserved the integrity of cell regions, but also contributed to reducing the volume of the re-
corded mask due to larger homogeneous areas. The assumption that closing eliminates internal gaps
and thus increases run lengths was confirmed empirically. The data obtained for Z-order indicated
that Morton permutation is not always optimal, especially when cells are located in different regions
and their mutual geometry does not create large connected clusters.

A visual comparison of the segmentation is presented in Fig. 4, where the original frame contains
a blood fragment with individual cellular elements, and the resulting masks demonstrate the impor-
tance of merging closely located areas to improve boundary consistency.

The above example confirms the conclusions drawn from the encoding time and size statistics. The
improved local filtering that corrects illumination variations within the image eliminates minor noise
objects, resulting in a clearer binary map and longer sequences of 1’s or 0’s during subsequent RLE.

The results indicate the high efficiency of the proposed integrated approach, where filtering and
morphology prepare the image for RLE. The obtained metrics facilitate the large-scale automation of
cell analysis with big data volumes and help save memory or transmission channels without the risk of
losing key diagnostic details. This strategy is particularly appropriate in the biomedical field, where pre-
cise contours are required while the compactness of the recorded structures is also important.

Conclusions

The testing of the complex solution based on local threshold filtering, morphological post-process-
ing and subsequent mask encoding using different RLE schemes demonstrates a significant gain when
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working with large arrays of microscopic images. Statistical data for 343 annotated images confirm that
careful noise removal within segmented regions and correct fragment smoothing have a noticeable ef-
fect on reducing the final volume, while improving accuracy metrics and preserving cell configuration.
Applying classical RLE to masks that have undergone additional local thresholding and morpholog-
ical closing procedures results in a relatively small file size and an almost complete match with the
reference boundaries.

The observed advantage over alternative methods is explained by the fact that local filtering adjusts
to the details of each image fragment, eliminating global thresholding errors, while closing merges dis-
parate pixels into large regions where the runs become longer. Morton (Z-order) permutation can be
convenient for strictly localized clusters, but in some cases does not provide improved compression.
Foreground-Only scheme is effective when the background occupies almost the entire area and cells are
concentrated in one region, but leads to redundant intervals for fragmented objects. The results confirm
the need for an integrated approach: each module (filtering, morphology, RLE) enhances the positive
effect of the other elements. The studied pipeline simplifies the large-scale automation of medical
analysis tasks and opens up opportunities for integration into laboratory and clinical systems oriented
to the rapid processing and storage of a large number of biological images.
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Annoramus. [IpencraBieH HOBBIM METON ayTMEHTALIMM JTaHHBIX — MMapacdpa3Hble KOHIIETITY-
aJbHble BEKTOPHbBIE MIPEeaCTaBIeHUs, — NIpeIHa3HaYeHHBI 1151 pellieHUs Tpo0JeMbl HeXBaTKHU
pa3MeueHHBIX JaHHBIX B a3epOaiixkaHCKo 00paboTKe €CTECTBEHHOTO SI3bIKa. MeToI TeHepH-
pYyeT KavyecTBEeHHbIE Mapadpas3Hble MPeIIOKEHUsI, KOIUPYSI CEMaHTUYECKNE KOHIIEIITH B He-
IIpephIBHOE BEKTOPHOE MIPOCTPAHCTBO U ACKOAUPYS UX B pa3HOOOpa3HBIE TEKCTOBBIE (DOPMEL.
DTO MepBHIN MMOAXO, MCIOJIb3YIOINK KOHIICIITYaJbHOE IMapadpa3sypoBaHue IS a3epOaiim-
JKaHCKOTO SI3bIKa, oOecreyrBasi 3aMeTHbIe YIYUIIeHUST B MPUKIaAHBIX 3agadax. [IpennoxkeHb
TeOpeTUYECKHEe OCHOBBI METOJa, ero MaTeMaTuuyecKasi MOAeIb M MHTerpaiusi B KOHBelephl
00paboTKM MaHHBIX. B aKkcniepuMeHTax 1o KiaccuuKalmy TeKCTa METOJT ITPEBOCXOINUT CTaH-
JapTHBIC TEXHUKM ayTMEHTALIUM 10 TOYHOCTU M YCTOMYMBOCTH. MeTonI He TpeOyeT BHEIITHUX
JIEKCUIECKHNX PECypcoB, UTO JelaeT ero 0COOCHHO MOJE3HBIM IJIsI MaJOPECYPCHBIX SI3BIKOB.
MeTon MacmTabupyeTcs IJIs pa3IMIHBIX TUTIOB 3a7a4, BKJIIOYAst aHaJIU3 TOHAJbHOCTH, U3BJIC-
YeHHe CYIIHOCTEl M TeHepalnio TeKcTa. JlemaeTcs: BBIBOI, YTO MPEAT0KEHHBIN MOAXOI CYIIIe-
CTBEHHO IPOJBUTAaET yPOBEHb 0OPAOOTKM €CTECTBEHHOTO a3epOaiiixkaHCKOTO sI3bIKa U UMEeT
MOTEHIIMAJ PACIIUPEHUS Ha IPYTUe MaJIopeCypCHBIE SI3BIKH.

KnroueBbie cioBa: o0paboTKa €CTECTBEHHOIO $SI3bIKa, MaJIOPECYPCHBIN SI3BIK, ayrMeHTAIlMS
MaHHbIX, Tapadpa3Hbie BEKTOPHBIC MPEACTABICHUS, KOHTEKCTHbBIE BEKTOPHBIC MPEACTaBIE-
HUs, KJaccuduKalus TeKCTOB

Jas nurupoBanus: Aghayev A.F., Molodyakov S.A., Ustinov S.M. Text augmentation meth-
od via paraphrastic concept embeddings: A case study on Azerbaijani language // Computing,
Telecommunications and Control. 2025. T. 18, Ne 3. C. 46—57. DOI: 10.18721/JCSTCS.18304

Introduction

Natural language processing (NLP) for low-resource languages faces a fundamental challenge: the
lack of sufficient annotated data to train robust models. This paucity of data hinders effective training
of text processing systems [1]. In some cases, older rule-based NLP methods remain in use out of
necessity, but these can only be applied to very specific tasks [2].

Transformer-based models like BERT [3] have advanced language understanding, but require large
amounts of labeled data to perform well. In low-resource settings such as Azerbaijani, data augmen-
tation offers a practical solution by generating synthetic examples to improve model robustness [1].
Specifics of the language are important for augmentation. In this paper, the Azerbaijani language is used
for experiments.

The new augmentation technique is proposed, by which paraphrases of input sentences are gen-
erated by first mapping them to a semantic concept space and then decoding back to language using
neural networks. The findings show that the proposed method significantly improves model perfor-
mance over existing methods.
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Related work

Data augmentation is crucial for improving the performance of a wide variety of NLP models in
low-resource settings [1, 4—8]. Augmentation methods can be categorized into lexical substitution,
back-translation/paraphrasing and neural generation [4]. Methods like EDA [9] use synonym replace-
ment, insertion and deletion [1]. These rely on resources like WordNet [10], which are unavailable for
many low-resource languages. In [11], significant results were achieved for the relatively low-resource
Italian language by replacing specific parts of speech. While EDA is straightforward and effective for
small datasets [9], it can alter the original meaning of sentences, leading to inconsistencies and resulting
in ungrammatical sentences.

Another popular augmentation strategy is back-translation, when a sentence in the source lan-
guage is taken, translated into a pivot language (often English) and then translated back to the source
language using a translation system [1]. This process can produce a paraphrased version of the original
sentence. Back-translation can be successfully used for text augmentation [12]. It has the advantage
of generating fluent sentences (given a decent translator) and introducing variation in expression.
Back-translation was applied to Azerbaijani using a combination of the Facebook mBART50 model
and Google Translate [1], and notable gains in text classification accuracy were reported. Effective-
ness of back-translation for augmentation depends on the availability of machine translation systems
for the language pair in question — in this case, Azerbaijani and English. Furthermore, neural ma-
chine translation might introduce subtle meaning shifts or overly literal phrasing in the back-translated
output. For a low-resource language, the translation system itself may not be highly reliable, which can
limit the quality of augmented data.

A recent embedding-based method, RPN [13], introduces an augmentation approach by direct-
ly perturbing word embeddings with noise. The core idea of RPN is to apply controlled random
noise to individual word vectors within a sentence, thereby simulating semantic variability without
altering the text itself. RPN lacks a decoding mechanism and thus cannot generate real textual
paraphrases. This makes it impossible to evaluate the grammaticality or semantic fidelity of the
augmented data.

Generative adversarial networks (GANs) [14] have been explored for text augmentation by gener-
ating synthetic examples in feature space. However, due to the discrete nature of textual data, GAN-
based methods are less effective for generating coherent, grammatical sentences [15, 16].

Mixup-based methods, such as senMixup, interpolate sentence embeddings to synthesize new
training samples without requiring explicit text generation, improving regularization in classification
tasks [17]. In this method, interpolated sentence vectors are directly fed into a classifier and are not
decoded back into natural language, as there is no decoder component in the original architecture.
While this improves robustness and acts as an effective data-level regularizer, it fails to produce ex-
plicit, diverse or fluent text, limiting its utility in scenarios that require real language augmentation.

Paraphrase methods use bilingual pivoting by aligning English phrases through a shared foreign
language, paraphrase candidates are identified [18]. Later, resources like the Paraphrase Database
(PPDB) [19] provided millions of English paraphrase pairs, enabling training and evaluation of para-
phrase models. PPDB was used to learn paraphrastic sentence embeddings — vector representations,
where paraphrases are close in space [20]. The method of Paraphrastic Concept Embeddings (PaCE)
is based on the idea that numerical vectors in natural language processing encode the meaning of text
such that semantically similar utterances (including paraphrases) have similar vector embeddings.
The method is used to improve embedding quality by accounting for multiple ways of expressing
the same idea (paraphrases) and for semantic alignment — ensuring that different formulations of a
concept have close vectors. It has been applied, for example, in sentiment analysis tasks [20]. How-
ever, it has not previously been used for generating new meaning-preserving paraphrases. This em-
bedding-based view of paraphrasing server as the basis of PACE augmentation. The method enables
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expansion of training corpora for NLP models. However, most resources are English-centric, limiting
direct use for Azerbaijani due to the lack of a large paraphrase corpus.

In sum, NLP augmentation methods range from simple word swaps to advanced paraphrasing
models. For Azerbaijani, due to limited native resources, most work has relied on translation or lexical
edits [1]. PaCE offers a new direction: it trains a model to learn semantic relationships and generate par-
aphrases from a concept embedding space, extending ideas from paraphrastic embeddings and bilingual
pivoting using modern representation learning tailored to Azerbaijani.

Methodology

The PaCE augmentation pipeline consists of two main components:

1) aconcept embedding model that encodes sentences into a semantic vector space,

2) a paraphrase generation mechanism that decodes or transforms vectors in this space back into
novel sentences.

In contrast to traditional word-level methods like synonym replacement and back-translation,
PaCE operates directly on semantic concepts, which allows generating more semantically coher-
ent and linguistically accurate paraphrases. The training procedure for the concept embeddings, the
mathematical formulation of the paraphrastic similarity objective and the integration of this augmen-
tation into the end-task model training are also discussed.

PaCE Model

A concept is defined as the abstract semantic content shared by a set of paraphrastic sentences.
Formally, consider two sentences s, and s, in Azerbaijani that are paraphrases of each other (denoted
s, = s,). They express the same concept (meaning) using different wording. The goal is to learn an en-
coder function E(s) that maps any sentence s to a vector z = E(s) in a continuous concept embedding
space Z. For any pair of sentences §,, S, that are true paraphrases, their embeddings should be close.
Conversely, sentences with different meanings should be well-separated in this space. In essence, each
distinct concept corresponds to a region or cluster in the embedding space and all paraphrases of that
concept will lie in that region.

Model Architecture

To implement E(s), a sequence-to-sequence autoencoder architecture is adopted. The encoder is a
neural network (in this case, a transformer encoder similar to BERT’s encoder [3]) that produces a
fixed-size vector representation of the input sentence. The decoder is another neural network (a trans-
former decoder) that attempts to reconstruct the original sentence from the embedding. The combined
encoder-decoder is first trained as an autoencoder on Azerbaijani text data: given a sentence s, the
encoder produces z = E(s), and the decoder generates s = D(z), which is trained to match s. This
ensures that E£(s) retains enough information to reconstruct the sentence, effectively learning a la-
tent representation of the sentence. However, a standard autoencoder alone does not guarantee that
paraphrastic sentences map to similar embeddings. Therefore, an additional training signal using par-
aphrase pairs is introduced. The full architecture is illustrated in Fig. 1—-3, which decomposes the
PaCE process into modular components.

Paraphrastic pair training

A set of paraphrase pairs {(p,, ¢}, where p. = g, (sentence p, is a known paraphrase of q)), is lever-
aged. Such pairs can be obtained through various means in a low-resource setting: one approach is to use
back-translation or bilingual pivoting on available parallel corpora to produce candidate paraphrases (for
example, translate an Azerbaijani sentence into English and back, obtaining a paraphrase). A paraphrase
corpus for training was curated by translating a subset of Azerbaijani sentences into English and back into
Azerbaijani using a high-quality neural translator, and then manually filtering for true paraphrase equiv-
alence. During training, for each paraphrase pair (p, ¢), the encoder is encouraged to produce similar
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Fig. 1. Encoder-decoder autoencoder used to train the PaCE space.
Given a sentence s, the encoder outputs z = (s), which the decoder then reconstructs as s = D(z)

Concept Embedding z

rd "\
J’ v
Method A: Add Gaussian Noise R b O B e
Search
|
| [
1
B v
Sampled Embedding z', Sampled Embedding z;
| |
. S
— -

~—a e

Decoder D — Paraphrase x"

Fig. 2. New sentence embeddings z' are generated by sampling near
z — either by noise injection or by retrieving a nearby neighbor in embedding space.
These embeddings are decoded back into paraphrased sentences x'

embeddings E(p) and E£(q). This can be done with a contrastive loss or a Siamese network setup:
the distance ”E ( p) -F (q)||2 for each paraphrase pair is minimized, while for non-paraphrase pairs

(p, 1) the distance could optionally be maximized or a margin used. In practice, a contrastive loss
L defined as:

pa

2

b

L= % |E(p)-E(q)

( p,q) paraphrase 2

is used, which pulls paraphrase embeddings together (it was found that explicitly pushing away
non-paraphrase pairs was not necessary when combined with the autoencoder objective and the inher-

ent separation of distinct sentences). The autoencoder reconstruction loss L, => (L (D(E (S )),S)

(where L is a token-level cross-entropy between output § = (D(E(S))) and original) runs in paral-
lel. The combined training objective is:
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Fig. 3. Each generated paraphrase x'is checked for semantic similarity to the original
and for grammatical correctness. If both conditions pass, it is added to the augmented dataset with the same label

L

total

=L, + KLpam,
where A is a weighting factor that balances reconstruction fidelity and paraphrase clustering. A is chosen
based on validation performance; it controls how strongly paraphrase similarity is enforced in the em-
bedding space.

By training with this objective, the encoder E learns a vector space Z where sentences are em-
bedded according to their semantic content. After training, if £ (s,) and E (s,) are close, 5, and s, are
expected to be paraphrases. E(s) is referred to as the PaCE model.

Paraphrase generation by concept embeddings

Once the concept embedding model £ (and decoder D) is obtained, it is used to generate new sen-
tences for data augmentation. Fig. 4 illustrates the overall PACE augmentation pipeline. Starting with a
labeled dataset, each sentence x is passed through the encoder £ to produce a semantic embedding z.
To generate paraphrases, nearby points z' are sampled around z using two methods: adding Gaussian
noise or retrieving a nearest neighbor from existing embeddings. The first method encourages diversity;
the second retrieves high-quality paraphrases if similar examples exist. Each z is decoded by the de-
coder D into a candidate paraphrase x'. A two-stage filter then ensures quality.

The method consists of the following stages:

» encoding sentences into semantic vectors,

* identifying their underlying concept,

+ perturbing the vector to obtain a new point with similar meaning,

* decoding this into a paraphrased sentence,

« verifying semantic similarity and grammatical correctness.

The proposed method differs from prior approaches by explicitly modeling paraphrastic similarity in
a learned semantic space, rather than relying on surface-level edits or translation-based transformations.
Unlike synonym substitution, which often breaks grammaticality in morphologically rich languages, or
back-translation, which introduces uncontrolled variations, PaCE generates fluent paraphrases with pre-
served meaning through concept-level perturbations.
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First, cosine similarity between COS(E (x’),E (x)) must exceed a threshold (6 = 0.8) to retain se-
mantic meaning.

Second, grammaticality is checked using a RoBERTa-based perplexity filter trained on Azerbai-
jani. We compute pseudo-perplexity scores using a RoOBERTa [21] model fine-tuned on Azerbaijani
corpora. Given that ROBERTa is a masked language model (MLM), we adopt the pseudo-perplexity
approach [22], where each token in a sentence is masked individually and the model predicts the
masked token based on its context. The average log-likelihood across all tokens provides a pseu-
do-perplexity score, which serves as a proxy for grammaticality. Sentences with scores exceeding a
predefined threshold are filtered out to ensure grammatical correctness.

Only paraphrases passing both checks are added to the augmented dataset with the same label y.
This enriched dataset is then used to train the final classifier.

Implementation details

The models were built using the PyTorch deep learning framework and HuggingFace Transformers
library for ease of implementation. The concept embedding model’s encoder and decoder were initialized
from a multilingual pre-trained model (mBARTS50) which is trained for many-to-many translation in-
cluding Azerbaijani; this provided a strong starting point for Azerbaijani encoding/decoding. This model
was fine-tuned on Azerbaijani autoencoding and paraphrase objectives. This cross-utilization of a trans-
lation model for paraphrasing is an example of transfer learning and it aligns with the idea of bilingual
pivoting — the mBART model’s latent space already has some notion of aligning Azerbaijani with other
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languages, aiding concept space learning. The classifier model for evaluation was a RoBERTa-based
Azerbaijani language model (pre-trained on news data [1]) fine-tuned on the specific classification
task. All hyperparameters (such as learning rates, noise levels, thresholds) were optimized on a devel-
opment set.

By encapsulating this methodology as a software toolkit, a reusable augmentation module for Azer-
baijani NLP tasks is contributed. The entire PaCE pipeline — from concept embedding training to da-
taset augmentation — represents a form of software support for computing systems handling language
data. It is essentially an add-on component that can integrate with existing NLP training workflows,
providing a mathematical and algorithmic enhancement to the data processing stage.

Experiments and results

The effectiveness of PACE augmentation is evaluated on a text classification task in Azerbaijani.

Dataset

For the experiments, a publicly available Azerbaijani news classification dataset, AZERNEWS, de-
rived from the Azertac news agency corpus [1] is used. It consists of news article sentences labeled by
category.

Dataset statistics

The subset used in the experiments contains 10000 labeled instances in total. The distribution is
somewhat imbalanced: Politics (3500 sentences), Economy (2800), Sports (1700), Culture (2000). A
class-balanced evaluation set was maintained to fairly assess performance across categories. The data
was split into 8000 training examples, 1000 validation and 1000 test. The average sentence length is
about 15 words (with significant variance, as news sentences can range from short headlines to longer
explanatory sentences).

Before augmentation, basic text preprocessing was performed: all text was lowercased (Azerbaijani
is typically written in Latin script with special characters like 9, 1, etc., which were preserved) and some
typical OCR or spelling errors found in the dataset were corrected.

Models and training

Baseline classifier

As the baseline model for classification, a pre-trained multilingual ROBERTa model that had been
further tuned on Azerbaijani news [1] was used. This model, referred to as Az-RoBERTa, is an en-
coder-only transformer model capable of producing contextualized embeddings for Azerbaijani text.
A classification layer was added on top of Az-RoBERTa to predict the news category label. This base-
line already leverages transfer learning (from unlabeled news data via RoOBERTa pre-training), which is
known to improve performance in low-data regimes. However, it is expected that data augmentation can
further improve results by providing additional labeled variations.

Augmentation strategies compared

The following training setups are compared:

a. No Augmentation (Baseline) — training on the original 8k training sentences only.

b. Synonym Augmentation — a lexical augmentation method akin to EDA [9] is applied, replacing
1—2 nouns or adjectives in each sentence with synonyms. Since Azerbaijani lacks a WordNet, a small
synonym dictionary was built from a bilingual English-Azerbaijani dictionary: English WordNet syno-
nyms were mapped to their Azerbaijani translations where possible. This provided a limited resource to
replace some words (for example, “boyiik” could be replaced with “iri” for “big/large”). One augment-
ed sentence per original was generated with this method.

¢. Back-Translation Augmentation — the Facebook mBARTS50 model is used to translate each Azerbai-
jani sentence to English and back to Azerbaijani generating one paraphrase per sentence.

d. PaCE Augmentation — using the concept embedding method, up to 2 paraphrases per sentence are
generated as described in Fig. 4.
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All augmented datasets (b, ¢ and d) roughly double the amount of training data (to ~16k instanc-
es, except synonym augmentation which resulted in slightly fewer augmentations for some sentences
where no synonym was found). The Az-RoBERTa classifier is trained on each augmented training set
with the same hyperparameters as the baseline for a fair comparison.

Model performance was evaluated on the held-out test set of 1000 instances, using accuracy and
macro-averaged F1 score as the primary metrics. Accuracy measures overall correctness, while mac-
ro-F1 gives equal weight to each class, which is important given the class imbalance. We also report
per-class precision and recall to understand where improvements are coming from. All results are aver-
aged over three training runs with different random seeds to ensure robustness; we report the mean and
standard deviation. We perform statistical significance testing (paired t-test) between the baseline and
PaCE-augmented model to verify if improvements are significant.

The results of text classification across four categories are presented in Table 1. The baseline model
(without augmentation) already achieves decent accuracy, considering the use of a pre-trained model.
However, augmentation methods yield clear improvements. Augmentation using PaCE shows the best
results, significantly outperforming both synonym-based and back-translation augmentation.

Table 1
Classification performance with different training data augmentations
Training data Accuracy (%) | Macro-F1 (%) | Politics F1 | Economy F1 | Sports F1 | Culture F1
No augmentation (8k) 76.8 £ 0.5 74.3 £0.6 78.1 72.5 69.0 77.5
+Synonym augment (EDA) 79.4 +0.7 76.1 £0.8 80.0 75.0 71.2 78.5
+ Back-translation 81.0£0.6 78.0£0.5 82.3 77.4 74.1 78.2
+ PaCE augment 84.5+04 81.7+ 0.5 85.9 80.5 78.3 82.0

As shown in Table 1, performance is consistently improved by augmenting the data over the
no-augmentation baseline. Synonym replacement provides a modest boost of around 2.6% in accu-
racy, which indicates that even simple lexical variety helps the model generalize better. Back-trans-
lation performs better, with about 4.2% accuracy gain over baseline, likely because the paraphrases
generated are more diverse and contextually richer than the limited synonym sets. The proposed
PaCE augmentation delivers a further jump, achieving 84.5% accuracy, approximately 7.7% higher
than the baseline and 3.5% higher than back-translation. The macro-F1 score shows a similar trend,
with PaCE > back-translation > synonym > baseline. These improvements are found to be statistically
significant (p < 0.01 for PaCE vs baseline, and p < 0.05 for PaCE vs back-translation, under a paired
t-test across the three runs).

In terms of per-category performance, F1 scores across all news categories were improved by PaCE
augmentation, with the largest gains in the Sports category (+9.3 points over baseline F1) and Econ-
omy (+8.0 points). These two categories had relatively fewer training examples initially, so the ad-
ditional paraphrased examples had a pronounced effect on the model’s ability to recognize varied
expressions of sports and economic news. For instance, in Sports, the baseline might have learned
keywords like “qalib galdi” (“won”) or “oyun” (“game”), but with augmentation, alternative phras-
ings like “mohz qazandi” (“secured victory”) or “qarsilasma” (“match”) were also seen, reducing
the model’s reliance on any single phrasing. The Culture category, interestingly, showed a smaller
improvement (F1 from 77.5 to 82.0) compared to others; this could be because the model already
performed well on Culture, or because some paraphrases in cultural context (e.g., names of artistic
works or terms) are harder to generate without loss of meaning, so augmentation helped slightly less.
Nevertheless, every category saw an increase in F1, indicating that PaCE augmentation is broadly
effective and not limited to specific content.
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Semantic similarity between original sentences and their PaACE-generated paraphrases was also meas-
ured to ensure that augmentation did not drift from the intended meaning. Using the encoder EE cosine
similarity, the average similarity was 0.89 for accepted paraphrases (by design it had to be > 0.8), compared
to 0.95 for the trivial identity paraphrase. For back-translation outputs, an average similarity of 0.83 was
measured, confirming that PaCE’s filtering indeed produced paraphrases that were closer in meaning to
the source than unfiltered back-translations. This likely contributed to the classifier’s superior perfor-
mance, as training data augmented with PaCE had less noise (fewer label inconsistencies or off-topic
sentences).

Overall, the experimental results confirm that PaACE augmentation leads to superior model perfor-
mance on our Azerbaijani classification task. By injecting diverse yet semantically consistent training ex-
amples, the model generalizes better and is more robust to linguistic variations. In the next section, we
delve deeper into the implications of these results, analyze why PaCE outperforms the alternatives, and
discuss any limitations observed.

Conclusion

This paper proposed PaCE augmentation, a novel data augmentation method for Azerbaijani NLP.
The method differs from existing approaches by operating at the sentence level through semantic con-
cept embeddings, ensuring paraphrased outputs maintain full semantic coherence and grammatical cor-
rectness, crucial for morphologically rich languages like Azerbaijani.

The experiments on Azerbaijani news text classification demonstrated that PaCE significantly im-
proves performance, achieving a 7—8% absolute accuracy gain over strong baselines and conventional
methods like synonym replacement and back-translation. The method consistently enhanced model
robustness across multiple categories, effectively addressing both data scarcity and linguistic variability.

PaCE’s key novelty is bridging representation learning and data augmentation, enabling controlled
and meaningful paraphrase generation without external lexical databases or translation tools. This re-
sults in high-quality, natural-language paraphrases inspectable by engineers, unlike vector perturbation
methods (e.g., RPN). Additionally, PaCE is task-agnostic and thus broadly applicable across various
NLP applications. A specific mathematical formulation was developed, and a corresponding software
component implemented. Practically, NLP engineers can readily incorporate PaCE into training pipe-
lines to enhance system performance and precision.

The approach is applicable to other low-resource languages, given minimal paraphrase training data,
making it valuable beyond Azerbaijani. However, a distinctive advantage for Azerbaijani is the method’s
natural handling of its complex morphology, ensuring grammatical accuracy in augmented sentences.

In conclusion, PaCE augmentation provides a significant methodological advancement for low-re-
source NLP, particularly for Azerbaijani, encouraging further exploration and broader integration into
NLP workflows.
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AHHOTaIMA. ABTOMATH3allMs U3BJICUCHUS TaHHBIX O COCTaBaX M CBOMCTBAX CTEKOJ M3 Ha-
YYHOH JIUTepaTypbl KPUTUYECKU BakHa IJI YCKOPEHUS pa3pabOTKM HOBBIX MaTepHuajioB. B
paboTe TIpeacTaBIcH METOM, MHTCTPUPYIOMINIA: 1) COOp MOTHOTEKCTOBBIX CTAaTeil C ITOMOIIIBIO
Elsevier Research Products APIs, 2) npenodpaboTKy TekcTa, 3) KOHTEKCTHO-3aBUCUMOE M3-
BJIcYEHUE CTPYKTYPUPOBAHHBIX JAHHBIX C MOMOIIbIO OOJBIION s13bIKOBOI Moaenu (LLM) u
JIOMEHHO-CITeLIM(PUUHOTO TTpoMMTa, 4) MoToJiIHeHre 0a3bl 3HaHUH o cTekaax. KiaoueBbIM 10-
CTUXXEHHEM cTaja pa3paboTka nmpommnTa, obecrneynBaroinero TouHoctb F1=0,99 nis ussneue-
HUSI XUMUYECKUX COCTABOB M MX CBOMCTB, a TAKXKe KOPPEKTHOTO YCTAHOBJICHUS CBSI3CH MEKIY
HUMHU Ha BBIOOpKe u3 50 crareit. [IpemmaraeMplii MeTON 3HAUYMTEIBHO YIIPOIIAeT aBTOMATH-
YecKoe CO3JaHue U HeMpepbhIBHOE OOHOBJICHME 0a3 3HAHMI O CTEKJe, TeM CaMbIM YCTpaHss
TPAAULIMOHHYIO 3aBUCMMOCTb OT BPYYHYIO OTOOpaHHBIX, MOTEHIIMAIbHO YCTAPEBLINX PECYPCOB U
obecrieunBas HaIEeXKHYIO, YIIPABISIEMYI0 JaHHBIMIA OCHOBY JUIST 3(D(EKTUBHOTO ITPOCKTUPOBAHMST
CTEKOJI C 3aJaHHBIMU CBOMCTBAMM C TTOMOIIBIO MAIITMHHOTO OOyYEHUS.
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richment of a knowledge base on glass compositions and properties based on data from scientific
publications // Computing, Telecommunications and Control. 2025. T. 18, Ne 3. C. 58—67. DOI:
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Introduction

Contemporary materials science research, particularly in designing functional glasses for optics, elec-
tronics and energy, faces an exponential growth of published data. Critical data on chemical compositions
and physicochemical properties needed for predicting and designing new glasses remain “locked” in un-
structured text of scientific publications [1]. Manual data collection and sorting requires a lot of labor-in-
tensive: an expert may require up to one hour to thoroughly analyze a single article. This approach not only
slows progress but also makes real-time analysis of thousands of publications impossible. Extracting data
for multicomponent glass systems is especially challenging, where compositions are described in diverse,
often non-standard formats (linear combinations, variable-based formulas, at.%/mol.% etc.) and proper-
ty values heavily depend on synthesis and measurement methods. This specificity hinders traditional auto-
mated extraction methods. Large-scale, well-characterized data is fundamental for ensuring the accuracy
and reliability of material inferences [2]. For example, the SciGlass database [3], long considered the gold
standard for glass properties, is no longer updated, rendering it unsuitable for analyzing modern research.
The lack of up-to-date structured glass composition and property data impedes the development of new
materials with tailored properties. Given the rapidly expanding volume of scientific literature on glasses,
automated extraction of composition and property data has become increasingly vital.
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Breakthroughs in natural language processing (NLP), driven by the transformer architecture and
attention mechanisms [4], have opened new avenues for textual data analysis [5—10]. Large language
models (LLMs) like GPT [11], BERT [12] and Falcon [13] demonstrate unique capabilities in identi-
fying semantic relationships and extracting hidden patterns from weakly structured texts. LLM-based
methods often surpass classical NLP approaches in tasks requiring deep contextual understanding. Tra-
ditional entity extraction pipelines (e.g., OSCAR [14], ChemicalTagger [15], ChemDataExtractor [16])
are effective for text mining in chemistry and materials science but are limited by rigid templates and
poor adaptation to semantic nuances. A key advantage of LLMs — particularly valuable for domains
with complex data structures — is flexible extraction adaptation via prompt engineering techniques,
enabling task-specific tailoring without resource-intensive fine-tuning [17, 18].

Current research confirms LLM effectiveness for scientific publication data extraction [19—21]. For
example, in [19], BERT is refined on battery publications, combining question-answering with classi-
cal NLP to extract battery components (cathode, anode, electrolyte) and link them to characteristics
like capacity and cycle stability, improving specialized database population accuracy by 18%. In [20], a
ChemPrompt Engineering approach is proposed using ChatGPT to automate extraction of metal-organic
framework (MOF) synthesis conditions. In [21], a pipeline for extracting reticular material (MOF, COF)
synthesis parameters from Elsevier API-sourced PDFs using language models is implemented. While ex-
isting studies confirm LLM efficacy for chemistry and materials science data extraction, current solu-
tions either require domain-specific model fine-tuning or lack adaptation to key features of glass system
descriptions, such as diverse composition formats, mandatory unit handling and measurement method
dependencies.

This article describes an automated knowledge base enrichment method combining an LLM guided
by a specially designed domain-specific prompt without additional training or fine-tuning. The method
enables intelligent digital platforms capable of near-real-time analysis of thousands of publications.
This is particularly relevant for AI-driven design of glasses with target properties, where data quality and
volume directly impact accuracy.

Method

The ultimate goal of this work is to create a continuously updated knowledge base on glasses. The
target data schema is designed to store not only individual facts but also the complex relationships crit-
ical for analysis and predictive modeling. Its core consists of the following entities: detailed records of
chemical compositions, specifying the concentration type (at.%, wt.%, mol.%), material properties, each
accompanied by a value, unit of measurement and, crucially, the measurement method, ensuring correct
comparison of data from different sources and enriched publication metadata (authors, journal, year).
To transform the unstructured text of scientific articles into such a relational structure, an end-to-end
pipeline was developed. Its key task is not merely to extract mentions of substances and numbers, but to
correctly interpret them in context, identify relationships between them and package them into a strict,
formalized format (JSON) suitable for automatic analysis using the following pipeline.

Pipeline

The proposed method for automated glass property knowledge base formation is implemented as fol-
lows (Fig. 1):

1. Article Retrieval: Full-text articles in XML format are downloaded from ScienceDirect via Elsevier
Research Products APIs.

2. Preprocessing: Article text is processed. Only main text and metadata are extracted, with irrelevant
elements removed (figure references, bibliographies, etc.).

3. LLM Text Processing: Preprocessed text is fed into an LLM with a prompt generating structured
JSON of a specified format.

4. Postprocessing: The LLM response is processed, and extracted information is saved to a database.
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Fig. 1. Automated knowledge base formation pipeline

Article extraction via Elsevier API

The Elsevier API is utilized to access full-text scientific publications from the ScienceDirect library to
extract information on glass compositions and properties. When developing automated scientific article
processing systems using language models, the selection of an input data format that ensures accurate in-
terpretation of information, particularly tables, is crucial. Although several formats (JSON, PDE XML,
TEXT) are available via the Elsevier API, the XML format was selected in this study. This choice was
driven by the issue of incorrect recognition of missing values in tables encountered when using other data
formats, which adversely affected information extraction quality.

To collect relevant publications, a search query was executed via the Elsevier API, incorporating the
following keyword combination: “glass”, “chalcogenide glass”, “As-Se”, “Tg”, “density”. To minimize
noise and enhance the relevance of input data fed into the language model, article text preprocessing was
implemented. This preprocessing involves removing information unrelated to material compositions and
properties. Specifically, only tables and the main body text are extracted from the source XML. This ap-
proach is necessary to ensure the model focuses on the core article content — where methods, results and
discussion are presented — and to reduce the volume of input data processed by the model. The output is
a cleaned text containing exclusively data relevant for analysis.

Information extraction

The Qwen 3 LLM was selected for automating structured glass composition/property extraction. Qwen
3 employs a hybrid approach with two modes:

» Thinking Mode: The network spends time reasoning step-by-step before final output.

This mode is essential for decomposing intricate material descriptions, resolving ambiguities in ter-
minology or units, and inferring implicit relationships between composition and properties — common
challenges in scientific text extraction.

* Non-Thinking Mode: Delivers rapid “near-instant” responses (suited for simple queries prior-
itizing speed).

Qwen 3 offers revolutionary advances in logical reasoning, instruction following, agent capabilities and
multilingual support. The explicit reasoning chain in Thinking Mode significantly enhances the reliability
and accuracy of extracted data from dense, research papers. It is open-source and free to use.

Prompt engineering

Prompt engineering is crucial for extracting glass composition/property data from publications. It
precisely formulates queries for LLMs, minimizing hallucination risks [22] and improving accuracy. For
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complex data structures, prompts must explicitly instruct the LLM to output extracted information in a strict
format. JSON is optimal due to its ubiquity in LLM training data, ensuring correct structuring and sim-
plifying downstream processing. Thus, effective prompt design optimizes extraction and reduces error risks.

An iterative prompt development approach was applied. The prompt underwent several refinement
cycles using a validation set of 10 articles, which were excluded from the final test sample. The key
stages of this refinement process are described below. The initial prompt defined for the LLM requested
extraction of all glass compositions and properties in JSON format.

Initial prompt:

Analyze the provided text and extract information about the compositions and their properties. Present the
result in JSON format, grouping the properties by each composition. If the text mentions multiple compositions,
create a separate object for each one. For each composition, specify its name and a list of properties, where each
property contains a nhame and a value (if specified). If the property value is not specified, leave the field empty
or use null.

This prompt formulation revealed two key limitations:

1. Inconsistent JSON formatting. The model returned JSON objects with varying structures, compli-
cating subsequent processing.

2. Incorrect handling of chemical formulas. The model failed to interpret complex composition ex-
pressions, such as (100 — x)[70GeO, — 12BaF, — 10Ga,0, — 3Ba0 — 3La,0, — 2Y,0,] — xDy,0,, and to
calculate elemental composition percentages.

To overcome these issues, the prompt was significantly enhanced. The core modifications included:

« Explicit instructions for composition parsing.

The LLM was explicitly tasked to identify different compositional formats (e.g., linear combinations,
percentage-based notations) and to calculate elemental percentages using provided formulas. A critical
addition was the requirement to determine and output the type of percentage (wt%, mol%, at%) for each
composition, as this is essential for interpreting the data correctly.

Instructions:

1. Composition Identification

— Detect all compositional formats:

a) Linear combination: (1 — x)*[Base] + x-[Additive] (e.g., "(1 — x)-Ge,As,,Se,,, + x Te")
b) Percentage-based notation: Ge As,Se,, or As,Se  Te,,

— Determine percentage type (wt/atomic/mol. %)

— For linear combinations:

* Calculate wt/atomic/mol. % using:

‘Element% = (1 — x)*(base_%) + x*(additive_%)"

* Round to 2 decimal

— For percentage-based notation: Keep original wt/atomic/mol. percentages

» Strict JSON schema definition.

A comprehensive JSON example was embedded into the prompt to enforce a consistent output struc-
ture. The schema requires each composition entry to include the following keys:

e “type”: “calculated” for expressions requiring computation (e.g., linear combinations), “raw” for
direct notations.

« “percentage type”: The unit of the composition's concentration (“mol%”, “wt%”, “at%”).

» “formula”: The original compositional expression as found in the text.

e “x”:The value of the parameter x for parametrized compositions.

+ “composition”: A key-value object where each key is a chemical element/compound and its value

is the calculated or extracted percentage.
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» “properties”: A key-value object where each key is a property name. Each property must be an ob-
ject containing the keys “value” and “unit”.

JSON Structure

we.

Yison
{f
"compositions"”: {
"GAST-1":{
"“type": "calculated”,
"percentage_type": "mol%",
Jormula™: "(1 — 0.2)-Ge,As,Se,, + 0.2-Te",
"x": 0.2,
"composition”: {"Ge": 20.0,"As": 20.0,"Se": 40.0,"Te": 20.0},
"properties”: {"density": {"value": 3.45, "unit": "g/cm’" },
"Tg": {"value": 285, "unit": "C" }}
b

However, this prompt formulation also proved suboptimal. Further testing revealed the following issues:
» Hallucination on missing compositions.

When no chemical compositions were found in the article text, the LLM occasionally hallucinated by

returning the example response provided in the prompt.
* Omission of duplicate properties.

The LLM skipped properties with identical names. For instance, if glass transition temperature was
measured using multiple methods in an article, only one value was extracted. The same behavior occurred
with properties like refractive index.

These issues were resolved by adding explicit instructions to the prompt:

» Return empty JSON if no compositions are detected.

4. JSON Structure

— If NO COMPOSITIONS detected: return {}
— For each detected composition:

(i

ison

* For multiple measurements of the same property, require the LLM to include the full property name
and measurement method in its output.

— Include the measurement method from the text. If method is unspecified — "measurement _meth-
od": "Not specified".

— Map abbreviations to full names (e.g., "Eg" — "Optical Bandgap", "HV" — "Vickers Hardnes")
— Format properties as key-value pairs:

‘json

"properties": {"property _abbreviation": {

"property full name": "...",

)

", ”

value': ...,

nit”: ..,
v’]’neasurement_method"‘. n n}} w
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Fig. 2. Prompting architecture

Consequently, the final prompt for extracting glass compositions and properties was formulated and
is available in the GitHub repository associated with this work!.

The extraction of precise compositional and property data from unstructured glass science literature
necessitates overcoming significant challenges, including variable notation formats, domain-specific ter-
minology and specific requirements for outputs. To address these, a multi-faceted prompt engineering
strategy was implemented, combining established techniques to optimize LLM performance.

Role prompting was employed to instill domain-specific expertise, achieved through the explicit
directive: “Act as a materials science expert specializing in glasses”. A precise task formulation followed,
stating: “Your task is to meticulously extract compositional data and property values from research pa-
pers”. This explicit framing focused the model’s processing exclusively on targeted data extraction,
minimizing diversion toward ancillary content within source texts. Instruction-based prompting under
a zero-shot paradigm provided detailed procedural rules without in-context examples. Structured output
prompting enforced rigorous schema compliance through a predefined JSON structure. The synergistic
integration of these techniques transformed the LLM into a domain-constrained information extraction
agent, as visualized in Fig. 2. Role prompting established foundational expertise, task formulation de-
fined the operational objective, instruction-based rules governed the technical execution, and struc-
tured output prompting ensured machine-processable structured output. This layered methodology
enabled reliable, automated curation of materials data from complex research texts.

Postprocessing

The JSON response from the LLM is merged with article metadata extracted from the source XML
text and undergoes further processing before storage in the knowledge base. This processing includes
JSON parsing, data validation, linking of the LLM’s JSON response to article metadata and persistence
of validated records to a relational database.

Core stored entities comprise:

1. Publication Metadata:

* Article title
 Author list

* Journal name

» Publication year

! https://github.com/EvgenDI/automated-glass-data-extraction
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» Page range
2. Extracted Data:
* Chemical compositions
 Properties (value, unit of measurement, measurement method, full descriptive name)

Results and discussion

To evaluate the quality of glass composition and property extraction from scientific publications,
50 articles were selected. A materials science expert manually extracted glass composition data,
corresponding properties, and their relationships from these articles, creating a benchmark dataset
containing 253 compositions and 1685 properties.

Testing employed a local Qwen-3-14B model with chain-of-thought reasoning enabled. The model
was deployed on a system with 1x Tesla A100 80GB GPU, 8 CPU cores, and 243 GB RAM. Standard
information extraction metrics were used for robust and standardized evaluation: precision, recall and
Fl-score.

— Precision reflects the proportion of relevant information among all extracted data. High precision
indicates most extracted information is correct (few false positives).

— Recall indicates the proportion of available relevant information successfully extracted. High re-
call signifies minimal omission of relevant information (few false negatives).

— Fl1-score is the harmonic mean of precision and recall. This metric provides a balanced perfor-
mance assessment by considering both extraction accuracy and completeness.

Results (Table 1) confirm the method’s high reliability:

« Composition identification precision: 100% (all extracted compositions/properties matched
the benchmark)

* Only 1% of glass compositions were omitted.

» Correct relationships were established for 99% of accurately extracted compositions and prop-
erties (pair Fl1-score = 0.99).

This relational accuracy is critical for building trustworthy knowledge bases.

Table 1
Information extraction quality assessment
Metric Compositions Properties Composition/Property
Precision 1 1 0.99
Recall 0.99 0.99 0.99
Fl 0.99 0.99 0.99

The high F1-score underscores the potential for automating glass data extraction, reducing man-
ual processing time. These results demonstrate that modern LLMs can significantly accelerate expert
knowledge extraction while maintaining high reliability.

Conclusion

This study developed a method that integrates automated full-text article extraction from Science-
Direct with the application LLM and engineered domain-specific prompt. The developed method
demonstrated high accuracy in extracting structured data on glass composition and properties from
scientific publications. Testing on a separate set of 50 articles yielded an F1-score of 0.99, demon-
strating its high efficacy. The capabilities of the method significantly facilitate the transition from
manual data collection to automated knowledge extraction. This achievement paves the way for creat-
ing self-learning systems capable of accelerating the development of glasses with targeted properties.

65



4 MHTennekTyasnbHble CUCTEMBI U TEXHOSOTNN, I/ICKyCCTBeHHbIl‘/JI NHTENNEKT >

REFERENCES

1. Krallinger M., Rabal O., Lourenco A., Oyarzabal J., Valencia A. Information retrieval and text mining
technologies for chemistry. Chemical Reviews, 2017, Vol. 117, No. 12, Pp. 7673—7761. DOI: 10.1021/acs.chem-
rev.6b00851

2. Hill J., Mulholland G., Persson K., Seshadri R., Wolverton C., Meredig B. Materials science with large-
scale data and informatics: Unlocking new opportunities. MRS Bulletin, 2016, Vol. 41, Pp. 399—409. DOI:
10.1557/mrs.2016.93

3. Mazurin O.V., Leko V.K., Streltsina M.V., Shvayko-Shvaykovskaya T.P. Sovremennoe sostoianie bazy
dannykh informatsionnoi sistemy SciGlass v oblasti opticheskikh kharakteristik stekol [The current state of the
SciGlass information system database in the field of optical characteristics of glasses]. Nauchno-tekhnicheskii
vestnik sankt-peterburgskogo gosudarstvennogo universiteta informatsionnykh tekhnologii, mekhaniki i optiki | Sci-
entific and Technical Bulletin of Information Technologies, Mechanics and Optics], 2004, No. 13, P. 253.

4. Foppiano L., Lambard G., Amagasa T., Ishii M. Mining experimental data from materials science litera-
ture with large language models: an evaluation study. Science and Technology of Advanced Materials: Methods,
2024, Vol. 4, No. 1, Art. no. 2356506. DOI: 10.1080/27660400.2024.2356506

5. Peng R., Liu K., Yang P., Yuan Z., Li S. Embedding-based retrieval with LLM for Effective Agriculture
Information Extracting from Unstructured Data. arXiv:2308.03107, 2023. DOI: 10.48550/arXiv.2308.03107

6. Patiny L., Godin G. Automatic extraction of FAIR data from publications using LLM. Chem Rxiv, 2023.
DOI: 10.26434 /chemrxiv-2023-05v1b-v2

7. Biswas A., Talukdar W. Robustness of structured data extraction from in-plane rotated documents using
multi-modal Large Language Models (LLM). arXiv:2406.10295, 2024. DOI: 10.48550/arXiv.2406.10295

8. Birhane A., Kasirzadeh A., Leslie D., Wachter S. Science in the age of large language models. Nature
Reviews: Physics, 2023, Vol. 5, Pp. 277—280. DOI: 10.1038/s42254-023-00581-4

9. Manjotho A.A., Tewolde T.T., Duma R.A., Niu Z. LLM-guided fuzzy kinematic modeling for resolving
kinematic uncertainties and linguistic ambiguities in text-to-motion generation. Expert Systems with Applica-
tions, 2025, Vol. 279, Art. no. 127283. DOI: 10.1016/j.eswa.2025.127283

10. Chen X., Huang X., Gao Q., Huang L., Liu G. Enhancing text-centric fake news detection via exter-
nal knowledge distillation from LLMs. Neural Networks, 2025, Vol. 187, Ar. no. 107377. DOI: 10.1016/j.neu-
net.2025.107377

11. Achaim J., Adler S., Agarwal S. et al. GPT-4 Technical Report. arXiv:2303.08774, 2023. DOI:
10.48550/arXiv.2303.08774

12. Devlin J., Chang M.-W., Lee K., Toutanova K. BERT: Pre-training of deep bidirectional transformers
for language understanding. arXiv:1810.04805, 2018. DOI: 10.48550/arXiv.1810.04805

13. Ebtesam A., Hamza A., Abdulaziz Al. et al. The Falcon Series of Open Language Models. arX-
iv:2311.16867,2023. DOI: 10.48550/arXiv.2311.16867

14. Jessop D.M., Adams S.E., Willighagen E.L., Hawizy L., Murray-Rust P. OSCAR4: a flexible architecture
for chemical text-mining. Journal of Cheminformatics, 2011, Vol. 3., Art no. 41. DOI: 10.1186,/1758-2946-3-41

15. Hawizy L., Jessop D.M., Adams N., Murray-Rust P. ChemicalTagger: A tool for semantic text-mining
in chemistry. Journal of Cheminformatics, 2011, Vol. 3, Art. no. 17. DOI: 10.1186/1758-2946-3-17

16. Mavraci¢ J., Court C.J., Isazawa T., Elliott S.R., Cole J.M. ChemDataExtractor 2.0: Autopopu-
lated ontologies for materials science. Journal of Chemical Information and Modeling, 2021, Vol. 61, No. 9,
pp. 4280—4289. DOI: 10.1021/acs.jcim.1c00446

17. Chen B., Zhang Z., Langrené N., Zhu S. Unleashing the potential of prompt engineering for large lan-
guage models. Patterns, 2025, Vol. 6, No. 6, Art. no. 101260. DOI: 10.1016/j.patter.2025.101260

18. Knoth N., Tolzin A., Janson A., Leimeister J.M. Al literacy and its implications for prompt engineer-
ing strategies. Computers and Education: Artificial Intelligence, 2024, Vol. 6, Art. no. 100225. DOI: 10.1016/j.
caeai.2024.100225

66



4 Intelligent Systems and Technologies, Artificial Intelligence

19. Huang S., Cole J.M. BatteryBERT: A pretrained language model for battery database enhancement.
Journal of Chemical Information and Modeling, 2022, Vol. 62, No. 24, Pp. 6365—6377. DOI: 10.1021/acs.
jcim.2¢00035

20. Zheng Z., Zhang O., Borgs C., Chayes J.T., Yaghi O.M. ChatGPT Chemistry assistant for text min-
ing and the prediction of MOF synthesis. Journal of the American Chemical Society, 2023, Vol. 145, No. 32,
Pp. 18048—18062. DOI: 10.1021/jacs.3¢c05819

21. Da Silva V.T., Rademaker A., Lionti K., Giro R., Lima G., Fiorini S., Archanjo M., Carvalho B.W., Neu-
mann R., Souza A., Souza J.P., de Valnisio G., Paz C.N., Cerqueira R., Steiner M. Automated, LLM enabled
extraction of synthesis details for reticular materials from scientific literature. arXiv.2411.03484, 2024. DOI:
10.48550/arXiv.2411.03484

22. JiZ., Lee N., Frieske R., Yu T., Su D., Xu Y., Ishii E., Bang Y.J., Madotto A., Fung P. Survey of hallu-
cination in natural language generation. arXiv.2202.03629, 2022. DOI: 10.48550/arXiv.2202.03629

INFORMATION ABOUT AUTHORS / CBEAEHUA Ob ABTOPAX

Evgeniy A. Pavlov

ITasnoB Eprenuii Anekceesny

E-mail: pavlov_ea@spbstu.ru

ORCID: https://orcid.org/0000-0002-7437-6153

Pavel D. Drobintsev
JIpoounnes I1aBen IMurpueBmy
E-mail: drob@ics2.ecd.spbstu.ru

Victor A. Klinkov
Kmmnkos Buktop ApremoBny
E-mail: klinkovvictor@yandex.ru

Alexander V. Semencha
Cemenua Anekcannp BsueciaBoBuna
E-mail: asemencha@spbstu.ru

Igor G. Chernorutskiy

Yepuopyuxuii rops I'eoprueBuy
E-mail: igcher1946@mail.ru

Submitted: 01.07.2025; Approved: 12.09.2025; Accepted: 19.09.2025.
Ilocmynuaa: 01.07.2025; Odobpena: 12.09.2025; [Ipunama: 19.09.2025.

67



Computing, Telecommunication and Control, 2025, Vol. 18, No. 3, Pp. 68-79.
4 MHdopMaTurKa, TeNeKoOMMyHUKaumm 1 ynpasnexme. 2025. Tom 18, N2 3. C. 68-79.

Circuits and Systems for Receiving, Transmitting
and Signal Processing

YCTpoWnCTBa U CUCTEMbI NMepeaayun, npmemMa
n 0bpaboTKn cnurHanos

Research article @ OIS
DOI: https://doi.org/10.18721/]JCSTCS.18306 B7 =
UDC 621.3.049.774.2

DESIGN OF FILTERS USING PSEUDO RESISTORS
FOR BIOMEDICAL DEVICES

A.A. Pyatlin = , D.V. Morozov

Peter the Great St. Petersburg Polytechnic University,
St. Petersburg, Russian Federation

= poccomaxa@cave3d.com

Abstract. The current state of the scientific and technical problem being solved is assessed,
initial data are obtained, a 4"-order Sallen—Key filter and a filter with imitation of the inductors
by an active circuit based on impedance converters using operational amplifiers and pseudo
resistors are developed, and the results are compared. It is recommended to use the low-pass
filter with imitation of the inductors in an electronic stethoscope, since it has, compared to
the Sallen—Key filter, a less roll-off in the passband, greater attenuation in the stopband, a
sharper drop in the frequency response in the transition region, better noise characteristics and
a larger dynamic range. The filter with imitation of the inductors has lower nonlinear distortions
and demonstrates operability with a spread of temperatures and element ratings, especially in
the frequency range containing the main peaks of heartbeat and lung sounds, and the power
consumption and hardware costs of such a filter are comparable to similar characteristics of the
Sallen—Key filter.
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Annoramms. [IpoBeneHa olleHKa COBPEMEHHOIO COCTOSIHUS pelllaeMOii HayYHO-TeXHUUECKOMU
MpoOJIeMbI, TTOJyUYeHbl UCXOAHbIE AaHHbIe, pa3padotaHbl GuiasTp CamneHa—Ku 4-ro nmopsaka u
GUIBTp ¢ UMHUTALIMEH KaTyIIeK MHIYKTUBHOCTH aKTHMBHOM CXEMOI Ha OCHOBE KOHBEPTOPOB MM-
reJaHca ¢ UCIOJIb30BaHUEM OIEePAllMOHHBIX YCUIIUTENEN 1 TICEBIOPE3UCTOPOB, TTPOBEIEHO CPaB-
HEHUE pe3yIbraToB. B 3JIeKTpOHHOM CTETOCKOIIe PeKOMEHIYETCS UCITOJb30BaATh (DUIIBTP HIXK-
HUX YacTOT C UMHUTAIMel KaTyIlleK MHIYKTUBHOCTH, T.K. OH UMEET I10 CpaBHEHUIO C (DUIBTPOM
Canmnena—Ku MeHbIIyI0 HEpaBHOMEPHOCTh B II0JIOCE IPOIMYCKaHUs, OoJblliee MoaaBieHue,
OoJiee pe3Kuil craj aMIUIMTYJHO-4aCTOTHOM XapaKTEepUCTUKU B MEPEXOAHOM 00JacTu, Jyd-
IIYIO ITYMOBYIO XapaKTepUCTUKY U OOJBIINI TMHAMWYECKUI Arara3oH. OUuiabTp ¢ UMUTAIINCH
KaTylIeK MHIYKTUBHOCTU MMEeT MEHBIIEe HEeJIMHEWHbIe NCKaXKeHUS W ITOKa3hIBaeT paboTo-
CIIOCOOHOCTH IIPU pa3dpoce TeMIepaTyp M HOMHHAJIOB 3JIEMEHTOB, OCOOCHHO B JAUAalla3oHe
YaCTOT, COIEpKAIIMX OCHOBHbIE NMMKU 3BYKOB OMEHMSI cepilla M JIETKUX, a MoTpebiiseMast
MOIITHOCTD U aIlllapaTHBIC 3aTPaThl TAKOTO (DUIBTPa CPABHUMBI C aHAJTOTUYHBIMU XapaKTepu-
crukamu ¢punbrpa CamneHa—Ku.

KmoueBbie cioBa: 2JIeKTPOHHBIN cTeTocKoIl, GuinbTp CamwreHa—Ku, mMyuTaInsg WHOIYKTUBHOCTH,
TICEBIOPE3UCTOP, OTPUIIATEIFHBIM KOHBEPTOP UMIIeIaHCca, IITyMOBasi XapaKTepUCTUKA, TOIIOJIO-
I'Ysi MHTETPaJbHOMN CXeMBbI

®uHaHcupoBaHue: M3roToBiieHNEe WHTErpajJbHOM MHUKPOCXEMBI OCYIIECTBIISIJIOCh 3a CYET
cpeactB MunoOpHayku Poccum B pamkax denepanbHoro npoekra «Iloaroroska KaapoB U
HayJHOe oOecTeuyeHMe IECKTPOHHON MPOMBIIIIEHHOCTH» T10 TOCYAapCTBEHHOMY 3aJaHUIO Ha
BBITTOJTHEHUE HAaydHO-UCCIeI0BaTeIbCKON paboThl «Pa3paboTka METONMKHU MPOTOTUIIMPOBA-
HUS 9JIEKTPOHHO KOMIIOHEHTHOU 0a3bl B 0OTEYECTBEHHOM MUKPO3JEKTPOHHOM ITPOU3BOICTBE
Ha ocHoBe cepBuca MKP».

Jlng nurupoBanus: Pyatlin A.A., Morozov D.V. Design of filters using pseudo resistors for bio-
medical devices // Computing, Telecommunications and Control. 2025. T. 18, Ne 3. C. 68—79.
DOI: 10.18721/JCSTCS.18306

Introduction

It is often necessary to solve the problem of eliminating unwanted noises and to allocate the desired
frequency range during signal processing. For this purpose, filters are used. Low-pass filters (LPFs) are
used in the portable electronic stethoscope, because the main frequency peaks of the input signals are in
the range up to 1 kHz. At the same time, it is necessary to take into account that the electronic stethoscope
should be compact, and therefore minimize its sizes.

The chip area reduction can be realized by applying several methods. Firstly, it is necessary to get rid of
inductors, because they have rather large dimensions, dissipate a lot of energy, and cause deviations from
calculated characteristics. Inductors can be eliminated by replacing them with negative impedance con-
verters (NICs) based on operational amplifiers (OpAmps), which significantly reduces the chip area. That
is, ARC filter implementation should be applied to solve this problem.
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Secondly, it is necessary to reduce the values of capacitances in the chip, because after replacing the
inductors, the size of the chip depends on the size of the capacitors it contains, the area of which is directly
proportional to their nominal values.

Thirdly, resistors should be replaced by pseudo resistors. The nominal values and, accordingly, the
sizes of resistors increase significantly after reducing the nominal values of the capacitors in the filter. The
problem of minimizing the resistor area while maintaining its characteristics can be solved by using the
pseudo resistor, which is a special MOS transistor(s) connection circuit. Such a pseudo resistor has linear
resistance and small area at the same time.

In [1], the stethoscope has been created that has the input range of heartbeat frequencies from 10 to
500 Hz. The amplitude of the input signal is 35—50 mV, and power supply is 3.7 V. A 2"-order Sallen—Key
filter is used.

In [2], a portable electronic stethoscope with a wireless data transmission module is described. The
device is equipped with 2"-order Sallen—Key filter with the cut-off frequency of 1 kHz.

In [3], an electronic stethoscope is developed, which uses a 4"-order Butterworth bandpass filter.
The main heart sound oscillations are in the frequency range of 44 to 54 Hz. The filter has the passband
gain of 40 dB and the cut-off frequency of 150 Hz.

The research reported in [4] examines the performance of the 3M Littmann 3200 electronic stetho-
scope, which amplifies the signal by 24 times and operates in the frequency range from 20 to 2000 Hz,
covering the most part of the acoustic energy of respiratory and cardiac tones.

The study [5] deals with the development of an electronic stethoscope using MEMS technology. In this
case, it is found that the frequencies of heartbeat tones mainly lie in the range from 20 to 600 Hz.

Authors of [6] analyzed the design of a wireless electronic stethoscope that allows the user to remotely
record and transmit listening results. The research shows that the fundamental heart rate ranges between
30 and 70 Hz, while the heart tones and faint noises are distributed between 100 and 1000 Hz. The device
uses 2"-order Butterworth filter with the cut-off frequency of 1 kHz and attenuation of 2 dB at it.

In [7], the use of digital stethoscope for diagnosis of heart disease is discussed. It was found that the basic
frequency range of a healthy heartbeat is between 20 and 400 Hz. However, frequencies up to 1 kHz should
be considered for a complete analysis of the heart, as they include sounds indicative of heart pathologies.

The basic circuits and applications of pseudo resistors have also been considered, for example, the
paper [8] analyzed the design of pseudo resistors to be used in LPFs. The study states that a transistor
biased in the weak inversion region can act as a linear resistor in a circuit where the resistance is con-
trolled by the gate voltage of the MOS transistor and can provide very high resistance values including
hundreds of mega ohms.

The work [9] describes adjustable pseudo resistors in the design of analog LPFs for implantable bio-
medical devices. The adjustable pseudo resistors, according to this work, are MOS transistors put into the
inversion mode in which large resistance values can be achieved. The resistance is regulated by the transis-
tor gate voltage. The transistors are connected in series to increase the resistance.

In [10], the effect of nonlinearity of pseudo resistors on the performance of biomedical equipment
is studied. The work uses a double pseudo resistor switching scheme without a control voltage on the
transistor gate.

As can be seen, 4"-order Sallen—Key filter is used most often in the electronic stethoscope, which is a
realization of Butterworth approximation. Butterworth approximation has a flat frequency response in the
passband. However, we would like to achieve a sharper transition between the passband and the stopband in
order to more effectively attenuate signals at frequencies of the stopband. Zolotarev approximation helps
to accomplish this task. Although Zolotarev approximation has ripples in the passband in comparison with
Butterworth approximation, it is possible to significantly reduce attenuation at the cut-off frequency in
comparison with Butterworth approximation. We choose for implementation of Zolotarev approximation
an active LPF based on NICs with the cut-off frequency of 1 kHz.
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Fig. 1. Schematic (a), layout (b), the amplitude-frequency
and the phase-frequency responses (c) of the two-stage OpAmp

Thus, the aim of the work is to design the LPF for the electronic stethoscope. The JSC “Mikron”
180 nm technology is used.

Design of the OpAmp

Firstly, a two-stage OpAmp on MOSFETs was designed, the circuit and layout are shown in Fig. 1a
and b. Then a simulation in the frequency domain was conducted, the amplitude-frequency and the
phase-frequency responses are shown in Fig. 1c. The OpAmp occupies an area of 345 pm? as shown in
Fig. 1b. In addition, the sources and drains of some transistors are united to reduce the chip-on area.

The gain of the OpAmp is 50 dB, the 3dB frequency is 195 kHz and the phase margin is 70°, accord-
ing to Fig. 1, c. The nonlinear distortion of the OpAmp is 93 dB, and the power consumption is 135 pW.
This characteristic of the OpAmp is obtained at a load of 10 MOhms, which corresponds to the typical
loads of the analyzed filters. The characteristics at loads of 5 MOhms, 200 MOhms, 10 pF, 25 pF were
also obtained, which correlates with the loads of the filters. These characteristics are sufficiently close to
the shown above. This OpAmp is quite simple to implement, but it provides the necessary characteristics
and additionally attenuates the signal at high frequencies.

Research of pseudo resistors

Since one of objectives of this work is to minimize the area occupied by the filter, in the proposed filter,
first, the large area inductors were replaced by NICs, and then the capacitor values and therefore their area
were reduced.

As a result, the resistor nominal values in the filter became large, as well as the area occupied by the
resistors. The resistance values of such resistors are to several hundreds of mega ohms. As a result, it is nec-
essary to solve the problem of realization of large resistance values with much smaller on-chip area than
ordinary resistors. This problem can be solved by using pseudo resistors in the filter.

A pseudo resistor is a MOS transistor biased to the weak inversion region, which has a near linear and
large resistance up to hundreds of mega ohms. However, in this work pseudo resistors based on p- and
n-transistors are in saturation. We similarly call these circuits a pseudo resistor because it also provides
a linear and large resistance, smaller than transistors in the weak inversion region, but sufficient for the
purposes of this work. There are several circuits for connecting MOS transistors into pseudo resistors. For
instance, tunable pseudo resistors whose resistance is controlled by the gate voltage, but then each pseudo
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Fig. 2. Pseudo resistor circuit with two transistors

resistor would require a separate voltage source. In this case, it is necessary to create several highly stable
voltage sources, which, firstly, is hard, and secondly, requires additional hardware costs and on-chip area.

Therefore, it is much more suitable to include a pseudo resistor with the gate connected to one of
the voltage source already used in the filter circuit, thus avoiding the need to create an additional power
supply that also consumes additional power. Such a pseudo resistor will have a constant resistance, which
can be adjusted by the length and width of the MOS transistor gate. In addition, the resistance value can
be increased by connecting several such pseudo resistors in series. Another way to increase the resistance
of a pseudo resistor is to use two MOS transistors connected in a certain way, the general circuit of such a
pseudo resistor used in the filter is shown in Fig. 2. The transistor substrate is connected to the transistor
drain or to the node between the transistors drain and source. Thus, such a pseudo resistor is in a separate
area relative to the rest of the chip and has its own potential. Table 1 shows the pseudo resistor resistance
depending on the transistor channel length L, the width /¥ and connection type.

Table 1
Resistance of pseudo resistors

Resistance of pseudo resistor, kOhm
W,pm | L, um
One n-MOS transistor | One p-MOS transistor | Two n-MOS transistors | Two p-MOS transistors

0.28 0.18 21 13 37 23
0.28 1 113 68 195 118
0.28 10 975 747 1700 1270
0.28 100 9600 7460 17000 13200

1 0.18 6.8 4 12 7

10 0.18 0.66 0.36 1.15 0.64
100 0.18 0.065 0.038 0.11 0.064

As we can see from Table 1, the resistance of the pseudo resistor increases with increasing length and
decreasing width of the MOS transistor. The two-transistors circuit gives almost twice the resistance of
the single transistor. Circuits with n-MOS transistors provide more resistance than those with p-MOS
transistors.

Considering the fact that a large resistance has to be realized and creating a separate well for the
transistor requires additional area on the chip, two-transistor circuits are chosen for use in the filter.
The transistor width is minimum and equals 280 nm and the length is 10 um, because the properties
of the transistor deteriorate if too large a value of the length is taken. To obtain the required resistance
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value, such pseudo resistors are placed in series. For instance, in Mikron HCMOSS8D technology,
the “rndiff” resistor of 1 MOhm has length 5820 um and width 1.1 um, and has an area of 6400 um?,
while a pseudo resistor with the same value has an area of 130 um? and 25 pm? for n- and p-transistors,
respectively. The total value of all resistors in the filter with imitation of the inductors is 250 MOhms
and it occupies an area of 1.6x10° um?, while for pseudo resistors the area would be 2.3x10* pm?,
which reduces the area by a factor of about 70. Similarly, the total value of all resistors in the Sallen—
Key filter is 47 MOhms and it occupies an area of 3x10° um?, while for pseudo resistors the area would
be 6.1x10? um?, which reduces the area by a factor of about 50.

Design of 4"-order Sallen—Key filter

The circuit of 4"-order Sallen—Key filter was designed based on [11]. Design of the filter consists in
successive complication of the initial circuit and simulation of intermediate filters. Thus, first, a prototype
of the filter is assembled, then it is recalculated for the desired frequency, one stage of the Sallen—Key filter
is calculated, then two stages using ideal elements. Next, one by one, ideal OpAmps and capacitors are
replaced by real ones, and resistors are replaced by pseudo resistors. Calculation of resistor and capacitor
values, as well as sequential simulation of the filter circuits are given in [11] as well. Thus, we obtain a filter
with real elements, small capacitances in value and area, as well as with pseudo resistors with small sizes
and large resistance values. We used the voltage follower based on the OpAmp and the capacitor with ca-
pacitance of 10 pF as a load of the filter, because after the filter usually use an analog-to-digital converter
(ADC) with this value of input impedance (capacitance) in the electronic stethoscope, and the voltage
follower is an element to connect the filter output with the input of the ADC. The supply voltage is 1.8 V,
and the input sinusoidal signal with DC value equal to half the supply voltage of 0.9 V is used. The filter
cut-off frequency should be 1 kHz, and it is calculated by (1) for one filter stage according to [12]:

1

S — 1
f 2nRR,C,C, )

where fis the filter cut-off frequency; Rv R2 are resistance values; C B C2 are capacitance values.

Fig. 3. Circuit (a) and layout () of the 4"-order Sallen—Key filter
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see b

Q

Fig. 4. Circuit (a) and layout () of the filter with imitation of the inductors

The final step of design is layout working out and simulation. Fig. 3 shows the circuit and layout of
the 4"-order Sallen—Key filter. The area occupied by the filter is 38202 pm?. As can be seen from Fig. 3,
capacitors take up most of the chip area, however it was possible to significantly reduce the chip area by
using pseudo resistors.

Design of the filter with imitation of the inductors

To implement Zolotarev approximation, the filter circuit with imitation of the inductors by an active
circuit based on NICs using pseudo resistors is chosen, which allows to achieve less ripples in dB in the
passband compared to the monotonic decreasing of the Sallen—Key filter characteristic and greater atten-
uation. Moreover, it allows to significantly reduce the area occupied by the final filter circuit in comparison
with the area of the initial circuit on the chip.

First, a normalized prototype of the 3rd order elliptic filter C0350 is taken from [13]. This filter
is then recalculated to the required frequency of 1 kHz, according to the formulas given in [11]. It is
possible to replace the inductors with NICs according to [14]. In order to realize the filter with the
smallest number of NICs, Bruton transformation of the LCR-prototype should be used, after which
a single NIC is required to realize the grounded inductance according to [15]. Therefore, Bruton
transformation is applied to the recalculated filter according to the formulas given in [11]. Bruton
transformation performs an equivalent transformation of the LCR-circuit of the prototype filter, after
which all resistors are replaced by capacitors, inductors — by resistors, and capacitors — by D-ele-
ments, supercapacitances. Each supercapacitance, in turn, can be replaced by a single NIC.

Next, similarly to the previous filter, a circuit with ideal elements is created, which, in turn, are re-
placed by real ones, and resistors are replaced by pseudo resistors. The stages of circuit design, simulation
and calculations are given in detail in [16]. It is worth noting that when replacing resistors with pseudo
resistors, the choice of the latter with p- or n-MOS transistors depends on the nonlinear distortion they
introduce at a given location on the circuit. The circuit and layout of the filter with imitation of the induc-
tors are shown in Fig. 4. The area occupied by the filter is 67819 um?2. As can be seen from Fig. 4, with the
capacitors occupying more than half of the chip area and the pseudo resistors just under half of the chip
area. It was possible to significantly reduce the chip area by using pseudo resistors.

Simulation and comparison of the characteristics
of the 4"-order Sallen—Key filter and the filter with imitation of the inductors

Firstly, let us analyze the frequency response of the filters, the simulation of which is shown in Fig. 5.

As can be seen from Fig. 5, the cut-off frequency of both filters is 1 kHz, while ripples in the pass-
band of the filter with imitation of the inductors are less and equal to 0.89 dB, while in the Sallen—Key
filter the attenuation is 3 dB. In addition, the filter with imitation of the inductors has more rapid
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Fig. 5. Frequency responses of Sallen—Key filter and the filter with imitation of the inductors

decline of the frequency response in the transition band, and the stopband starts from 10 kHz with
greater attenuation more than 76 dB, while in the Sallen—Key filter attenuation in the stopband is no
more than 69 dB. According to these parameters, the filter with imitation of the inductors has some
advantages over the Sallen—Key filter.

It is also worth noting that the frequency responses of the filters display the real attenuation of the
input signal with the working amplitude. To verify this statement, the simulation in the time domain
was performed with the maximum possible amplitude of the input signal of 50 mV and characteristic
frequencies of heartbeat and lung sounds, the obtained data were recalculated in dB. As a result, the
attenuation values in the time and frequency domains are close.

Next, the filters have been simulated at different temperatures and technology corner parameters. For
such simulation, we have considered all possible cases, and then we have selected two worst cases of fre-
quency response up and down relative to the frequency response for typical elements and room tempera-
ture. The temperature values are —40, 27 and 85°C. Since these temperatures allow us to consider the
operation of the device at negative temperatures, room temperature as well as at elevated tempera-
tures, this temperature range is much larger than the range of temperatures at which the filter is used.
Table 2 shows simulation results of the frequency response of the filters.

Table 2
Comparison of frequency response deviations of the filters
Cut-off Deviation Deviation
Frequency Cut-off frequency Pass-band | oo passband Stopband of the stopband

response type | frequency, Hz ripples, dB frequency, Hz

deviation, Hz ripples, dB frequency, Hz

Sallen—Key filter

—40 ss 1636 636 3 0 16873 6873
+27 tt 1000 0 3 0 10000 0
+85 ff 638 362 3 0 6392 4392

Filter with imitation of the inductors

—40 ss 1720 720 3 2 22165 12165
+27 tt 1000 0 1 0 10000 0
+85 ff 500 500 2 1 5100 4900
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As can be seen from Table 2, the Sallen—Key filter shows better stability of characteristics when
changing temperatures and corner parameters than the filter with imitation of the inductors. However,
it should be noted that the ripples of the frequency response of the filter with imitation of the inductors
are concentrated at the end of the passband, that is, it does not affect the signals at the characteristic
frequencies of heartbeat and lung beats. Moreover, the filter with imitation of the inductors provides
more attenuation in the stopband, and the required attenuation is achieved at lower frequencies than for
the Sallen—Key filter.

Next, we evaluate the nonlinear distortion of the filters at characteristic heart and lung beat frequencies
with the maximum amplitude of the input signal equal to 50 mV. Nonlinear distortions are estimated from
the spectrum as the difference of values between the main tone and the next largest harmonics, the results
for two filters are given in Table 3.

Table 3
Nonlinear distortions of the filters
Frequency, Hz 50 200 500 800 1000
Nonlinear distortion of the Sallen—Key filter, dB 67 56 53 51 50.9
Nonlinear distortion of filter with imitation of the inductors, dB 70 56 54 50.9 50.2

The nonlinear distortion is slightly less for the Sallen—Key filter at the end of the passband. In
addition, it is less for the filter with imitation of the inductors at the start of the passband, where the
main peaks of heartbeat sounds are concentrated. At the same time, both filters show acceptable non-
linear distortions, because after the filter it is supposed ADC with N = 8 digit capacity, the dynamic
range of which is estimated at 49 dB, and therefore nonlinear distortions of the filter should not ex-
ceed 49 dB. A larger ADC bit rate is not required, as it is necessary to catch only the main peaks of
sounds, but not to get the sound of high quality.

Now let us estimate the dynamic range of the filters. First, we will find the upper limit of the dynamic
range. To do this, we will gradually increase the amplitude of the input signal until the nonlinear distortion
reaches 49 dB. Thus, we have found the maximum allowable amplitude of the input signal for the Sallen—
Key filter equal to 86 mV and for the filter with imitation of the inductors equal to 90 mV. The filter with
imitation of the inductors has a slightly larger upper limit of dynamic range.

Then let us consider the noise characteristics of the filters, which are shown in Fig. 6.

The noise response values are smaller for the filter with imitation of the inductors than for the Sal-
len—Key filter in the whole frequency range except for the end of the passband. The lower limit of the
dynamic range of the filters was also determined. The minimum possible amplitude of the input signal
for the Sallen—Key filter is 0.6 mV, and for the filter with imitation of the inductors is 0.56 mV.

86
The dynamic range of the Sallen—Key filteris 20log,,, (ﬁ] =43 dB, and for the filter with imita-

90
tion of the inductors — 20log,, (WJ =44 dB. Thus, the dynamic range of the filter with imitation of

the inductors is 1 dB larger than the dynamic range of the Sallen—Key filter.

The power consumption of the filters is simulated, which is mainly determined by the power con-
sumption of OpAmps. The power consumption of the filters is similar, since the number of OpAmps in
the filters is the same, the power consumption of the Sallen—Key filter is 287 uW, and that of the filter
with imitation of the inductors is 293 pW.

The areas occupied by the filters on the crystal are also found. For the Sallen—Key filter, the area
is 38202 um?, and for the filter with imitation of the inductors it is almost twice as large and equals
67819 um?. Although for the filter with imitation of the inductors the area is larger due to the large
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Fig. 6. Noise characteristics of the filters

size of the pseudo resistors, the use of pseudo resistors allowed to significantly reduce the chip area. It
should be taken into account that in the electronic stethoscope the ADC is used, the area of which is
comparable with filter areas, and the difference in filter areas is not critical in order to be able to make
a choice in favor of using the filter with imitation of the inductors in the electronic stethoscope for the
rest of the considered characteristics of the filters.

Table 4 summarizes the characteristics of the filter with imitation of the inductors and compares them
with similar characteristic of the filters from published works.

Table 4
Characteristics of the filter with imitation of the inductors and the filters from published works

Work This work | [1] [17] [18] [19] [20] [21] [22] [22]
Technology, pm 0.18 — 0.35 0.18 0.18 0.18 0.8 0.18 0.18
Filter I Bw? — Bq® OTA Bw? — SK*(rc) | SK*(sc)
Order 3 4 4 4 9 5 2 2 2
Power supply, V 1.8 9 0.6 1 1.8 1 1.25 — -
Cut-off frequency, Hz 1000 150 200 | 500—1000 | 5400 250 750 610 600
Ripples, dB 0.89 3 1.8 - — 3.5 - 3 3
Stopband frequency, kHz 10 1 0.6 - — 1 — — -

Attenuation at the

stopband frequency, dB 77 40 70 B N 65 B N B
Non-linear distortion, dB 50.2 — 60 40 38 49 49 26 26
Noise, uV/v/Hz 8—17 - - - - 20 - 32 21
Dynamic range, dB 44 - 47 55 34 50 62 - -
Power consumption, pW 293 — 0.9n’ 14 n® 360n° | 450n° | 2.5n° 413 296
Area, mm? 0.067 — 0.17 0.13 0.03 0.13 0.23 — —

! Filter with imitation of inductors.

? Butterworth filter.

* Biquadratic filter.

4 Sallen—Key filter.

5 Very low power consumption technology has been applied in the development of the filter; the values are given in nW.
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Conclusion

The filter with imitation of the inductors by an active circuit based at the NICs with the use of pseu-
do resistors is proposed for the electronic stethoscope. The problem of area minimization of filters with
preservation of their characteristics was solved by successive exclusion of inductors from the filter circuit,
reduction of nominal values and areas of capacitances, replacement of resistors by pseudo resistors. The
use of pseudo resistors instead of resistors allows to reduce the area occupied by the chip, while keeping
the necessary values of resistances.

Mikron 180 nm technology is used. Simulation results for the Sallen—Key filter of the 4" order, as well
as for the filter with imitation of the inductors by an active circuit based on the NICs using pseudo resistor
were presented based on the filter topologies. Comparison of the filters is carried out and it is revealed that
the filter with imitation of the inductors has some advantages over the 4"-order Sallen—Key filter in terms
of the obtained characteristics.

Thus, for electronic stethoscope it is recommended to use the LPF with imitation of the inductors,
as it provides better or at least the same characteristics as the filters used for the electronic stethoscope
in other works.
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Abstract. An algorithm for recognizing the radar antenna scan type by radio monitoring
station is proposed. It is based on the extraction of a set of statistical features from the input
radio signal, characterizing the signal amplitude envelope, modulated according to the scan type
of radar antenna pattern. For feature extraction, mechanical, one-dimensional electronic and
two-dimensional electronic scanning are considered, along with the beam steering schemes of
radar antenna pattern used in practice. The essence of the proposed algorithm is the sequential
comparison of the features with certain thresholds. The proposed recognition scheme is relevant
for tasks of classifying the radio electronic equipment signals in a complex radio electronic
environment and resolving ambiguity in recognizing radio signal sources with overlapping
regions in the feature space, which characterizes time-frequency parameters of the radio signal.
Experimental results are given, showing that the proposed algorithm ensures high recognition
quality and is promising for improving existing and developing new radio monitoring equipment.
Keywords: radio emission source recognition, radar systems, antenna pattern, radar scan type,
electronic scanning, mechanical scanning
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AJITOPUTM AN ABTOMATHUYECKOIO
PACINMO3HABAHUA BUAA PAAUOJTOKALLUOHHOIO OB30OPA,
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B.A. U6aHHUKOGa = © , B.®. KopomkoGB

000 «CneunanbHblii TexHonornyeckui LieHTp»,
CaHkT-NeTepbypr, Poccuitickaa Pepepaums

= jvannikova.vicky@yandex.ru

AnHoTtamms. TlpenoxeH alrOpUTM paclio3HaBaHUSI BUAA PaaMOJIOKAIIMOHHOTO 0630pa
CTaHLMEN PAAUOTEXHUUECKOTO KOHTPOJISI, OCHOBAHHbBII Ha BbIAEICHUU 13 BXOIHOTO PAINOCUT-
HaJia Habopa CTaTUCTUYECKUX MPU3HAKOB, XapaKTePU3YIOLIUX OrM0AIOIIYI0 aMILUIMTYAy CUTHA-
Jla, MOJYJIMPOBAHHYIO B COOTBETCTBUU C BUIOM CKAaHMPOBAHUS AUarpaMMbl HallpaBJIeHHOCTHU
AHTEHHBI PAINOJOKAIIMOHHOM CTaHIIMU. [IJ1s BbleIeHUSI TPU3HAKOB PACIiO3HABAHU S PACCMO-
TPEHBI MEXaHUYECKOE, OMHOMEPHOE SJIEKTPOHHOE U IBYMEPHOE 3JIEKTPOHHOE CKAHUPOBaHMKE,
a TakXKe IMpUMeHsIeMble Ha MPAKTUKE CXEMbI IIepeMELIEHH Jiyda JuarpaMMbl HalpaBIeHHO-
CTU QHTEHHBI PAAMOJOKALMOHHBIX cpeAcTB. CyTh MPENIOXKEHHOIO aJIfOPUTMA 3aK/II04aETCs
B MOCJIEIOBATEIbHOM CpPaBHEHUM IPU3HAKOB C OIpeae]eHHbIMU Ioporamu. [lpenioxeHHast
cxeMa pacIio3HaBaHMS aKTyalbHa [IJIs 3a4a4 KiIacCU(DUKALUU CUTHAIOB Pagruo3JeKTPOHHBIX
CPEACTB B CJIOXHOM paJil03IeKTPOHHON 00CTAaHOBKE M pa3pelleHMs] HEOJMHO3HAYHOCTU pac-
MO3HABAHMS MCTOYHUKOB PAIMOCUTHAIOB C IEepeceKaloMMUCS 00acTIMU B IIPOCTPAHCTBE
MPU3HAKOB, XapaKTepU3YIOLINX Y4aCTOTHO-BPEMEHHbIE ITapaMeTphl paguocurdaia. [lpusoasr-
Csl pe3yJIbTaThl AKCIEPUMEHTOB, ITI0KA3bIBAIOLIME, YTO MIPeIJaracMblii aITOPUTM 0OecIIeYnBaeT
BBICOKOE€ KaueCTBO PACIIO3HABAHUS U MEPCIIEKTUBEH ISl IPUMEHEHUs B pa3paboTKe HOBBIX U
YCOBEPIICHCTBOBAHUM CYILLIECTBYIOIIUX CPEACTB PAAUOTEXHUUYECKOTO KOHTPOJIS.

KioueBsbie cioBa: pacimo3HaBaHUC MCTOYHMUKOB paauOU3IYyYCHUA, padrOJTOKALIMOHHLIC CUCTC-
MbI, JUarpaMmMa HallpaBJI€HHOCTU aHTCHHbI, BU] 063opa pPaIrOJIOKAIMOHHBIX CUCTEM, 3JICK-
TPOHHOC CKAaHUPOBAHUEC, MEXaHNYCCKOE CKaHNPOBAHUEC

Jas murupoBanus: Ivannikova V.A., Korotkov V.E Algorithm for automatic recognizing of radar
scan type, based on the extraction of statical features from input analyzed process // Computing,
Telecommunications and Control. 2025. T. 18, Ne 3. C. 80—88. DOI: 10.18721/JCSTCS.18307

Introduction

Modern radio monitoring stations are capable of providing prompt and reliable information on the
location and parameters of radar system (RS) signals. That is why the improvement of their tactical and
technical characteristics is an urgent task.

Among a wide range of tasks in the development of monitoring stations means, the key task is to recog-
nize the type and mode of radar operation. This task is solved by measuring the time-frequency parameters
of the radar signal. As a rule, such parameters as carrier frequency, pulse duration, pulse repetition interval,
type of pulse modulation are used.

However, many radars performing the same functions, such as space surveillance or weapon control,
may have overlapping fields in the feature space. In this case, it is important to have additional information
about the radar to resolve the recognition ambiguity. It is known that the received radar series pulses also
contain information about the scan type (ST) of radar space scanning [1]. This information instructs on
each radar’s individual features, so it can be used to make a decision about the radar operating type and
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mode, linking them to specific positions, monitoring the moving sources. In practice, the visual-manual
method is used to solve the problem of recognizing the type of radar. Under these conditions, analyzing the
possibility of automating this procedure is of particular importance.

This issue is poorly covered in literature, only some approaches to the formalized description of
some types of ST are described in a number of foreign sources [2—10].

The purpose of this paper is to develop an algorithm for recognizing radar ST with a recognition
probability of 80% or more based on the systematization of available information. The output data of the
proposed algorithm will be used in a multi-level recognition system, where the first level is recognition
based on the frequency and time parameters of the radar signal, the second level is classification of the
radar by ST, and finally, the third level is decision making based on a set of features.

>

Brief characterization of radar scan methods

A radar scan is the movement of the antenna pattern beam to view a given (monitored) area of space.

At the receiving and analyzing equipment of the radio monitoring station, the view of ST can be
represented in the form of amplitude-time representation (ATR) (Fig. 1).

The ATR is the amplitude envelope of a series of pulses modulated according to the radar ST. Knowl-
edge of this feature can be useful in deciding on the type of radar and its mode of radar operation.

In radiolocation, the following ST are the most popular in practice: circular, sector, helical and ras-
ter. The corresponding ATR views are shown in Table 1.

Table 1
ST and their ATRs

ST Antenna pattern beam movement ATR

Circular "o @ f

Sector M i
05 -y . ! i

Helical

!

DOTE e

Raster

D e

82



4 Circuits and Systems for Receiving, Transmitting and Signal Processing

Pulse repatition interval

e
Pulse duration

i i|| f T Pulse
I!| ||| ||| ! amplitude ll(,ll |||1'|. rr;II
S1IAN = ]

|
'\) | carrier
© frequency

i MH lmm ”HHT 1l

th time, s
Fig. 1. ATR of the radar signal (the input of radio monitoring station)

Amplitude, dB

In the circular scan, the radar makes a circular rotation in the azimuth plane with a constant ve-
locity Qa. The ATR of this type of view is characterized by the antenna pattern (AP) width measured
at the 3 dB level and the scanning period Ta.

The sector scan of space, in contrast to the circular one, is limited by a certain azimuth angle. The
time interval between the main beams of the AP at the receiving point of the monitoring station has two
values, except for the case when the AP will be located in the middle of the scanning sector.

In a helical scan, the spatial motion of the AP is a combination of circular rotation of the diagram in
the horizontal plane with velocity Qa and its gradual movement in the vertical plane with velocity Qf3.
In this case, each point of the AP moves along a line close to a helical line.

Raster scan is a type of helical scan with limitation of the scanning sector in the azimuthal plane.

The ST discussed above belong to the class of mechanically scanned radars.

In addition to mechanical scanning (MS), modern radars use electronic scanning (ES) with imple-
mented phased arrays (IPA) to change the spatial orientation of the main beam of the AP. A distinction
is made between IPA with one-dimensional and two-dimensional scanning or, in other words, antennas
with beam motion in one plane and antennas with beam motion in two planes.

The main difference between MS and ES is that the latter allows the beam direction of the radar
antenna to be changed rapidly, almost inertia-free.

Features for distinguishing radar stations by ST

Let us represent the pulse series amplitude envelope (ATR) at the input of the monitor station as an
N-dimensional sample:

a[n]

wherey, = (& [n], t[n])&[n]:m“(a["]) is the normalized amplitude of the n-th pulse a [n], ¢ is the arri-

val time of the nth pulse, N is the number of pulses (samples) in the sample Y, n=1, N.

In this paper, two features are used to classify radars according to the way they scan space: F' , — the
similarity coefficient and F, — the amplitude differences wobble {d [n]}

The feature F|, which allows for distinguishing radar with MS from radar with ES, is calculated by
the formula:
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Fig. 2. Result of estimation of informativeness of features /| and F,, allowing for recognizing radars
by the method of space scanning into three classes: MS, one-dimensional ES and two-dimensional ES
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— d[n], n=12,...,N -1 are the amplitude differences of the first order, d, [n] =d, [n + 1]— d, [n],

, s J=12,0,N=2, d/[n]=a[n+1]-

where S| []] = max(|d1 [j+l]

n=1,2,...,N —2 are the second-order amplitude differences S, [l] >0, S, [1] >0, 0<F<I.

The feature F ,» Which allows for distinguishing a one-dimensional ES from a two-dimensional
one, is calculated in two steps. First, the sequence {dl [n]} is used to form a series of elements whose
values are less than the set value (in this paper, it is assumed to be 0.0003), and then the variance of
the series obtained in this way is calculated.

The result of evaluating the informativeness of features F' ,and F , by simulation modelling method is
illustrated in Fig. 2.

Fig. 2 shows that the feature F' , allows for distinguishing ES from MS by comparing its value with
a certain threshold }‘1' The value of feature F’ , for one-dimensional ES is much larger than for two-di-
mensional ES, which proves the possibility of its use in classification by comparing it with a certain
threshold A,

Decision making on the ST of the MS radar is based on the application of the following three fea-
tures: I , is the number of main AP beams, F , is the magnitude of the envelope amplitude wobble of the
pulse series and F s is the time interval between the main AP beams.

The feature F' ;» Which allows for distinguishing circular ST from sector ST, is calculated using the
normalized mutual correlation function between the signal {El [m]} and the signal {b [m]} , represent-
ing the samples of the main AP beam with maximum amplitude:

r[k]= -t , k=12,..,N-V, )
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where V'is the number of samples of the signal {b [n]}

Selection of the main AP beam {b [n]} on the signal {d [n]} is performed by finding the reference
a [n] with the maximum value and the nearest samples (left and right), whose values are greater than
the set threshold A,

The feature I , is calculated as the difference between the maximum and minimum value of the am-
plitude of the main beams on the signal {d [n]} :

F, =max(d[n])—min(&[n]). 3)

The feature F' s is found as the ratio of the maximum time interval between the maxima of the main
beams on the signal {& [n]} to the minimum one:
F,=AT / AT

max in °

where AT AT . are the maximum and minimum interval between the maxima of the main beams.

The result of evaluating the informativeness of features F’ 3—F s conducted by simulation modelling
method is illustrated in Fig. 3—35.

The figure above shows that the radar with circular ST is characterized by only one beam per peri-
od, whereas with the sector ST two beams are observed (Fig. 3). The value of the feature F , for sector
ST fluctuates around the value equal to zero (Fig. 4). This allows for distinguishing sector and circular
scan from raster and helical ones by this feature by comparing it with the threshold k4. The feature F5
is constant for circular and helical ST and varies for raster ST (Fig. 5). Therefore, it can be used to
distinguish raster ST from helical ST by comparing it with the threshold 7“5'

Ht:mt:u:..ml SECTOR | RASTER | HELICAL

n

- M W

a

o Ll 20 0 a0 L L] o] L
number of ATR

Fig. 3. Result of estimating the informativeness of feature F, to distinguish circular ST from sectoral ST

T T
CIRCULAR || SECTOR || RASTER || HELICAL

numbser of ATH

Fig. 4. Result of estimating the informativeness of feature F, to distinguish sectoral

and circular ST from helical and raster ST
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Result of estimating the informativeness of feature F to distinguish raster ST from helical ST

Algorithm for recognizing radar stations by ST

The proposed algorithm includes three main steps: calculating the antenna scan period 7' » extracting
the recognition features and deciding on the space scanning method and ST.

Stage 1. The estimation of the ST period is carried out using the samples of the normalized autocor-
relation function, which are calculated by the formula:

S a[n]a[n+k]
r[k] = ——22 , k=12, ,N-W, (4)

W

\/gaz[n]- S a*[n+k]

n=1

where a [n] is the envelope amplitude of a pulse series at the moment of arrival of the n-th pulse, & is
the serial number of the shift (delay) in time, W is the length of the window, which is chosen based on
the requirements of accuracy and computational complexity (in modelling /¥ is taken equal to N/2). As
an estimate of 7 (in counts) is taken the value of k at which r [k] is greater than the set value of 0.98.

Stage 2. The features are calculated using formulas (1-3).

Stage 3. Classification of radars by the method of space scanning and recognition of the ST is carried
out using the decision tree method. The structure of the decision tree using the features discussed above
is shown in Fig. 6.

The scanning method and the ST is represented in a tree structure by finite nodes.

The traversal of the decision tree starts from the root of the tree (feature F , is checked), then a se-
quential traversal of child nodes is performed (features 2—F s are checked) until an appropriate solution
is obtained for a given node.

Simulation

To illustrate described processing algorithm, simulation was carried out. As input data, 320 ATR
signals of radars with different types of scanning and space scanning methods were modelled. From
them, to check the quality of radar classification by scanning method, the following signals were
selected: 40 — with MS and 80 (by 40 for each method of electronic scanning) — with ES, and 200
signals (50 for each type of scanning) were selected to check the quality of recognition of ST. The
F —F features were compared with pre-calculated thresholds, A, = 0.8, A, = 0.0005, A, = 1.06, A, =
1.1, ?»5 =1.3.

Tables 2 and 3 show the results of the simulations.
A value equal to the ratio of the number of trials 72 in which a given event (radar scan method and ST)
appeared to the total number # of trials actually conducted was used as an indicator of decision quality.
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Fig. 6. Algorithm for recognizing the ST

Table 2
Result of the recognition quality evaluation of the space scanning method

Scanning method One-dimensional ES | Two-dimensional ES MS Probability, %
One-dimensional ES 80 18 80
Two-dimensional ES 1 95 4 95
MS 1 1 98 98

Table 3
Result of evaluation of the quality of recognition of the ST

Reliability, % . .

The type of RO is Circular Sectoral Helical Raster
Circular 97 3 0 0
Sectoral 3 97 0
Helical 0 0 85 15

Raster 14 86

The recognition quality was assessed at a signal-to-noise ratio R equal to 10 dB. As can be seen
from Tables 2 and 3, the percentage of correct decisions in assigning the radar to one of the three
classes (Table 2) was at least 80%, and the quality of recognition of the ST was at least 85%.

Conclusion

Circular and sector ST recognition showed a high probability of recognition equal to 97%. The va-
lidity for the helical and raster type was 85% and 86%, respectively, provided that there was no false
recognition as a sector or circular ST. Since raster scanning is a kind of helical scanning, such results can
be justified by the position of the monitoring station in the middle of the radar scanning sector.

The analysis of the available sources of information on the issue of evaluation and selection of fea-
tures for recognition of the type of scanning can be used in the modernization of existing and develop-
ment of prospective monitor stations.

The obtained data show that the considered features and recognition algorithm allows to classify ra-
dar stations by the method of space scanning and determine their type of radar stations. Further research
should be focused on testing the algorithm in real conditions of radio monitoring station operation.
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Abstract. Class E power amplifiers (PAs) attract the interest of experts involved in the
development of communication and telecommunications equipment due to their high efficiency.
However, the high voltage stress across transistors, which exceeds the supply voltage by 3.6—4
times, limits the output power of such amplifiers. An alternative to solve this issue could be a PA
in which the peak voltage across transistor is reduced by 2 times, but still maintains the main
advantages of traditional Class E, such as zero-voltage switching (ZVS) and zero-derivative
voltage switching (ZDVS). In well-known publications, the study of the characteristics of PAs
with lower voltage across transistors is limited to the particular case of a real impedance load.
However, this condition may not be true when the PA operates in a frequency band, which
will inevitably lead to errors in calculating their characteristics. The objective of the paper is
to develop an analytical model of Class E PA with reduced voltage stress when operating with
complex impedance load. The adequacy of the analytical model is confirmed by simulation,
which shows that the relative error in the calculation of the main characteristics of the PA
does not exceed 6.5%. The issues of synthesizing a filtering and matching circuit have been
considered that ensures expansion of the frequency band at specified rated values in output
power and voltage stress in transistor turned-on moment.
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balance method
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Annoramusa. Ycunutenu moirHocTy (YM) kinacca E BBI3BIBaIOT MHTEpPEC y CHELMATINCTOB,
3aHMMAIOIIMXCSI Pa3pabOTKOM armapaTryphbl CBSI3U U TEJIEKOMMYHUKAIIMI OJ1arogapsi BLICOKOMY
KIIA. OmHako BEICOKOE MTMKOBOE HAIIpsKEHUE Ha TPaH3MCTOpaX, IPEBhIIIalonIee HalpssKeHe
nuTaHus B 3,6...4 pasa, OrpaHUYMBAET BBIXOAHYIO MOLIHOCTh TAKUX YCUJIUTEEH. AJIbTepHATHU -
BO# 3TUM YCTpOMCTBaM MOTYT cTaTh ¥YM Kiacca E ¢ mOHM>XXeHHBIM HaIlpsDKeHHEM Ha TpaH3MU-
cTopax, Y KOTOPhIX MaKCMMaJIbHOE HaIlpsSLKeHUE Ha TPaH3UMCTOpaX CHMXXEHO B 2 pa3sa, HO IIpU
COXPaHSIOTCSI OCHOBHBIE JOCTOMHCTBA pexknuma Kiacca E, takue kak ZVS u ZVDS. B u3zBecTHBIX
MyOJMKALUIX UCCIIe0BaHUE XapaKTePUCTUK YM ¢ MOHMXKEHHBIM HAMPSIKEHUEM Ha TPaH3UCTO-
pax orpaHMYMBAETCS CydaeM Harpy3KM C BElIeCTBEHHBIM MMITeqaHcoM. OnHaKo TaHHOE YCJIO-
BHUE HapymiaeTcs Ipu padoTe YM B I10JI0CE YaCTOT, YTO HEM30EXKHO MPUBEACT K ITOTPEITHOCTH
Ipu pacueTe xapakTepucTuk YM. Lleabio HacTOSIIEH TyOJINMKALIMK SIBIICTCS pa3paboTKa aHa-
JIMTAYECKOM MOIIEIN, TIO3BOJISIOIIEH OIIPEIeIUTh XapaKTepUCTUKN Y M B 00I1IeM cirydae TIpH pa-
00Te Ha Harpy3Ky C KOMILUIEKCHBIM UMIIeIaHCOM. B paboTe npeacTaBieHbl pe3yabTaThl IPOBEPKU
JIOCTOBEPHOCTH aHAJIUTUYECKOM MOJIEJIM, KOTOPasi IO3BOJIMJIA YCTAHOBUTD, YTO €€ MOrPeIIHOCTh
He TpeBbimaeT 6,5%. PaccMoTpeHBI BOITPOCH CMHTE3a COTJIacyoIlell 11enu, ooecreuynBalonei
paciIMpeHue MoJIoCkl YacTOT YM MpH 3alaHHBIX JOIMYCTUMBIX 3HAYCHMSIX HEITOCTOSTHCTBA BBI-
XOJIHOI MOLIHOCTH M CKAa4Ka HAIPsSKEHUs HAa TPAH3UCTOPAaX B MOMEHT KOMMYTAaLIMHU.

KnoueBbie cioBa: YCUJINTEIb MOIITHOCTHU, KJ1acC E, KOMMYTAallMOHHBIC MTOTEPU MOIIIHOCTH, Har-
py3Ka ¢ KOMIIJIEKCHBIM UMIIEJAHCOM, MCTOJ TapMOHHNYECCKOT'O OajlaHca

Jlng murupoBanmsa: Pham H.D., Sorotsky V.A., Zudov R.1. Reduced voltage stress Class E power
amplifier operating a complex impedance load: A performance analysis // Computing, Telecom-
munications and Control. 2025. T. 18, Ne 3. C. 89—101. DOI: 10.18721/JCSTCS.18308

Introduction

Improving power efficiency and weight and size parameters of radio transmitters can be achieved
by using switched-mode power amplifiers (PAs). However, without a significant decrease in switching
power losses, it doesn’t guarantee achieving high efficiency. Therefore, in recent years there has been
great interest in the study of PAs operating in classes DE and E where, under certain conditions, it
is possible to ensure zero-voltage-switching (ZVS) and zero-derivative-voltage-switching (ZDVS), thus
eliminating switching losses and insuring high efficiency [1-3].

Compared to Class DE, Class E PAs demonstrates distinct advantages:

1) higher operating frequency;

2) noticeably easier formation of signals to drive transistors.

Class E PAs lose to their competitors is in more intense operating conditions of the transistors: if
in Class DE PAs the peak voltage across transistors is equal to the supply voltage, then in Class E PAs
it increases by 3.6—4 times.

Proceeding from the above, when designing a PA with increased output power, the circuit considered
in [4, 5] is of great interest. On the one hand, it has all the advantages of a Class E PA, and on the other

© ®am X.[., Copoukuii B.A., 3ynos P.W., 2025. U3gaTenb: CaHKT-MeTepbyprckuit NoAMTEXHUYECKUIA YHUBEPCUTET MeTpa Benunkoro
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hand, it has a lower transistor voltage stress at least as much as 2 times. When analyzing the charac-
teristics of this PA, the authors limited themselves to considering only a particular case of a resistive
load. However, when the transmitter operates in a frequency band, this condition is violated, which
will inevitably lead to errors in the obtained results.

Taking into account the said above, the objective of the research presented in the paper was to
develop an analytical model of a Class E PA with reduced voltage stress on transistors (for the sake
of abbreviation, we will further designate this Class as EV), while operating on a complex impedance
load and to determine its main characteristics.

Analytical model of Class EV PA with a complex impedance load

The schematic of Class E,;, PA is shown in Fig 1, a, which consists of transistors V'T' 1, VT2; induc-
tors L, L, and a complex impedance load Z = R + jX. To simplify a theoretical analysis, the following
assumptions were introduced:

1. The transistors' on-state resistance is close to zero, and their switching time is negligible com-
pared to the output oscillation period.

2. The output transistors’ capacitance does not depend upon the drain-to-source voltage and has
a constant value.

3. Losses in coils are considered negligible.

4. The inductances L , L, are the same and equal to L/2.

5. Given the use of a filter at the PA output for higher-harmonic suppression, the sinusoidal ap-
proximation for the load Z (Fig.1, a) current waveform can be applied [6—38]:

i, =1,sin(wr+¢),

with unknown amplitude / and initial pharse ¢ can be determined during analysis (Fig. 1, b).

Based on the above assumptions, the analysis of the processes in PA can be implemented using the
equivalent circuit shown in Fig. 1, b, replacing transistors with switches S1, S2 with capacitors in par-
allel C, = C, = C.

Let’s consider the steady-state operating mode of the circuit and assume that in the time interval
0 < ot <« the upper transistor is in the on-state (the switch S1 is closed), and the lower transistor, ac-
cordingly, is in the off-state. Then applying in the circuit in Fig. 1, o Kirchhoff’s current and voltage
laws, one can compose a system of equations:

a) b)
" =+

UL ||:7[

L

L2
vr2

Vasinfot + @)

A
gy

Fig. 1. PA Class E,: functional circuit (a); equivalent circuit (b)
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I _a
{Vdd =v,, (1) +v,, (1) +ve, (1) (1)
0=n00) ®

where V,, — supply voltage; v, (7), v,,(?), v ,(¢), — voltage across inductors L , L, and output capacitor
transistor C,.

Solving (1), (2) together, after necessary transformations we get the voltage across transistor V72
during the time interval 0 < ®©f < T

v, (0) =vsin(v0)— v/, sin gsin(v0)+1-cos(vO)+

. L 3)
vl sing . v’ sin@sin® v’ cose
0)- - 0)—cosH |,
+2<1_v2)sm(v ) 2(1—\/2) 2(1—\12) [ cos(v0)—cos 6]
where
v=2_ 1
o oJLC’
0 =1,
4
- oLl 4)
Vdd
v, (0)= UC;(B)
dd

The current through V71 at the time interval 0 < o¢ <, when S1 is in the on-state, is given by:

—sin@cos(vO)+ v C(;s((lpililz()"e) _

~ ncos(vO) s sin(v)
o, I,v

i.(6)
5)

_cospsinf N sin @
2(1-v*)  2(1-v?)

[cos(v@) —cos 6] +sin(0+9).

Similarly, during the time interval T < 0 < 2w when S2 is off-state, the voltage and the current
through the lower transistor V72 satisfy relations:

v, (8) =nvsin(vO)+ 1, sin@sin(v0)+1-cos(vO)—-

1 si . ’I singsin® v’/ (6)
_;(iilzz@)sm(vﬁ) v 20(sllri(32s1)n +\;(ffzsz(;[cos(v6)—cos6];

i (0) ncos(vh) .\ sin(v) +singcos(v6)— vcos @sin(vO)
1, Iv 2(1 —vz)
cospsin®  sing )

2(1—\/2) 2(1_V2)[cos(v@)—cos@]—sin(eﬂp),
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The unknown parameters ¢ and I0 can be determined using relations (3) and (6). The investigation
concentrates on the practically important “soft- switching”, where transistor switching occurs under
both ZVS (zero voltage switching) and ZVDS (zero voltage derivative switching) |7, 9—11]. The first con-
dition ensures that the output capacitance is completely discharged before turn-on (typical for Class E
PA), resulting in zero switching losses. The second condition assumes that the derivative of the voltage
on the transistor output capacitance is equal to zero, which means that there is no current when the
switching starts. This condition is necessary to eliminate voltage surges in parasitic inductances and due
to that to reduce high-frequency oscillations.

The analytical solutions for ¢(v) and / (v) are represented in Table 1.

Table 1
The analytical solutions
v="0 0.8 0.9 1.0 1.1 1.2 1.3 1.4
(O]
O, deg —35.8 -36.9 —38.2 -39.7 —41.5 —43.8 —49.7
1, = Ok 3.7 2.7 2.0 1.6 1.2 0.9 0.7
Vdd

Fig. 2 displays the normalized voltage waveforms across transistor capacitances (U] (9), v, (9))
and corresponding current waveforms (il (9), I (9)) as functions of phase angle 0, calculated for
various frequency parameter v values.

As shown in Fig. 2, the capacitor voltage waveforms and transistor currents both satisfy the
“soft-switching” conditions. At the same time, the voltage stress on transistor is approximately 2 times
less than that of PA Class E. This allows increasing the output power compared to the Class E PA while
maintaining high efficiency.

Calculation of load impedance to provide transistor “soft-switching”

The voltage at node A (Fig. 1, b) is equal to:

v’l,cospcos(v) vl cospcosh
4(1-v?) 2(1-v?)

%nv sin (v0) —%vl0 sin @sin (vO)+1 —%cos(ve) -

I,cos@cos® VI sing . I,sin@sin® v’/ sin@sin0
- . 0 — , 0<0<m;
0 4(1-v?) +4(1—v2) sin(v0) 4(1-v?) 2(1-v?) SO ®)
Uu(e)=
| 1 L 1 vl cos@cos(vO) [ cospcos
_Envsm(ve)—EvIOs1n(psm(v9)+500s(v6)— 4(1—\/2) —~ 4(1—\/2)

vl cospcos® V'] sinq)_ ) 1 sin(psine_vzl sin @sin O
2(i—v) ap—v) TS i)

In order to compose the harmonic balance equation, the voltage U(0) amplitude and phase of the
first harmonic are needed:

n<0<2m.
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0 T 2w

Fig. 2. Time-domain diagrams of the voltage drop and current in transistor at different v values

U, = af +b12 , Oy = arctgﬂ, 9)

a

where a, and b1 are the coefficients of the Fourier series:

2n

a, 1 [U(0)cosbdb, (10)
T o
1 2n

b, =—[U(8)sin6db. (11)
To

The modulus and phase of the load impedance are equal to:

|Z|:|U1| \/af-i-blz _ (12)

Ll L

m

0. =0, —O. (13)

Fig. 3 shows the normalized load impedance (real R, = ReZ, / ReZ and imaginary X, = ImZ, /
/ ReZ  parts) in the frequency band [f,, f | with overlap coefficient K = f,, f,, where f,, and f, are the
upper and the lower bounds of the operational frequency band, respectively; ReZO is the real part of load
impedance at the upper bound fU.

The derived dependencies enable parametric synthesis of the load circuit satisfying the required
input impedance variation in the frequency band and attenuation above it. Based on the results of
solving this synthesis problem it becomes possible to determine the frequency overlap factor Km.

Validation of the analytical model

The analytical expressions were validated through a comprehensive simulation using the model shown
in Fig. 4, where S1, S2 — active devices (switches); V1 — supply voltage; V2, V3 — pulse generators; C1,
C1 — capacitances that consider transistors’ output ones; L1, L1 —inductors; Lx, Rl — imaginary and real
parts of impedance load, respectively. Fig. 5 plots voltage and current time diagrams.
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Fig. 3. Normalized impedance load versus frequency

_L—‘|—

— L
- * 51
vz = C1
%Ll
L2
; " 52 c2
V3

Rl

Fig. 5. Simulated curves of voltage and current across switches S1, 52

Table 2 presents the results obtained using simulation modeling in the frequency band [fL, fU],
where Z, — normalized complex impedance load; 3f, 5/ — relative level of 3" and 5™ harmonics; IT —
transistors’ voltage stress; Av — voltage jump on transistors, normalized by supply voltage.
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Simulation results

Table 2

F 1, 1.2, 14f, 161,

zZ 1.60 +j0.83 1.33 +0.69 1.14 + j0.59 1.00 + /0.52
3f, dBc —24.5 —245 —245 245
57, dBc —40.4 —40.3 —40.4 405

n 1.83 1.82 1.81 1.81
Av, % 6.1 6.5 6.4 49

As evidenced by the comparative analysis of data in Table 2, the analytical model demonstrates excel-
lent agreement with simulation results, exhibiting: 2.0% relative error in voltage stress (IT), 6.5% devia-
tion in voltage jumps (Av). However, the harmonic distortion levels remain non-negligible, with the 3
harmonic at —24 dBc and the 5" harmonic at —40 dBc. This means that the synthesis of the PA fil-
tering and matching circuit must be carried out not only based on the condition of implementing the
required law of behavior of the real and imaginary parts of its input impedance, but, in addition to
this, considering the required attenuation of a given set of higher harmonics.

Synthesis of a filtering and matching circuit

The requirement to suppress higher harmonics to compliant levels (e.g., < —40 dBc for n > 3)
inherently constrains possible structure options of filtering and matching circuit (FMC) in favor of
low-pass filters (LPF) [12, 13]. Taking this constraint into account, the task of FMC synthesis can be
formulated as the parametric optimization problem of a number LPF variants of Elliptic and Cheby-
shev types of diffirent orders. The structures of the Elliptic (E) LPF of the 3" and 5" orders are shown
in Fig. 6, a, b as well as the Chebyshev LPF of the 5" order is shown in Fig. 7.

a) b)

C>

0 I T T L. l 1.1
Il r T

Fig. 6. The structures of 3 and 5" Order Elliptic LPF

Fig. 7. The structure of 5" Order Chebyshev LPF
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The parametric optimization problem can be represented as:
X" =argmin F (X, f), (14)
xeD

x,>0,i=1...n
~2dB <20log|H (%, f)|<2dB, when f<f. {, ¥ is the vector of the LPF
20log|H (%, )| <-40dB, when f 2 f,

where D=<XeR"

elements parameters, fc is the LPF passband frequency, fs is the LPF stopband frequency. In this case,
the objective function will have the form:

R )3 (Rez, (ﬁ)—Reze(x,ﬁ)) N (Imz, (fk)—ImZFz()‘c',fk)) | (15)
k=1 ReZ, (f,) ImZ, (fz)

where the set Z L(fk) corresponds to the required law of change of the FMC input impedance and Z F(fk)
— the calculated values of the FMC input within the passband.

The normalized LPF elements values obtained in optimization are given in Table 3, and the load
voltage spectrum diagrams are shown in Fig. 8—10.

From the analysis of the diagrams in Fig. 8—10 it follows that the output voltage spectrum con-
tains only odd harmonics, the relative amplitudes of which are given in Tables 4—6. The values of the
normalized transistor voltage stress (I1) are also presented here. A voltage stress deviation when using
different types of LPF from the analytical calculation is shown in Fig. 11.

a) b)
dB ] dh
0 !

=80 &

-120¢

9

=40t

=80 ¢

-120

160

0 f 3f sf 7t ] f 3f 5 Tt

Fig. 8. Load voltage spectrums for a 3™ order elliptic LPF
at different operating frequencies: £, (a), 1.2f, (b), 1.4f, (c), 1.6 1, (d)
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| _a
a) b)
dB dB
I 0t
c)
6 f ji’ 42 'a;l’ l'.l f 3f 5 T-I“
Fig. 9. Load voltage spectrums for a 5" order elliptic LPF
at different operating frequencies: 1, (a), 1.21, (b), 1.4/, (c), 1.6 f, (d)
Table 3
Normalized LPF elements values
Nominal values
LPF
xl xz X3 x4 XS x6 x7 )CR
3 Order Elliptic 0.704 2.806 1.022 0.061 1.386 — -
5% Order Elliptic 0.722 2.734 0.866 0.217 1.039 0.197 1.974 0.489
5t Order Chebyshev 0.051 0.684 2.988 1.034 1.503 - - -
Table 4

Characteristics of the PA when implementing FMC on the basis of a 3" order elliptic LPF

Higher-harmonic level, dBc
Frequency 1
3 5 7
1 =51 =77 —111 1.92
1.2f, —54 -91 —100 1.71
L4f, —60 -92 —104 1.62
1.6f, —73 -93 —97 1.86
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Fig. 10. Load voltage spectrums for a a 5" order Chebyshev LPF

a) b)

dB daB

0 0

=40 - -40

80 -80

0 3f st 7t 0o f st
c) d)

3f sf 7 I

at different operating frequencies: 1, (a), 1.2f, (b), 1.4f, (c), 1.6 1, (d)

A comparative analysis presented in Tables 4—6 and Fig. 11 shows that the FMC based on the 5"

order elliptic LPF attenuates higher harmonics better, with the level of the 3™ harmonic being no
more than —65 dBc. In the case of 3™ order elliptic LPF, the level of the third harmonic is —51 dBc,
and for the 5" order Chebyshev LPF, it is —44 dBc. Using the 5" order elliptic filter also shows results
with a smaller theoretical deviation compared to other LPFs. Therefore, it can be concluded that
using the 5" order elliptic LPF provides better performance.

Higher-harmonic level, dBc

Frequency 3 5 7 1
f —65 -85 -92 1.88
1.2f, —89 —86 -92 1.74
L4f -73 —84 -90 1.72
1.6/, -70 —84 —94 1.89

Table 5
Characteristics of the PA when implementing FMC on the basis of a 5" order elliptic LPF
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I g
I1
59t |=#—Analytical result i
L |=-@ 3rd order Elip filter
) — |= ® =5th order Elip filter
Rt 5 |=~&=51h order Chebyshey
20F [ — )
o e a
1.8¢ B — "=
B ittt R a7
1.6 —
1,01‘" 1.2f 1.4f 1.61‘"

Fig. 11. Comparison of voltage stress deviation when using different types of LPF

Table 6
Characteristics of the PA when implementing FMC on the basis of a 5th order Chebyshev LPF

Higher-harmonic level, dBc
Frequency 3 s . 1
1 —44 =72 —87 2.10
1.2f, -52 -76 —83 1.99
L.4f, -57 -85 -99 1.89
1.6f, —63 —88 -97 1.85
Conclusion

Summarizing the results presented in this paper, we highlight the followings:

1) Based on the harmonic balance method, the analytical model of a Class E PA with reduced volt-
age stress across transistors (Class EV ') has been developed which allows for determination of its char-
acteristics when operating a complex impedance load.

2) Using the obtained analytical relations with a known law of load impedance change in the fre-
quency band, the currents and voltages on the elements of the PA can be calculated.

3) The assessment of the adequacy of the proposed analytical model has been carried out which
confirmed 2.0% relative error in voltage stress estimation and 6.5% deviation while calculating voltage
jump across the transistor at turn-on.

4) A method for synthesizing a filtering and matching circuit is proposed, which allows to expand
the operating frequency band of the amplifier with given restrictions on the output power change as
well as on the level of switching losses in the transistors, and the permissible level of higher harmonics
in the load.

5) The normalized element values of the filtering and matching circuit were optimized, permitting
PA operation over a frequency band with an overlap factor of K(D = 1.6 and decreased switching losses.

6) It has been shown that the relative level of higher harmonics in the output voltage in the case of a
5t-Order Elliptic low-pass filter can be reduce to a value of —65 dB.
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Abstract. Most electronic devices use power supplies and signal generators. A rationally
designed high-power switching radio frequency (RF) generator usually contains one oscillatory
circuit, a transformer and a grounded load. This work presents the rationale and calculations
for the proposed structure of an RF transformer for high-power switching harmonic oscillators,
based on the connection of unit elements. An analysis of the obtained calculation results was
carried out to select the most optimal structure for most practical applications. It has been
established that using N single-turn transformers achieves an N-fold gain in the volume and
weight of ferrite and copper tubing. However, this gain is not always convenient to implement
due to design considerations. The presented calculations confirm that the proposed structure
is the most optimal for most practical applications, as it is free from many drawbacks of the
classical high-power transformer scheme with multi-turn windings.
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AnHoTamus. JI)1st GONBIIMHCTBA YCTPOMCTB 3JIEKTPOHHOM TEXHUKU MCITOIB3YIOTCS MCTOTYHUKH
MUTAHUS U TEHEPATOPbl CUTHAIOB. PallMOHabHO MOCTPOEHHBIM MOIIHBIM KJI0UEBO BbICOKOYA-
croTHbIil (BY) reHepaTop cOAepXUT OOBIYHO OMWH KOJIeOATEIBbHBINM KOHTYP, TpaHC(OpMaTop U
3a3eMJICHHYIO Harpy3ky. B pabore mpoBeneHbl 000CHOBaHMS U pacyeT MPeITOXKEHHON CTPYKTYPBI
BY tpaHcdhopMaropa 17151 MOLIHBIX KIIOYEBBIX T€HEPAaTOPOB TapMOHUYECKUX KOJIeOaHUit, OCHO-
BaHHOM Ha COeAMHEHUU eAUHUYHBIX 271eMeHTOB. ITpoBeeH aHaIM3 MOJIyYeHHBIX pe3YyJbTaTOB BbI-
YUCEHUI WISl BbIOOpa HanboJjiee ONTUMAIbHOM ISl OOJIBIIMHCTBA MPAKTUUYECKUX MPUMEHEHUI
CTPYKTYPBI. YCTaHOBJICHO, UYTO TIPU UCIIOIB30BaHNM N OJHOBUTKOBBIX TPAaHC(HOPMATOPOB JOCTH -
raeTcsl BEIMTPHIII B 00BbeMe U Bece peppuTa U MeaHoU Tpyoku B N pa3. OmHAKO 3TOT BBHIUTPBIIII
He Bcerga yonoOHO peain30BaTh U3 KOHCTPYKTMBHBIX cooOpaxkeHuil. [IpencraBieHHbIE pacyeThl
MOATBEPXKIAIOT, UTO MPEATOXKEHHAsI CTPYKTYpa SIBJISIETCS Hanbosiee ONTUMAIbHOM 11 OOMBIIMH-
CTBa MPaKTUYECKUX MPUMEHEHUI, MOCKOJbKY JMIIEHAa MHOTHUX HEIOCTAaTKOB KJIACCUUYECKOM cxe-
MbI MOIIITHOTO TpaHc(hopMaTopa ¢ MHOTOBUTKOBBIMU OOMOTKaMMU.

KmoueBbie c1oBa: TOJYyIIPOBOAHUKOBAS 2JIEKTPOHUKA, TpaHC(HOpPMATOp, KIOUEBOIl reHepaTop
BY, vcTOYHUK MUTaHUS, DJIEKTPOHHbBIE KOMIIOHEHTHI

Jna mamapoBanug: Filin V.A., Sattarov Kh.A., Yurova V.A., Golovin A.N. Selection of the op-
timal structure of a transformer based on single-turn elements for high-power switching tran-
sistor harmonic oscillators // Computing, Telecommunications and Control. 2025. T. 18, No 3.
C. 102—110. DOI: 10.18721/JCSTCS.18309

Introduction

A rationally designed high-power switching radio frequency (RF) generator usually contains one
oscillatory circuit, a transformer and a grounded load. In the generator circuit, the transformer per-
forms two main functions: it converts the voltage (current) to a value determined by the load and iso-
lates the generator from the load by DC voltage or mains voltage (50 Hz). A transformer designed for
a given power in the load at a high operating frequency fis an essential element of the circuit, largely
determining the performance characteristics, weight-dimention parameters and cost of the generator.
The significant value of the parasitic leakage inductance of a classic multi-turn RF transformer for
many generator topologies is a factor limiting the operating frequency and energy parameters. For
these reasons, improving the electrical characteristics of the transformer, reducing its weight and di-
mensions is of great practical importance [1-2].

The equivalent circuit of the industrial generator load in the form of an inductor can be repre-
sented by a parallel connection of the inductance L, and the resistive conductance Gl (Fig. 1) with a
quality factor O, = 1/(wL,G)).

© ®unuH B.A., CattapoB X.A., Oposa B.A., TonosuH A.H., 2025. V3gaTenb: CaHkT-MeTepbyprckuii NOAMTEXHUYECKUIA YHUBEPCUTET MeTpa
Benukoro
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Fig. 1. Generator load equivalent circuit

Tuning the secondary winding circuit of a transformer to resonance allows compensating for the re-
active component of conductivity, eliminating reactive currents in the secondary winding and, thus, un-
loading the transformer. However, in some cases, such a solution may prove impractical, for example,
due to the lack of suitable capacitors with a given operating voltage and reactive power, incon-
veniences in their installation etc. In this case, the secondary winding of the transformer is loaded not
on the resistive conductance Gl, but on the complex conductance ¥ = Gl + 1/joL, (Fig. 1), i.e., when
Gl << 1/wL ; the load increases almost by Qz times. Accordingly, the current and oscillation power
in the secondary winding increase. The effect of the parasitic leakage inductance L¢ . = L,(1 — k?)
also increases significantly. The volumes and weights of ferrite and copper will increase by Ql times,
and the geometric dimensions of the transformer — by %/Q times.

Tuning the entire circuit to resonance is carried out using capacitors connected to the primary
winding. For example, the weight of a transformer of an industrial generator with a load capacity of
Pl = 60 kW in resonant mode at an operating frequency of f'= 66 kHz is approximately 10—15 kg.
When the load quality is Qz = 10 and the capacitors are excluded, the weight of the transformer actu-
ally increases to 100 kg. In this case, as in other cases, when the transformer power is increased due
to current while maintaining the voltage level or when increasing the operating frequency, difficulties
may arise with the implementation of the transformer, since the estimated number of turns of any of
the windings may be less than one. There are difficulties with the winding wire, the thickness of which
may be too large, phenomena such as skin effect, displacement of current to the boundaries of the wires
under the influence of a magnetic field etc. occur.

The goal of this work is an attempt to justify and calculate a new structure of an RF transform-
er for high-power switching generators of harmonic oscillations, based on the connection of single
elements, i.e., single-turn transformers of a “cable” design. Such a structure, in the author’s opin-
ion, is optimal for most practical applications, since it is free from many drawbacks of the classical
high-power transformer scheme with multi-turn windings.

Single-turn transformers and their connections

When constructing high-power thyristor or transistor RF generators and secondary power sources,
in order to simplify and reduce the cost of the design, transformerless primary (mains) power sources
are usually used, giving 300, 500 or 600 V of direct voltage at the output. In this case, the increase in
power is achieved solely by increasing the direct current, which entails a decrease in the inductance
and the number of turns of the primary winding of the RF transformer. At the same time, the dimen-
sions and thickness of the winding wire increase. Under otherwise equal conditions, the influence of
the magnetic field on the distribution of current in the magnetic circuit and in the wire (skin effect,
eddy currents) increases, which leads to increased losses of electrical energy in the transformer and,
accordingly, to its heating.

Similar phenomena occur in the secondary winding of the transformer, especially when a low-re-
sistance inductor consuming high current is connected to it. The skin effect and current displacement
to the edges of the winding, caused by the magnetic field, increase as the transformer’s operating
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Fig. 2. Single-turn transformer type

frequency rises. If the dimensions of the transformer decrease proportionally to the decrease in the
wavelength, then, due to the similarity principle, the relative influence of the skin effect does not
change.

Problems with a small (Iess than one) number of turns and the skin effect can be solved to a large
extent by replacing one high-power transformer with a combination of low-power ones, splitting the
magnetic field into a number of unrelated magnetic fluxes, i.e., applying the litz wire principle to the
magnetic circuit. At first glance, this will lead to a more complex design. However, this complication is
insignificant or may even turn out to be a simplification, if single-turn transformers of extremely simple
design are used. A single-turn transformer (Fig. 2) is a U-shaped copper tube onto which ferrite rings
are threaded. This tube is the primary (secondary) winding, and the secondary (primary) winding is a
litz wire bundle (or a second copper tube) passed inside the copper tube. This “cable” design of the
windings ensures, among other things, a sharp decrease in the leakage inductance of the windings
and obtaining their coupling coefficient k£, amounting as several nines after the decimal point. An
important advantage of single-turn transformers is the presence of only one turn in the primary and
secondary windings with an air gap between them, ensuring good heat dissipation.

Series-parallel connections of the primary and secondary windings of transformers allow obtaining
integer or fractional transformation coefficients. Of course, such a method of voltage transformation
is acceptable if the transformation coefficient is not too large and lies within several units; which is
typical for generators with inductors and switching sources of secondary power supply with a small
transformation ratio. The winding terminals (copper tubes) can be used for mechanical mounting of
transformers on strip lines serving as input or output buses.

Fig. 3 shows an example of a connection of four single-turn transformers — series-parallel for prima-
ry windings and parallel for secondary windings, and Fig. 4 shows a standard equivalent circuit for such
transformer connections.

F o i . Y

Fig. 3. Series-parallel connection of single-turn transformers
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Fig. 4. Equivalent circuit of series-parallel connection

In addition to the very high coefficient of magnetic coupling of the windings they provide, the design
methodology for single-turn transformers should be based on the requirement to obtain the necessary
transformation coefficient and sufficiently small losses in the magnetic circuit and windings (turns). The
transformation coefficient is ensured by selecting the required number of single-turn transformers con-
nected in series-parallel.

For example, the circuit in Fig. 3 provides a transformation coefficient of n = 0.5 or n = 2, where
two transformers can be used instead of four. If we take six transformers and connect three primary
windings in series and threes in parallel, and the secondary windings with two in series and three twos
in parallel, we can obtain a transformation ratio of 2:3 (or 3:2), etc. In general, for m:/ transforma-
tion, m/ transformers are required. In some cases, this is not a significant limiting factor, since the
transformers are extremely simple (Fig. 2) and, in addition, if there are power control units, there is
no need to strictly maintain the specified (calculated) transformation coefficient.

Methodology for calculating elements of a single-turn transformer and completing a circuit based on it

Here is a method for the calculating the elements of a single-turn transformer. No-load losses in
the magnetic circuit

Py=BV,, B,=Py(f/f) (B,/B,) (1, b)

where Pnz is the specific losses per unit volume Vm of the magnetic circuit, fm0 = 1 kHz, Bm0 =1T,
P,=P,atf=f B =B . Thevalues P , o, are given in [3—6], for example, for ferrite
2000NMZ: Pm0 =0.178 W/cm?®; a. = 1.3; B = 1.7. To ensure acceptable values oanl, it is necessary to
select a sufficiently small value of induction Bm. After selection Bm the cross-sectional area Sm of the
magnetic circuit is determined for one turn (w, = 1) from the following formula:

S, (m*)= Ui (%f(kHz)Bm (T) )

To ensure sufficiently small losses in a tubular loop, it is necessary that the diameter of the tube be
large enough and the ohmic resistance R at the operating frequency f'be small enough. This resist-
ance depends on the depth of the skin layer:

m):l/ nfu,/p, A=0.26mm (copper, f =66kHz), (3a, b)
where 1 = 41-10~7 H/m is absolute magnetic constant, p = 1.75-10- Ohm-m is the specific resistance

of copper.
For small diameter copper wire d, < A
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R =K, R, R =pl/[S, K,=1+(w/15)(d,/1)", (4a, b)

where R_is DC resistance, ll, S1 are the length and the cross-sectional area of the wire in meters,
K, is the coefficient of resistance increase R_ due to the skin effect, w is the number of turns of the
winding.

The thickness of the copper tube forming the turn, practically for design reasons (mechanical
strength) at high frequencies is significantly greater than the skin layer equal to, for example, 0.26 mm
(see formula 3b). In this case, the equivalent thickness of the tube, determining its conductivity, can be
considered approximately equal to the skin layer depth A in accordance with formulas (3a, b). We obtain
the tube diameter d equal to

d(mm)=5(mm%b(mm):1ml(f4)6( . j-nk(mm)’ 5)

l’l’lIl’l2

where the current density 6 = (5—10)(A/mm?) is taken to be several times greater than when calcu-
lating a conventional transformer, since the cooling of the tube turn in the presence of air gaps with
ferrite and the second turn is significantly better than with a multi-turn winding. In addition, the mass
of the tube is increased due to part of the thickness lying outside the skin layer. For a wire turn in the
form of a bundle of litz wire placed inside the tube, formula (5) is also valid at ¢ = (1...2) A/mm?.

The assembly of single-turn transformers is as follows. If we proceed from classical single-turn
transformers (one turn in the primary and secondary windings), then with their help it is possible to
realize transformation coefficients characterized by an integer number of times. Thatis 1:n (n =1, 2,
3, 4, etc.), then n transformers are required for this (or 27, as in Fig. 3). Other combinations are also
possible, for example 2:3 (six transformers), 3:4 (twelve transformers) etc. By selecting a transforma-
tion ratio close to the required (calculated) one, the output power can be brought to the required value
using the control unit (if available).

If these options are unacceptable, then a non-classical transformer can be used, in which only one
winding (primary or secondary) is implemented as a single turn in the form of a copper tube, and the
other winding (windings) is located inside this tube. For convenience of winding turns, the tube can
be cut along its internal diameter. In this case, the current through the joint of the tube halves will be
practically absent, since the lines of the electric field and the tube current run along it, and not in the
transverse direction. In this case, U-shaped ferrites should be used, covering the copper tube in pairs.

This method provides great opportunities for varying the transformation coefficient and the num-
ber of windings. At the same time, the advantages of single-turn transformers are basically preserved
— a very high winding coupling coefficient, the magnetic litz wire effect (due to the number of con-
nected transformers) and the principle of mechanical fastening of the copper tube (turn) to the strip
lines connecting to the generator and load.

Calculation example

In all cases, it is convenient to calculate a single-turn transformer based on a winding realized by a
copper tube. As an example, we will calculate a set of transformers in a single-turn version for a power
of P, = 60 kW, a frequency of /=66 kHz, an input voltage amplitude of U, =500V and a transfor-
mation coefficient of n = 0.5. Therefore, one of the two pairs of transformers shown in Fig. 4 can be
used, with a series connection of the primary and parallel connection of the secondary windings. In
this case, on any turn of each of the transformers, the voltage amplitude is U, 1 = 250 B, the power is
0.5P =30kWandcurrent/ =P /U  =240A.
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The outer diameter of a copper tube implementing a turn at 6 = 8 A/mm?, A =0.26 mm according to
formula (5) will be equal to:

d= 2404 =34 mm.

8( A j-n-0.26mm

2
mm

For reasons of mechanical strength of the transformer, the thickness of the tube wall can be taken
equal to 1-2 mm (many times greater than A = 0.26 mm) and the internal diameter is no less than
30 mm.

The cross-sectional area S and the diameter do of the second turn — the litz wire bundle will be
calculated according to (5) at 6 = 1 A/mm? at

2
S :%:240 mm’, d, = /M =17.5.
lA/mm T

A bundle with such a cross-section, taking into account the laying of internal cores and insulation,
can be placed inside a tube with an internal diameter of 30 mm. Ferrite rings with external and inter-
nal diameters D2 = 65 mm and Dl = 40 mm are suitable for forming a magnetic circuit. The cross-sec-
tional area of the magnetic circuit at Bm = (0.1 T according to expression (2)

5, (m?) = Um(V) 250V
" 2nf (Hz) B, (T) 2m-66-10°Hz-0.1T

=6-10"°m>.

The height / of the ferrite cylinder (Fig. 1) will be equal to

S, 6:107°m’
D,-D, 25-107°m

h =0.24m=24cm.

Ferrite volume of one transformer

Vo=

m

2 2
Dy ™ 2h =990 e,
4 4

The volume of ferrite for the entire set (two transformers) will be 1980 cm?, which, according to
estimates, exceeds the optimal (minimum) volume, since in this case the optimality conditions are
not met. This is the price for the design advantages of single-turn transformers.

The inductance of the winding (turn-tube) at w, = 1, = 2000 will be equal to

6-10°
0.5(65-40)-10" 1

L1=uauf—m=47t-10_7-2~103 =384 uH

m

per set (2 transformers) 2L1 =768 uH. We will get the calculated value of the resistance of the tube turn

2(h+D
Rlzpl_lzp( ) | 75105 0:24+0.065

—=1.2-10" Ohm.
S, nd). 7-0.034-0.26-10

Losses in a single transformer tube turn are
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P, = %IfﬂRl =%-2402 1.2:107 =34.5W.

These losses are about 0.1% of the power of one transformer (30 kW), therefore they are significant
only from the point of view of the transformer quality. However, since the turn is made in the form of a
sufficiently massive copper tube, open for cooling, the heating factor is also insignificant. This opens
the possibility of making the second turn of the transformer not as a litz wire bundle, but as a second
U-shaped copper tube located concentrically inside the first tube. In this case, the first tube should be
cut longitudinally along the diameter into two U-shaped halves, inside which the second tube with an
insulating gap should be placed. After placement, the joint of the U-shaped halves can be soldered,
but there should be no significant currents in the joint, since the current lines run along the tube.

In the case under consideration, the transformation coefficient was 1:0.5, which made it possible
to use only two single-turn transformers. For other transformation ratios, the number of transformers
may be larger. It is important that with an increase in the number of single-turn transformers, their total
volume and weight or losses decrease if the operating frequency is high enough and the wall thickness
of the tube-turn is significantly greater than the skin layer. This is explained by the fact that with the
skin layer thickness remaining unchanged, the equivalent conductive cross-section of the copper tube
decreases proportionally to its diameter, while the volume and weight of copper (and ferrite) decreases
proportionally to the square of the tube (ferrite ring) diameter.

Thus, when using /N single-turn transformers, an N-fold gain in the volume and weight of the ferrite
and copper tube is achieved. However, this gain is not always convenient to implement due to design con-
siderations. For example, the calculated set of two transformers could be implemented according to the
circuit shown in Fig. 4, i.e., from four transformers. In this case, the height of the transformers / would
increase from 24 cm to 48 cm, the outer diameter D2 of the ferrite rings would decrease from 6.5 cm to
3.25 cm, and the diameter of the copper tube d — from 3 cm to 1.5 cm. Such a ratio of 4, D2 and d is hardly
convenient from a design standpoint, although it is fundamentally feasible.

Naturally, increasing the number of single-turn transformers (without changing their total power)
makes sense only as long as the thickness of the copper tube-turn remains significantly greater than the
thickness of the skin layer.

Conclusion

The paper presents the substantiation and calculation of the proposed structure of the RF trans-
former for high-power switching generators of harmonic oscillations [7—8], based on the connection
of single elements, i.e., single-turn transformers of the “cable” design. The presented calculations
confirm that such a structure is optimal for most practical applications, since it is devoid of many of
the disadvantages of the classical scheme of a high-power transformer with multi-turn windings. The
proposed structure is part of a project to create a device based on UBPM-1 [9—10] with the possibility of
using it in solar MPPT DC/DC converters, solar inverters, uninterruptible power supplies etc.
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Abstract. This article focuses on the modeling of a quadrature waveguide power divider, taking
into account technological requirements and manufacturing feasibility. A relatively simple yet
effective device topology is proposed, along with a method for calculating its geometric parameters
to operate reliably within a predefined frequency range. The study includes a comprehensive
analysis of existing power divider configurations, provides a detailed overview of the theoretical
foundations for designing a quadrature waveguide-slot bridge and an in-depth examination of all
design stages of the power divider, using the 27—35 GHz frequency range as an example. Based
on the developed model, a working prototype was fabricated. Measurements of its frequency
characteristics confirmed the validity and practical applicability of the proposed approach.
The design methodology developed in this work can be effectively applied to create a quadrature
waveguide-slot bridge in any given frequency range, making it a versatile tool for engineers and
researchers in the field of microwave technologies.
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AHHOTanus. JlaHHas CTaThsl TOCBSIIEHA MOJEIMPOBAHUIO KBaIpaTypHOTO BOJHOBOIHOIO
NETUTEIISI MOIIIHOCTU C YYETOM TEXHOJIOTUYECKUX TPEOOBAaHUI U BO3MOXKHOCTEU €ro u3roToB-
sneHus. [lpeanoxeHa T0BOJBHO MpocTasi, HO 3 GEeKTUBHAS TOMOJIOTHS YCTPOMCTBA, a TaKXkKe
METOJIMKa pacyeTa €ro reoMeTpuYecKux mapaMeTpoB IJis oOecIiedyeHUs] HaleXHOW paboThI
B TIpEIBApUTEJILHO 3aJJlaHHOM YacTOTHOM jauana3oHe. B paborte mpencTaBieH KOMILIEKCHBIN
aHaIM3 CYIIECTBYIONINX KOHMUTYpaLIUii JeUTeNeii MOIITHOCTH, JaH MOAPOOHBIN 0030p Teo-
PETUYECKUX OCHOB MPOECKTUPOBAHUS KBAAPATypPHOTO BOJHOBOIHO-IIIEJIEBOTO MOCTA, a TaKXe
JIETATbHO PACCMOTPEHBI BCE ATAlbl MPOSKTUPOBAHUS ACJUTENsI MOITHOCTU Ha MpUMepe ya-
ctroTHoro nuamnaszoHa 27—35 I'Tiu. Ha ocHoBe pa3paboTaHHOII MEeTOAUKU MOJydeHa MOJEb,
Onaromapst KOTOpOoi ObLT M3TOTOBJIEH Pa0OYMil OMBITHBIN 0Opa3el] KBaapaTypHOro BOJTHOBO-
JTHO-IIIeJIEBOTO MOcTa. Pe3ynbrarhl M3MEpeHUsT ero YaCTOTHBIX XapaKTEPUCTUK TOATBEPIU-
JIU KOPPEKTHOCTh M 0OOCHOBAHHOCTD TMPEIOKEHHOTO MOJX0/1a, a TAKXKE €ro MPakKTUIeCKyIo
MPUMEHUMOCTh. Pa3paboTaHHasi B paMKax JaHHOUW paboThl METOIMKA MTPOSKTUPOBAHUS MOXET
ObITh 3(h(HEeKTUBHO TPUMEHEHA JIJIsl CO3/IaHUsT KBaIPaTypHOTO BOJHOBOAHO-IIEJIEBOIO MOCTA B
JII000M 3aJJaHHOM JMaIa3oHe 4acToT, YTO JeJlaeT €€ YHUBEPCATbHBIM MHCTPYMEHTOM JUISI MH-
XXEeHepoB U uccienoBaresneil B ooaactu CBY-TexHOIOTUiA.

KinoueBbie coBa: KBaapaTypHBIN OEIUTENIb MOIITHOCTH, BOJHOBOMHO-IIIEIEBOM MOCT, TIPSIMO-
YTOJIbHBIN BOJTHOBOJ, METOAMKA pacyeTa, TOMOJOTUs YCTpoicTBa

Jnsa murupoBanua: Lomsadze D.V., Kolmakova N.G., Volvenko S.V. Topology and design
methodology of a quadrature waveguide power divider for an arbitrary frequency range //
Computing, Telecommunications and Control. 2025. T. 18, Ne 3. C. 111-122. DOI: 10.18721/
JCSTCS.18310

Introduction

Power dividers (PD) are essential components of modern microwave technology. They are widely
used in power amplifiers [1], antenna arrays [2] and other transceivers [3]. Advances in technology and
production capabilities, along with the demand for wider communication channels and the increas-
ing number of electronic devices, have driven interest in PDs operating at frequencies above 10 GHz.
This trend requires efficient broadband signal processing and transmission, which can be achieved using
various types of transmission lines. These include fiber-optic links [4], dielectric waveguides based on
low-density polyethylene [5] and traditional hollow metallic waveguides. Each of these technologies
offers distinct advantages in terms of size, weight, loss characteristics and ease of integration. However,
hollow metallic waveguides possess the unique ability to handle high microwave power levels without
significant losses or electrical breakdown, making them the primary choice for high-power applications,
particularly in radar and satellite systems. Another option is to use microstrip and other planar struc-
tures; however, they suffer from increased dielectric and conductor losses at high frequencies [6], which

© Nomcaaze A.B., Konmakosa H.I"., Bonsenko C.B., 2025. WU3paTenb: CaHKT-MeTepbyprckuii NonMTexXHMYeckuin yHusepeuteT MeTpa Benvkoro
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further reinforces the need for low-loss, high-power-capable waveguide solutions'. The most common
PDs are those that split the input power equally between two output channels. These are T-, E- and
Y-junctions [7, 8], double waveguide tees or magic tee [9], waveguide-slot bridges [10] and others. De-
pending on the type of junction, the output ports may be in-phase, out-of-phase or exhibit a 90° phase
difference. Cascading of such PD [11] makes it possible to design a divider with a large number of output
channels. Quadrature PDs stand out among these structures, with quadrature waveguide-slot bridges
(QWSB) being one of their representatives. QWSB are four-channel devices that provide an equal power
division between two output channels with a 90° phase shift. Their key advantage is the ability to termi-
nate the remaining output with a load, ensuring isolation between the two power-divided output chan-
nels. The optimal behavior of QWSB is achieved either by selecting a special complex geometry of the
matching area [10] or by using various matching elements such as inductive posts? and resistive baffles
[12], which further complicate the configuration of the device.

The literature describes several techniques for designing waveguide-slot bridges by selecting a spe-
cial geometry. For example, [13] considers a step transition as the matching section. However, this
approach is highly sensitive to manufacturing tolerances and complicates fabrication, particularly at
high frequencies. A solution to this issue was proposed in [10], where the step transition in the match-
ing region is replaced with a smooth bend, reducing manufacturing complexity. However, the authors
of this article do not pay enough attention to explaining the synthesis of the geometry of the PD.

To fill this gap, this paper provides a detailed method for designing a quadrature PD within a
predefined frequency range without using complex geometries or extra elements. The capabilities of
the proposed topology and its design methodology are demonstrated through the development of a
broadband quadrature PD in the 27—35 GHz frequency range.

Concept and design of a quadrature PD for a predefined frequency range

This paper presents a design technique for an H-plane QWSB. It demonstrates how power division
can be achieved within a given frequency range by selecting appropriate geometric parameters of the
proposed topology. This approach is applicable to various frequency ranges and is limited only by the
allowable range of changes in the geometric parameters of the structure. Fig. 1 shows the geometry of
the PD being developed along with the key geometric parameters.

To design a quadrature PD in the frequency range (fo’ fl) the following steps are necessary:

1. Select the appropriate cross-sectional dimensions of the rectangular waveguides @ and b.

2. Use a simplified theoretical model to estimate the initial approximations of the main parameters
of the splitting region d and L.

3. Based on the technological requirements and manufacturing capabilities, determine the mini-
mum allowable value of e.

4. Set initial approximations for the parameters s and 7.

5. Use an optimization process to determine the geometric parameters that provide the best match-
ing and require division within the frequency band.

Let us look at these steps in more detail.

1. First, the dimensions of the rectangular waveguide must be selected such that the specified
frequency range (fo, fl) lies within the operating range of this waveguide. From a practical point of
view, rectangular waveguides of standard dimensions are the most convenient. However, a choice of
non-standard waveguide sizes is also possible.

2. To estimate the initial approximations of parameters d and L, consider an ideal model of the
waveguide-slot bridge?, which consists of two waveguides connected along a narrow wall (shaded area

! Murav'ev V.V,, Korenevskii S.A., Mishchenko V.N. Sverkhvysokochastotnye tekhnologii v sistemakh telekommunikatsii [Ultra-high-frequen-
cy technologies in telecommunication systems]. Minsk: BGUIR, 2007.

2 Vol'man V.I., Pimenov Iu.V. Tekhnicheskaia elektrodinamika [Technical electrodynamics]. Moscow: Sviaz', 1971.

* Vol'man V.I., Pimenov Tu.V. Tekhnicheskaia elektrodinamika [Technical electrodynamics]. Moscow: Sviaz', 1971.
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Fig. 1. Geometry of the H-plane PD with key parameters

1 [fﬂf‘.’ Hw?

Fig. 2. The principle of operation of the waveguide-slot bridge

in Fig. 1). In this case, the width of the feeding waveguides is half the width of the splitting region,
i.e., d/2. Channel 1 is excited by the H,, mode, while channels 2 and 3 are output channels where
H,, modes with half amplitude and 90° phase shift propagate, and channel 4 has to be isolated. The
absence of a propagating H,; mode in channel 4 is possible as a result of the combination of two H
modes of equal amplitude and a phase difference of 180°, while all feeding waveguides must operate
in the single-mode range. Thus, the problem can be considered as the sum of two cases: in the first case
ports 1 and 4 are simultaneously excited in-phase, and in the second case they are excited in antiphase.
Assume that only H j and H,) modes of the rectangular waveguide with width d can propagate in the
splitting region, that is f1 < fH3O, where fH3O is the cutoff frequency for H,) mode of the rectangular wave-
guide with width d. Since the feeding waveguides are single-mode, we can deduct from the definition of

the cutoff frequency that

Cocd<X, (1)

Jo 25

where c is the speed of light in a vacuum.
Naturally, the inequality is true if 2fl < 3f0. Otherwise, it is necessary to focus only on the right side

3¢
of the inequality and choose d close to ——, ensuring the operation of the device in the low-frequency

1
range during subsequent modeling steps.

Consider the problem of in-phase excitation of channels 1 and 4. In this case, two incident H modes
of the waveguide with width d/2 combine at the slot to form one H,, mode of the waveguide with width
d. As this mode propagates along the length L, it acquires a phase shift equal to
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where A is the wavelength in the waveguide.
Next, the resulting mode splits into H ; modes in channels 2 and 3. In the case of antiphase excitation
of ports 1 and 4, the incident field forms a propagating H,, mode, which receives the phase shift equal to

Subsequently, it splits back into the main modes in channels 2 and 3. For the structure to exhibit

T
quadrature bridge properties, it is necessary that* @, (7») -, (7») = 5, then

Lk 1 . )

4 2 2
TGRS
2d d
Thus, by selecting d to satisfy inequality (1) and using formula (2) to determine the value of L for
the chosen d, we obtain initial approximations of these geometric parameters for subsequent modeling.
3. In the considered theoretical model, the distance between the waveguides was assumed to be 0,
which is impossible from a practical point of view. At this stage of the design, it is necessary to account
for the effect of a metal septum between the feeding waveguides (Fig. 1) and determine its minimum
allowable width, i.e., the value of parameter e, based on the manufacturing capabilities.
4. In the previous steps 2 and 3, the widths of the feeding waveguides did not match the width
a, defined in step 1. The goal of this stage is to integrate the resulting division area with the wave-
guides of the desired size. To achieve this, it is necessary to determine the initial approximations for
the parameters n and s. As shown in Fig. 1, the region described by these parameters is essentially
a smooth transition between the rectangular waveguide and the splitting region. The choice of these
parameters will be determined not only by the amplitude-frequency characteristics, but also by the
further manufacturing process for each specific product, as well as the requirements for the neces-
sary structural strength. For example, the width n should not be too smaller than the diameter of the
milling cutter used to fabricate the structure, otherwise the septum may break during manufacture or
assembly.

5. At the final stage of modeling, the optimization process should be used to determine the values of
the specified geometric parameters. It is convenient to use the following set as an optimization criterion:

S, Sy <B; —3dB-a<S,, S, <-3dB+a,

where B is determined based on the requirement for matching the structure and isolation of port 4,
while a defines the proximity to equal power division between ports 2 and 3. S11 is the amplitude of
the reflection coefficient of the main mode in channel 1, and SZ]’ S31 and S ,; are the amplitude of the
transmission coefficients of the main mode into ports 2, 3 or 4 when port 1 is excited by the main mode.

It should be noted that the topology in Fig. 1 contains irregularities in the form of corners. Natural-

ly, these irregularities will affect its electromagnetic characteristics. Moreover, in practice, they will be

4 Vol'man V.I., Pimenov [u.V. Tekhnicheskaia elektrodinamika [Technical electrodynamics]. Moscow: Sviaz', 1971.
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rounded off. Therefore, the corner rounding radii must also be included as optimization parameters. The
limiting values of these radii will be determined by the further technological process such as the diameters
of the milling cutters used.

Application of the proposed topology and design methodology

The proposed approach to PD design is illustrated using the development of a PD for the 27—35 GHz
frequency range.

1. To design a waveguide-slot bridge in the frequency range of 27—35 GHz, a standard WR28 rectan-
gular waveguide with geometric dimensions of 7.11x3.56 mm? is used.

2. Using formulas (1) and (2), we obtain that 11.11 mm < d < 12.85 mm. Let us choose d = 11.2 mm,
then the L values will be in the range from 9 to 12 mm.

Fig. 3 shows the reflection coefficient for the theoretical model (Fig. 2) at different values of L and
the selected d. When choosing initial approximations of geometric parameters, the reflection coeffi-
cient S ,; ¢an be prioritized, as its behavior is generally used to assess the operating band of the device.

As shown in Fig. 3, the best matching from the point of view of the frequency range is achieved at L
equal to 10 or 11 mm. Fig. 4 shows the amplitude-frequency characteristics of the transmission coeffi-
cientsat L = 11 mm.

3. Having set the initial approximations for the parameters d = 11.2 mm and L = 11 m, let's con-
sider how the amplitude-frequency response of the QWSB changes when a non-zero distance appears
between the feeding waveguides. With the width of the waveguides fixed at d/2, we change e (Fig. 1). In
this case, the width of the splitting region increases by the value of e. As seen in Fig. 5, the reflection

——L=9mm
——L=10mm
——L=11mm
—— L =12 mm|

Reflection coefficient (dB)

Frequency (GHz)

Fig. 3. Reflection coefficient versus frequency with varying L
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Fig. 4. Transmission coefficients versus frequency at L = 11 mm
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e=0.1 mm|
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Reflection coefficient (dB)

40
Frequency (GHz)

Fig. 5. Reflection coefficient versus frequency with varying e

Reflection coefficient (dB)

Frequency (GHz)

Fig. 6. Reflection coefficient versus frequency with varying # at e = 0.3 mm and s = 10 mm

coefficient Sl1 deteriorates significantly even with a small width of the septum that occurs between the
feeding channels and the operating band of the PD shifts to the low-frequency region. This problem can
be solved by smoothly increasing the distance between the channels. In this case, the parameter e can
be selected relatively small, but not zero. Therefore, for further PD modeling, the value e = 0.3 mm
was chosen, at which the obtained reflection coefficient lies in a desired frequency band.

4. Next, we will set the initial approximations for the parameters # and s, which determine smooth
transitions between the projected division area and regular WR28 waveguides. Let s = 10 mm, which
corresponds to the wavelength of the center of the studied range. Fig. 6 shows that as the parameter n
increases, the matching improves and the working bandwidth expands. It should be borne in mind that
further increases in n will result in larger weight and size parameters. Therefore, at this stage, we will
fix n = 3.3 mm. Fig. 7 illustrates the effect of the transition length on the frequency response of the
QWSB. On the one hand, an increase in s reduces the size of the QWSB, while on the other hand, the
QWSB model becomes more consistent in the high-frequency range. For further design, the value s =
= 5.5 mm was chosen.

The amplitude-frequency characteristics for the selected initial geometric parameters are shown
in Fig. 8.

5. Having determined the initial parameters for the proposed topology, the final stage involved
searching for optimal parameters. As a result of the optimization process in Ansys HFSS, taking into
account the rounding of the corners of the topology, the quadrature PD configuration was obtained that
ensures matching S ,; at least 22 dB with a difference in the amplitudes of the transmission coefficients
of the output ports 821 and S31 not exceeding 0.5 dB and the transmission coefficient S41 not exceeding
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Fig. 7. Reflection coefficient versus frequency with varying s
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Fig. 8. Amplitude-frequency characteristics for the chosen initial parameters
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Fig. 9. Amplitude-frequency characteristics at optimal values of the main parameters

—22 dB in a given frequency range. According to the requirements for the quadrature PD, the phase

difference between the output ports is 90°. The frequency characteristics of the developed model are
shown in Figs. 9 and 10.

The optimal values of the main geometric parameters are shown in Table.

118



Circuits and Systems for Receiving, Transmitting and Signal Processing

200

150

100

50

Phase (degree)

-50

-100

-150

Sy

Su

N

-200
26

28

30

32 34
Frequency (GHz)

36 38

40

Fig. 10. Dependence of the phases of the output channels on the frequency

Table

Optimal values of the main parameters of the QWSB model

Parameter Optimal value, mm
d 12.8
e 0.6
L 9.3
n 3.4
s 6.5

Experimental verification of the proposed approach

Based on the obtained model, an experimental sample of a quadrature PD was fabricated (Fig. 11).
A matched load was installed in port 4 of the PD. A vector network analyzer was used to measure the
frequency characteristics. The analyzer's measurement cables and the waveguide ports of the quadrature
bridge were connected via pre-calibrated coaxial waveguide junctions. Each of the output ports was exam-

ined separately (Fig. 12).

A comparison of the experimental and calculated curves in Fig. 13 shows a high degree of corre-
spondence in the required frequency range of 27—35 GHz. The shapes of the curves for the reflection
coefficient (Fig. 13, a) and the transmission coefficients (Fig. 13, ») demonstrate similar characteris-
tics and quantitative values, which confirms the accuracy of the simulation. Although the experimental

Fig. 11. Experimental sample of a quadrature PD
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curves have a more resonant character, this is explained by the measurement methodology and the use
of matched loads in ports. Outside the division range, there is an almost complete coincidence of the
curves, which indicates the reliability of the computational model in a wider frequency range. It should
be noted that a discrepancy between the measured and simulated results can be also attributed to the
roughness of the inner surfaces of the quadrature PD. Polishing these surfaces reduces losses, which
would bring the experimental curves even closer to the calculated ones, as also discussed in [14, 15].
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Conclusion

The topology of a quadrature waveguide PD and its design methodology have been developed, which
makes it possible to create a PD for a predefined frequency range. The proposed approach is demonstrated
by modeling an H-plane PD for operation in the frequency range of 27—35 GHz. The obtained model was
verified by manufacturing a prototype and measuring its frequency characteristics. The measurement re-
sults confirmed the agreement between the calculated data and the real characteristics, thereby validating
the proposed approach.
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AN 8-BIT WIDE INPUT SWING ANALOG-TO-DIGITAL CONVERTER
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Abstract. An 8-bit analog-to-digital converter based on a voltage-controlled oscillator using
180 nm CMOS technology from Mikron JSC with a supply voltage of 3.3 V for the analog part
and 1.8 V for the digital part is presented. The analog-to-digital converter has a wide range of
input voltages from 0 to 3.3 V. The transistor-level simulation of the analog-to-digital converter
in the time domain was performed in Cadence Virtuoso. The sampling rate was set to 1 MHz.
The power consumption is about 1.8 mW. The dimensions of the designed layout are 103 pm
by 109 um. With an input frequency of 50 kHz and an amplitude of 1.55 V, the post-layout
simulation shows an output SNDR of 36.48 dB (ENOB is 5.77 bits).

Keywords: analog-to-digital converter, voltage-controlled oscillator, linearity of the transfer
characteristic, digital synthesis
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BOCbMUPA3PALHbIA ALN C PACLUMPEHHDbIM
AWATNA3OHOM BXOA4HOIO CUIrHAJTIA HA OCHOBE I'YH
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AnHoTtanusa. [1peacraBieH BOCbMUpa3psAHbINA aHaloro-uugpoBoii npeodpa3zoBaTeib Ha OC-
HOBE TeHeparTopa, yIpasisieMOoro HanpstkeHueM, pazpaborantsbiit mo 180 kM KMOIT-TexHomo-
rum oT AO «MUKpOH» ¢ HaTIpskeHreM niuTanus 3,3 B B ananoroBoii yacty u 1,8 B B mudpoBoit
yacTu. AHanoro-1udpoBoii nmpeodpa3oBaTe/ib UMeeT PaCIIUPEHHBIA IUana3oH HamnpsoKeHUi
BxogHoro curHaia ot 0 1o 3,3 B. MoaenupoBaHue npeobdpasoBaTelisi Ha TPAH3MCTOPHOM YPOB-
He BO BpeMeHHOo#1 objactu npoBoauyiock B Cadence Virtuoso. YacTtora auckpeTuszauuu ObLia
yctaHoByieHa paBHoii 1 MIii. ITorpebiasiemast MOIIHOCTL cocTaBusia okojio 1,8 MBT. Pazmepsnl
pa3paboTaHHOI TOTIOJIOTMY KpUcTalia peodpa3osarenst coctapuwiu 103 mxm Ha 109 mxwm. [Tpu
YacToTe BXOAHOIro curHana, paBHoi 50 xIii, m amrumutyae 1,55 B, MomenupoBaHue ¢ yueToM
9KCTPaKIIMU IMapa3uTHBIX ITapaMeTPOB TOIMOJIOTUHN aHAJIOTO-LIM(GPOBOTO Mpeodpa3oBaTes Mo~
Ka3bIBaeT Ha BHIXOJE 3HaUYEeHKE OTHOILIEHUSI CUTHAJIA K IIYMY ¥ UCKaxXeHusM 36,48 nb (apdek-
TUBHOE YMCJIO OUT paBHO 5,77 OUT).

KimoueBsie cioBa: aHaaoro-un@poBoii mpeodpa3oBaTeIb, TEHEPATOP, YIIPaBISIeMbIil HATIpsIKe-
HUEM, JIMHEMHOCTD MepeJaTOuYHOM XapaKTepUCTUKH, IM(PPOBOI CUHTE3

®unancupoBanue: [1ponM3BOACTBO MHTETPATBHON MUKPOCXEMEI OBIJIO BBHITTOJHEHO 3a CYCT
cpencTB MUHHMCTepCTBA HayKW U BBICIIEro obpaszoBaHust Poccuiickoit Megepanuum B paMKax
denepanpHOTO MpoekTa «[loATOTOBKA KaApoB U HAYYHBIM (DYHIAMEHT IJIs 3JICKTPOHHOM TIpO-
MBIIIJIEHHOCTH» IO TOCYIapCTBEHHOMY 3aJaHUIO0 Ha BBIMOJHEHUE OMBITHO-KOHCTPYKTOPCKOM
paboThl «Pa3zpaboTka METOAMKM MPOTOTUIIMPOBAHNUS 2JIEMEHTHOI 6a3bl 2JIEKTPOHMKU Ha OTeue-
CTBEHHBIX MUKPO3JICKTPOHHBIX ITIPOM3BOJACTBAX Ha OCHOBE cepBrca MPW».

Jns murupoanmsa: Bystrov V.D., Morozov D.V., Pilipko M.M. An 8-bit wide input swing
analog-to-digital converter based on voltage-controlled oscillator // Computing, Telecommuni-
cations and Control. 2025. T. 18, Ne 3. C. 123—130. DOI: 10.18721/JCSTCS.18311

Introduction

The trend towards an increase in the number of sensors in areas such as the IoT, medical care
and mechanical engineering has led to an increased need to use many analog-to-digital converters
(ADCs). Since many devices are autonomous, ADCs must provide low power consumption [1—4].
Also, with the scaling of CMOS technology, there is a tendency to transfer the signal processing
complexity to the digital domain [5]. The mentioned trends are supported by an ADC based on a volt
age-controlled oscillator (VCO). The VCO-based ADC block diagram is shown in Fig. 1 (DU stands
for digital unit). The analog signal is sent to the VCO input. A VCO converts the input signal level into
the frequency of the output pulses. The digital unit counts the number of pulses per sampling cycle
and generates the corresponding binary code at the output. The typical values of the bit depth of
the ADC type in question depend on the technology used. For technologies larger than 100 nm, bit
depths of up to 10 bits are more common [6, 7]. In cases of implementation using technology less
than 100 nm, a bit depth of 15 bits is often found [8§—10].

© bbicTpos B.[., Mopo3os [.B., Muaunko M.M., 2025. U3gaTensb: CaHkT-MeTepbyprckuii NOAMTEXHUYECKUIA yHUBEpeUTET MeTpa Bennkoro


https://orcid.org/0000-0003-3403-0120
https://orcid.org/0000-0003-3813-6846

4 Circuits and Systems for Receiving, Transmitting and Signal Processing

YO—
N T Y1—
—1 VCO sl DU . oug:;;tc of
input of i =
ADC YN

Fig. 1. Block diagram of an ADC based on a VCO

Circuit of the VCO

Fig. 2 shows the developed circuit of the VCO in complementary metal-oxide-semiconductor
(CMOS) technology. The VCO core is three inverters connected in a ring. These inverters are formed
by transistors M1—M6. Also, an output inverter on transistors M17 and M18 is connected to the
output of one of the inverters to reduce the rise and fall time of the output pulse signal of the VCO.
Limiting transistors M10—M12 and M14—M16 are used to control the frequency of VCO. These
transistors limit the current consumed by the VCO core inverters during operation. The lower the maxi-
mum current through the limiting transistors, the more time the inverter needs to recharge the parasitic
capacity of the next inverter, therefore, the lower the frequency of pulses. With the help of current mir-
rors formed by transistors M8, M9, M13—M 16, the maximum current through the limiting transistors
is set. The control current is formed by a voltage converter into a current formed by the transistor M7
and resistors R, R,, R,, R. The linearity of the VCO transfer characteristic is provided by the linear
transfer characteristic of the voltage-to-current converter [11]. Resistors R, R, R _provide an exten-
sion of the linearity range of the transfer characteristic. The resistor R, is used to adjust the VCO gain
[12]. By independently changing the channel width of the limiting transistors, the channel width of
the transistor M7, and the values of the resistors R , R, it is possible to set the required maximum and
minimum pulse generation frequency of the VCO.

Design of the ADC digital unit

The digital unit of the proposed ADC consists of a subtracting counter and a parallel register. The
counter counts the number of pulses received at its input during the sampling period. The counter’s
bit depth is equal to the ADC’s bit depth, in our case, it is 8 bits. The register is necessary to fix the
counter value according to the sampling cycle. To design the digital unit of the ADC, automatic syn-
thesis of digital circuits from the hardware description was applied. The hardware descriptions of the
counter, the parallel register, and the ADC digital unit are shown in Listings 1—3, respectively.
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Fig. 2. Circuit of the VCO
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Listing 1. Hardware description of the counter

module sabstrcnt(r, ¢, X, y);
inputr, c, X;
output reg [7:0]y;
always @( negedge r, posedge x, posedge ¢)
begin
if(Ir)
y <='d255;
else
begin
if (¢)
y <='d255;
else
y<=y-dl;
end
end
endmodule

Listing 2. Hardware description of the parallel register

module parr(r,c,X,y);

inputr, c;
input [7:0]x;
output reg [7:0]y;
always @( negedge r, posedge c)
if (Ir)
y<=0;
else
y<=Xx;

endmodule

Listing 3. Hardware description of the ADC digital unit

module DU(r,c,x,y);
input r,c,X;
wire [7:0]w;
output [7:0]y;

sabstrent A(r,c,X,w);
parr B(r,c,w,y);

endmodule

The digital unit of the ADC was synthesized using the built-in CAD tools. The circuit was synthe-
sized from standard cells using 180 nm CMOS technology with a supply voltage of 1.8 V from Mikron
JSC. The circuit of the digital unit is shown in Fig. 3.
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Fig. 3. Circuit of the digital unit of the ADC

Layout of the ADC

Fig. 4 shows the layout of the designed ADC based on the VCO. The VCO is located in the upper left
part of the layout. To the right of the VCO, three inverters connected in series are placed. These three
inverters convert the amplitude of the VCO output pulses from 3.3 to 1.8 V, because the digital unit of
the ADC is designed using cells with a supply voltage of 1.8 V.

The quantization error of the VCO-based ADC depends on the difference between the rise and fall
times of the pulse, herewith it is minimal if the difference is zero [13]. The digital unit of the ADC is
located at the bottom of the layout in Fig. 4. The D flip-flop cells of the counter are located closest
to the VCO, while the combinational logic is located below them. The D flip-flop cells of the output
register are located on the right and bottom sides of the layout of the ADC digital unit. The dimensions
of the ADC layout are 103 pm by 109 pm.
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Fig. 4. VCO-based ADC layout

127



4yCTp017ICTBa N CUCTEMbI Mepeaayn, npuemMa n 0bpaboTkn CMrHanoB >

a) | b)

Error of non-linearyity, %FSR
- S
&
g
$

0.00 0.50 1.00 1.50 2.00 2.50 3.00 3.50

Vin, V

Fig. 5. Simulation of the transfer characteristic of the VCO

Fig. 6. ADC input and output signals

Simulation of ADC operation

A simulation of the operation of the VCO-based ADC was carried out. Since the characteristics
of the ADC depend on the linearity of the transfer characteristic of the VCO, the dependence of the
frequency of VCO on the input signal level was built. Fig. 5a shows the transfer characteristic of the
VCO obtained using the PSS analysis. Fig. 5b shows a graph of the dependence of the nonlinearity
error on the ADC input signal level. The average error of the nonlinearity of the VCO gain is 0.43% of
the full scale of measurements (FSR).

Fig. 6 shows the input and output signals of a VCO-based ADC. The amplitude of the input signal
was set to 1.55 V, and the frequency was 50 kHz. The outlier in the output signal of the ADC at the
initial time occurred due to the initial values in the output register. Using the built-in Cadence Vir-
tuoso tools, the ADC dynamic characteristics were determined based on the output signal spectrum.
The values for the first sampling cycle of the ADC output signal were not used when calculating the
parameters. A signal-to-noise ratio (SNDR) of 36.48 dB has been achieved which means an effective
number of bits (ENOB) of 5.77 bits.

Conclusion

An 8-bit voltage-controlled oscillator-based ADC with a range of input values from 0 to 3.3 V using
180 nm CMOS technology from Mikron JSC with a supply voltage of 3.3 V in the analog part and
1.8 V in the digital part is presented. The simulation of the ADC in the time domain was performed
in Cadence Virtuoso. The sampling rate was set to 1 MHz. The power consumption is about 1.8 mW.
With an input frequency of 50 kHz and an amplitude of 1.55 V, the ADC provides an output SNDR of
36.48 dB (ENOB is 5.77 bits). This low-power design is applicable in the IoT, medical care and other
autonomous devices.

128



4 Circuits and Systems for Receiving, Transmitting and Signal Processing

REFERENCES

1. Gielen G.G.E., Hernandez L., Rombouts P. Time-encoding analog-to-digital converters: Bridging the
analog gap to advanced digital CMOS-part 1: Basic principles. /EEE Solid-State Circuits Magazine, 2020,
Vol. 12, No. 2, Pp. 47—-55. DOI: 10.1109/MSSC.2020.2987536

2. Li S., Sanyal A., Lee K., Yoon Y., Tang X., Zhong Y., Ragab K, Sun N. Advances in voltage-con-
trolled-oscillator-based 06 ADCs. IEICE Transactions on Electronics, 2019, Vol. 102, No. 7, Pp. 509—519.
DOI: 10.1587 /transele.2018CTI0001

3. Anand T., Makinwa K.A.A., Hanumolu P.K. A VCO based highly digital temperature sensor with
0.034 C/mV supply sensitivity. IEEE Journal of Solid-State Circuits, 2016, Vol. 51, No. 11, Pp. 2651—-2663.
DOI: 10.1109/JSSC.2016.2598765

4. Tu C.-C., Wang Y.-K., Lin T.-H. A low-noise area-cfficient chopped VCO-based CTDSM for sensor
applications in 40-nm CMOS. IEEE Journal of Solid-State Circuits, 2017, Vol. 52, No. 10, Pp. 2523—-2532.
DOI: 10.1109/JSSC.2017.2724025

5. De la Rosa J.M., Schreier R., Pun K.-P., Pavan S. Next-Generation delta-sigma converters: Trends
and perspectives. IEEE Journal on Emerging and Selected Topics in Circuits and Systems, 2015, Vol. 5, No. 4,
Pp. 484—499. DOI: 10.1109/JETCAS.2015.2502164

6. Quintero A., Buffa C., Perez C., Cardes F., Straeussnigg D., Wiesbauer A., Hernandez L. A coarse-fine
VCO-ADC for MEMS microphones with sampling synchronization by data scrambling. /EEE Solid-State
Circuits Letters, 2020, Vol. 3, Pp. 29—32. DOI: 10.1109/LSSC.2020.2964158

7. Ellaithy D.M. Voltage-controlled oscillator based analog-to-digital converter in 130-nm CMOS for
biomedical applications. Journal of Electrical Systems and Information Technology, 2023, Vol. 10, Art. no. 38.
DOI: 10.1186/s43067-023-00109-x

8. Shibata H., Taylor G., Schell B., Kozlov V., Patil S., Paterson D. et al. 16.6 an 800MHz-BW VCO-
based continuous-time pipelined ADC with inherent anti-aliasing and on-chip digital reconstruction fil-
ter. 2020 IEEE International Solid-State Circuits Conference (ISSCC), 2020, Pp. 260—262. DOI: 10.1109/
ISSCC19947.2020.9062917

9. Wu T.-F., Chen M.S.-W. 16.7 A 40MHz-BW 76.2dB/78.0dB SNDR/DR noise-shaping nonuniform
sampling ADC with single phase-domain level crossing and embedded nonuniform digital signal processor
in 28nm CMOS. 2020 IEEFE International Solid-State Circuits Conference (1SSCC), 2020, Pp. 262—264. DOI:
10.1109/ISSCC19947.2020.9063022

10. Zhong Y., Li S., Tang X., Shen L., Zhao W., Wu S., Sun N. A second-order purely VCO-based CT
AX ADC using a modified DPLL structure in 40-nm CMOS. IEEE International Solid-State Circuits, 2020,
Vol. 55, No. 2, Pp. 356—368. DOI: 10.1109/JSSC.2019.2948008

11. Andryzcik S., Graham D.W. Linearization of voltage-controlled oscillators using floating-gate transis-
tors. IEEE Transactions on Circuits and Systems 11: Express Briefs, 2021, Vol. 68, No. 7, Pp. 2337-2341. DOI:
10.1109/TCSII.2021.3059109

12. Voelker M., Pashmineh S., Hauer J., Ortmanns M. Current feedback linearization applied to os-
cillator based ADCs. IEEE Transactions on Circuits and Systems I: Regular Papers, 2014, Vol. 61, No. 11,
Pp. 3066—3074. DOI: 10.1109/TCSI1.2014.2327302

13. Razavi B. Design of CMOS Phase-Locked Loops: From Circuit Level to Architecture Level. Cambridge
(UK): University Printing House, 2020. DOI: 10.1017/9781108626200

INFORMATION ABOUT AUTHORS / CBEAEHUA Ob ABTOPAX

Vitaly D. Bystrov
BeictpoB Burammii JIMutpueBuy
E-mail: bystrov.vd@edu.spbstu.ru

129



4yCTp017ICTBa N CUCTEMbI Nepeaayn, npueMa n obpaboTkn curHanos

Dmitry V. Morozov

Mopo3os JImutpuii BanepbeBua

E-mail: dvmorozov@inbox.ru

ORCID: https://orcid.org/0000-0003-3403-0120

Mikhail M. Pilipko

IMumunko Muxann Muxaiiiosuny

E-mail: m_m_ pilipko@rambler.ru

ORCID: https://orcid.org/0000-0003-3813-6846

Submitted: 20.05.2025; Approved: 12.09.2025; Accepted: 22.09.2025.
Hocmynuaa: 20.05.2025; Odobpena: 12.09.2025; I[Ipunama: 22.09.2025.

130



Computing, Telecommunication and Control, 2025, Vol. 18, No. 3, Pp. 131-143.
MHdopMaTurKa, TeNeKoOMMyHUKaumm 1 ynpasneHme. 2025. Tom 18, N2 3. C. 131-143.

Software and Hardware of Computer,
Network, Telecommunication, Control,
and Measurement Systems

KoMnbloTepHbIE CETU, BbIYUCIUTENBLHLIE,
TENEKOMMYHUKALUUMNOHHDbIE, yrpaBndouwmne
N NSMEPUTEJIbHbIE CUCTEM

Research article @ 018
DOI: https://doi.org/10.18721/]JCSTCS.18312 T
UDC 004.896

AUTOMATION OF PREPARATION AND DEPLOYMENT
OF INFORMATION INFRASTRUCTURE
OF CLOUD SERVICES USING THE ANSIBLE TOOL

A.A. Kiseleva’ & ®, I.V. Nikiforov' ®,
M.V. Shishko? ® , S.M. Ustinov’

1 Peter the Great St. Petersburg Polytechnic University,
St. Petersburg, Russian Federation;

2 Gazpromneft Information Technology Operator LLC,
St. Petersburg, Russian Federation

= aleksandrakiseleva2001@gmail.com

Abstract. The preparation and deployment of information technology infrastructure when
implementing corporate collaboration platforms in industrial companies takes up to 40% of total
time spent on a project. Automation of these processes helps reduce indicated time costs. This
article proposes an approach to automate the preparation and deployment of information
infrastructure, as well as to automate the installation of cloud services using the Ansible
application. The R7-office platform is chosen as the implemented solution, which has basic
necessary functionality for working with documents of various formats, enables collaborative
document editing and meets state requirements for import substitution of components. The
approach is based on an algorithm for preparing information technology infrastructure and
installing the target platform using a software tool written in the Python programming language.
It enables automatic parsing of formalized requirements, generating access rights requests for
users and creating playbooks for configuring the infrastructure using Ansible. According to the
experimental results, the implementation of the proposed approach reduces the labor intensity of
the infrastructure preparation process by 45%.

Keywords: R7-office, collaborative editing, automation, IT infrastructure, Ansible
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Annoramusa. [ToagroroBka u pasBepThiBaHUEe MHGOPMALIMOHHO-TEXHOJOTUYECKO MHPpa-
CTPYKTYpbl MPU BHEAPEHUU KOPIOPATUBHBIX IIATHOPM COBMECTHOM pPabOThl B MHAYCTPM-
aJTbHBIX KOMITAaHUSIX MOXET 3aHUMaTh 10 40% o01Iero BpeMeHH!, 3aTpauynBaeMOTro Ha MPOEKT.
ABTOMAaTH3alUs 3TUX IIPOIIECCOB IMOMOTaeT CHU3UTh YKa3aHHBIC BPEMEHHBIC TPYHO03aTPaTHI.
B manHoOI1 paboTe MpemIoXeH MOIX0I, MTO3BOSIONINI aBTOMAaTU3MPOBAaTh IMTOATOTOBKY U pa3-
BepThiBaHME MHGOPMALMOHHON MHGPACTPYKTYPhl, a TAKXe YCTAHOBKY OOJIAYHBIX CEPBUCOB
pu moMoIy npunoxeHus Ansible. B kauecTBe BHenpsieMoro pelieHus: BhiOpaHa 1maatdhopma
«P7-oduc», xotopasi 006jagaeT OCHOBHbIM HEOOXOAMMBIM (DYHKIIMOHAIOM PadOThl C IOKY-
MEHTaMM pa3INdHOro (hopmara, Mmo3BOJISIET COBMECTHO peIaKTUPOBATh JOKYMEHTHI, a TaKXkKe
VIOBJIETBOPSIET TPEeOOBAHUSM TOCYIapCcTBa IO MMITOPTO3aMEIIeHWI0 KOMIIOHEHT. B ocHoOBe
IMOIXO0a JICXKUT aJITOPUTM I10 TTOATOTOBKE MH(MOPMAIIMOHHO-TEXHOJIOTNYEeCKOM MH(PPACTPYK-
TYpbl M YCTAHOBKE LI€JIEBOM IIaTMOPMBI C IIOMOIIbBIO IIPOIPAMMHOTIO CPEACTBA, HAIIMCAHHOTO
Ha s3bIKe mporpamMmmupoBaHusa Python. OHo mo3BojisieT IPOU3BOAUTh aBTOMATUYECKUIA pa3-
0op bopmanu3oBaHHBIX TPeOOBAHMI1, COCTABIeHUE 3asBOK Ha IMpeaoCcTaBlieHUEe MpaB AOCTYyMa
MOJIb30BaTeIIM U (pOPMUPOBAHME TUICHOYKOB JUIST HACTPONKM MHMPACTPYKTYPHI C TTOMOIIBIO
Ansible. ITo pe3yirbraTaM IpOBeIeHHBIX 9KCIICPUMEHTOB BHEAPEHIE ITPEIIOXKEHHOTO ITOAX01a
[MO3BOJISIET COKPATUTh TPYAOEMKOCTD IIPOLiecca MOArOTOBKY UHGpacTpyKTyphl Ha 45%.

KiioueBbie cioBa: P7-oduc, coBMecTHOe penakTupoBaHue, aproMatu3zaius, M T-undpacTpykry-
pa, Ansible
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Introduction

Industrial companies widely use office applications for creating documents, spreadsheet, presenta-
tions, as well as for communicating and holding video conferences [1, 2]. For project teams, it is impor-
tant to be able not only to edit files locally, but also to work with them collaboratively [3], since it saves
up to 20% of time due to the absence of the need to transfer documents and synchronize them [4].

There are several products that provide collaborative editing services [5]. Some of them support the
deployment on the company’s internal servers, while others are available only as cloud services. There
are both foreign solutions and domestic analogues [6].

It is also important to consider how much time, money and effort will be spent to implement a
particular office suite, as this affects the timing and cost of the final product: the more labor costs are
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required to implement a solution, the longer the implementation and the higher its cost [7]. Therefore,
the issue of choosing the method for deploying the platform within the infrastructure is also relevant [8].

Thus, an urgent task for companies is the implementation of a Russian corporate collaboration plat-
form for the effective work of employees in projects with the maintenance of common documentation.
At the same time, the implementation process itself can take up to 40% of the project time and require
additional resources from the project administrator to generate and track various requests and engineers
to directly configure the infrastructure. For this reason, it is necessary to develop a way to automate the
preparation of the infrastructure and the deployment of software on it [9—13].

Comparative analysis of office packages

There are many solutions for editing a document by a group of people [3]. These solutions have
similar functionality and are aimed at solving similar problems. To make a choice, it is necessary to
conduct a comparative analysis of office packages [14, 5]. Let us take six of the most popular solu-
tions: Yandex 360 [15, 16], Microsoft 365 [17, 18], Notion [19], Slite' (https://slite.com), Notejoy
[20], R7-Office |21, 22].

Comparative analysis of office packages (Table 1) was conducted according to the most important
criteria from the point of view of implementation [6]. These criteria are listed below.

1. The “Collaboration” criterion indicates the possibility or impossibility of collaborative document
editing. This functionality is key in this article.

2. The criterion of “Completeness of functionality” is a cumulative criterion that reflects how ex-
tensive the functionality offered by the office suite is. The extent of the functionality affects how many
tasks user is able to perform.

3. The “Cost” criterion indicates the cost of the solution’s licenses. This criterion is highly important
for business, as it affects the total cost of the solution.

4. The criterion of “Import dependence” indicates how possible it is to use the package in the Rus-
sian Federation, as well as whether the manufacturer is domestic. This is one of the key criteria for
companies within the framework of the import substitution policy.

5. The “Using plugins/integrations™ criterion reflects whether additional plugins and integrations
are provided by the software. Such functionality is important for the further development of the solu-
tion, taking into account the specifics of the company.

6. The criterion of “Scalability” indicates how much the system can expand. This is important when
the number of employees in the company is growing.

7. The “Compatibility with Russian operating systems” criterion reflects whether the package can
work with various operating systems, including domestic ones. This criterion is also important in terms of
the policy of software import substitution in companies.

8. The criterion of “Deployment on your own servers” indicates the possibility of deploying the
software on the company’s internal corporate network. This criterion is also the key one, as it directly
affects the security of using the solution.

9. The “Maximum number of users” criterion reflects how many users an office suite can accommo-
date, which affects the scalability of the solution and the growth of the number of users during the devel-
opment of the company.

Each of the listed criteria has a score, as well as a weight. For criteria 1, 4, 5, 6, 7, 8, the score is 0
or 1, depending on the presence or absence of the specified functionality. For criteria 2, 3, 9, there is a
range of values where the maximum score is assigned when the criterion is exhaustively matched, and
the minimum is assigned in the case of significant restrictions on the criterion in comparison with other
office packages. The weight indicates the importance of the criterion within the framework of the stud-
ied task of implementing an office suite.

! Slite | Al-powered knowledge base, Available: https:/slite.com (Accessed 02.09.2025)
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Fig. 1. Evaluation of office packages

As a result of the analysis, each office suite is assigned a total score, which is formed according to the
following formula:

s=kxp +k,xp,+...+k xp,,

where kn is the score according to the criterion 7, p is the weight by criterion 7.

Table 1
Comparative analysis of office packages
Criteria Range | Weight | Yandex 360 | Microsoft 365 | Notion | Slite | Notejoy | R7-office
Collaboration 0/1 1 1 1 1 1 1 1
Full functionality 1.5 1 5 5 3 3 2 5
Cost 1.5 0.5 3 1 2 4 4 5
Import dependence 0/1 1 1 0 0 0 0 1
Using plugins/integrations 0/1 0.5 0 0 1 1 1 1
Ability to scale 0/1 0.7 1 1 1 1 1 1
Gy s | [ e [ [
Deployment of own servers 0/1 1 0 0 0 0 0 1
Maximum number of users 1.3 0.7 3 2 3 3 1 3
Total 11.3 8.6 8.3 9.3 6.9 14.8

To decide on choosing an office suite, a bar chart has been compiled reflecting the results of the
comparative analysis (Fig. 1).

Based on the comparative analysis of office packages, it can be concluded that the R7-office shows the
best results according to most of the criteria presented.

Comparative analysis of deployment tools

Let us take four of the most popular tools: Puppet [23, 24], Chef [25], Ansible [26—28], SaltStack
[29, 30].

Comparative analysis of deployment tools (Table 2) was conducted according to the criteria listed
below.
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Table 2
Comparative analysis of deployment tools

Criteria Range Weight Puppet Chef Ansible SaltStack
Level of development 1.3 1 1 2 3 3
Ease of use 1.3 0.7 2 2 3 3
Security 1.3 1 3 1 3 2
Main language 1.3 0.5 1 1 3 3
Documentation 1.3 1 3 2 3 1
Flexibility 1.3 0.5 3 3 2 3
Total 10.4 8.4 13.6 11.1

1. The “Level of development” criterion reflects how much effort a specialist of an average com-
petence needs to master the tool. This criterion directly affects the labor input required for its imple-
mentation.

2. The criterion of “Ease of use” shows how intuitive the tool is for a specialist. It also affects the
level of mastery and comfort of using the tool by a specialist.

3. The “Security” criterion assesses the tool's reliability and safety in deployment, whether it contains
vulnerabilities that could allow the leakage of company data or the introduction of malware into the cor-
porate network. This is one of the most important criteria, since the security of user data is a top priority
for companies.

4. The criterion of “Main language” indicates the threshold for entry and the ease of mastering the
tool, which is determined by the programming language it utilizes.

5. The “Documentation” criterion reflects how fully the system is equipped with the necessary
documentation for using the tool. The completeness of the documentation also affects the speed of
mastering the tool by a specialist.

6. The criterion of “Flexibility” reflects how flexible the tool is to use for different tasks and on
different infrastructures. This criterion determines the breadth of use of the tool.

As with comparison of office packages, each criterion has a score and a weight. Similarly, the point
score is a range of values. The weight indicates the importance of the criterion within the framework of
the studied task of implementing an office suite.

Each instrument is assigned a total score, which is formed according to the following formula:

s=kxp +k,xp,+...+k xp,,

where kn is the score according to the criterion 7, p is the weight by criterion 7.

To make a choice of an IT infrastructure preparation tool, a bar chart has been compiled reflecting
the results of the comparative analysis (Fig. 2).

The tools considered are useful and applicable in various tasks. In this article, Ansible tool is chosen
since it shows the best results according to most of the criteria presented.

Proposed solution concept

This paper proposes an approach for automated deployment of information infrastructure in data
centers, as well as automated installation of the “R7-office” office package.

The infrastructure preparation and the software deployment using the developed software tool, imple-
menting the proposed approach, takes place according to the stages shown in Fig. 3.
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Fig. 3. Scheme of IT infrastructure preparation and software deployment

The stages are as follows:

1. Collecting requirements for the software, the infrastructure for its deployment, as well as a list of
users with their roles for access granting.

2. Formalizing requirements into the established format using the instructions. The output is a gen-
erated CSV-file containing structured, formalized infrastructure requirements and a list of system users
with their roles for access granting. The requirements are formalized in a specific way to ensure the correct
operation of the software.

3. Using Python scripts to parse the requirements file and generate configuration files for setup:

— YAML files for hardware configuration.

— A Bash-script for deployment application.

— Data for creating requests for the allocation of capacities and granting system access to users.

The described scripts are implemented within a software tool developed in Python, which aims to
automatically parse requirements and generate the necessary output files for further stages.

4. Preparing the cluster and using Ansible [26—28] to configure the servers in accordance with the
collected requirements, granting access to users. This includes configuring the OTRS system [31] to
process requests for granting access to the office suite for employees and allocating capacity.

5. The final deployment of the application, which results in the infrastructure for the information
system.
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Implementation

1. Collecting and defining requirements for creating an infrastructure for R7-office deployment

At the initial stage, the system deployment requirements are identified. The minimum required set of
requirements is divided into the following categories:

— Hardware infrastructure requirements:

— required infrastructure;

— technical requirements in a formalized form;

— a list of necessary access rights for employees.

2. Formalization of requirements

Using the instructions in CSV format (Fig. 4), the requirements are recorded in a single CSV file
in a formalized form. To fill in the configuration file correctly, an instruction has been developed, also
in CSV format. The file contains general information about the project with which the system is being
implemented.

The structure of the CSV-file is as follows:

— General information about the project is specified at the top of the file: a code for quick search of
the project in various information systems of the company, the project name, its purpose and objectives.

— This is followed by information about the system users for whom access needs to be requested, under
the keyword “Users”. The information is filled in without specific appearance and formatting require-
ments, except for the column-based organization of information.

— Next, the hardware infrastructure requirements are listed under the keyword “Infrastructure”. The
information is also filled in without specific appearance and formatting requirements, except for the col-
umn-based organization of information.

— After that, the technical requirements for the infrastructure are described under the keyword
“Technical requirements”. The description is filled in freely, with formalization following specific rules
to enable automatic conversion of requirements into configuration files.

To enable correct formalization of infrastructure requirements and their entry into a CSV-file, an in-
struction has been developed in CSV format. It describes two blocks.

The first block contains:

— a description of the types of YAML files [32] that the application supports, a description of the result-
ing functionality and a list of supported keywords;
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Fig. 4. File containing the requirements
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— an algorithm of actions for cases when the file types implemented in the software are insufficient. In
this case, the specialist can integrate support for a new type of service into the existing code.

The second block contains:

— requirements for the formalization of the functionality description;

— requirements for the formation of the source data file.

The instruction file is for informational purposes only for the employee who defines the require-
ments and is not used by the software. However, incorrect formalization of requirements makes proper
use of the software solution impossible.

3. Parsing the configuration file, filling the object model with data

Automatically, using a Python software tool, the file is parsed into three components according to the
requirement categories. Next, each part of the configuration file is processed.

The algorithm is shown in Fig. 5.

Description:

— CSV-file text is read line by line until the end of the file is reached;

— requirement category is identified using keywords in the configuration file;

— upon completion of the file analysis, three lists are formed with data corresponding to each
category;

— data from each list is processed according to its own algorithm to generate output files;

— received output files are used to create OTRS requests for resource allocation and user access provi-
sioning, as well as for configuring the infrastructure.

The processing of the CSV-file with requirements begins with a general analysis that separates it into
three components. This is accomplished using a single library — “csv”.

The file is read line by line. When one of the keywords is encountered: “Users”, “Infrastructure” or
“Technical requirements”, — the relevant information is added to a dedicated list: user_list[], infra_list[]
or tech_list[] using standard list manipulation methods.

Next, the data related to the list of users and the infrastructure are saved to separate “Users.csv” and
“Infra.csv” files for further processing. Data related to technical requirements is passed to the next block
of code for further processing and generation of Ansible playbooks.

4. Processing information about hardware infrastructure and users

Algorithm:

— data from the list is converted into text for an e-mail;

— e-mails are automatically sent to the OTRS system;

— the contractor processes and fulfill the requests;

— the request initiator tracks the status of registered requests, using a Python script, within the devel-
oped software.
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”

The libraries “smtplib”, “csv”, “email” and “os.path” are used for implementation. The “Users.csv”
file is parsed by the software, and an e-mail is generated requesting system access for users. The “Infra.csv”
file is not converted in any way, but is sent to the OTRS system as an attachment. Thus, two e-mails with
the necessary requests are sent to the system’s e-mail address for request registration.

In response to the created request, an e-mail with the number of the registered requests is sent to the
sender. The developed software tool then enables request status tracking. To implement this feature, the
libraries “datetime” and “pyotrs” are used. The user enters the tracking numbers into a text file and, after
testing the program, receives a file with the status of the specified requests.

An OTRS system is configured to support this software solution. It is an open system for processing
requests, which can be customized according to specific requirements. The system is prepared as follows:

— OTRS installation on a virtual machine with initial configuration;

— e-mail integration for sending and receiving system messages, including protocol configuration;

— creation of system agents and customers, as well as a request queue;

— configuration of request generation from e-mails;

— setup of automatic user notifications about the creation of a request.

5. Processing information about application configurations

Algorithm:

— data from the corresponding list is parsed by keywords and converted into several YAML files,
serving as playbooks for Ansible.

— using the generated files and Ansible, virtual machines are configured and the office suite is deployed.

From the previously obtained tech_list[], the playbooks for virtual machines are generated.

The initial function decomposes the list into its components. The requirement ID is passed to a
function that generates shared files for configuring Ansible: hosts and * servers, where the * symbol
indicates the name of the deployed service. In it, according to the received ID and using the infra_
list[], the IP address of the server is allocated and specified in the generated files. The requirements
are also separated by the header keywords corresponding to the services being installed and trans-
ferred to functions that process each service separately. If a header contains a word unrelated to the
keywords, a general YAML file is created for later specialist customization.

After a general analysis of the requirements, the YAML file is prepared for a specific service. Each
supported service has a dedicated function. The structure of each such function is similar but differs in
the specifics of configuring a particular service. The requirements are processed and converted into the
YAML format of the playbook. For supported services like the PostgreSQL database, a .sql file is also
generated to automatically add user information to the database.

6. Configuring virtual machines using Ansible

The configuration of the infrastructure using Ansible is as follows:

— initial configuration of virtual machines is performed: node manager and worker nodes, preparing
them for Ansible operation;

— playbooks obtained by parsing the configuration file are transferred to a virtual machine that plays
the role of node manager, and are launched sequentially, configuring the worker nodes and deploying the
R7-office system.

To set up a virtual machine and deploy a R7-office, the following playbooks are created and used:

— aplaybook for configuring the PostgreSQL database, which stores information about users and their
roles for access control;

— a playbook for setting up the Prometheus monitoring server;

— a playbook for configuring the Sendmail mail server, enabling office-mail system integration;

— a playbook for launching a bash script, that handles the R7-office deployment program.

Future developments of the software solution may include additional playbooks for configuring sup-
plementary services.
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Fig. 6. Comparison of IT infrastructure preparation approaches

Experimental studies

Based on operational experience, an approximate time estimate has been made for the manual ap-
proach to parsing requirements for infrastructure preparation. This approach requires specialists to
manually create playbooks for Ansible and submit requests for resource allocation and user access rights
provisioning [4]. On average, for this method, with the number of servers up to 5, the number of users
up to 100 and the number of deployed services up to 5, an average specialist needs up to two weeks to
complete these tasks.

The calculation of the time taken by the proposed automated approach is carried out under con-
strained laboratory conditions using two nodes. According to the results, the full cycle of automated
preparation of the IT infrastructure takes approximately 7 days. The automation of requirements analy-
sis and configuration file generation reduced specialist workload by a factor of 5. The calculation of the
values is shown in Table 3. Yellow indicates the phases that are automated using the proposed approach.

Table 3
Calculation of the time required to prepare the IT infrastructure in working days
Phase A manual approach, (days) | An automated approach, (days)

Collecting requirements 2 2
Writing to a file 1 1
File analysis, formation of documents with parts of the 0.5 0.1
requirements ' ’
Sending requests for access rights 0.5 0.1
Creating playbooks for setting up the infrastructure 7 2
Configuring Ansible on virtual machines 1 1
Launching playbooks 1 1
Total 13 7.2

A visual comparison of the time spent is shown on the graph (Fig. 6). It shows the number of points for
each stage and in total.
The resulting temporary advantage is calculated using the following formula:
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t=(t1 —t2)+t1 x100,

where 7 is the initial time for the implementation of the manual approach, ¢, is the time obtained due
to automation.

Thus, the average software deployment time during the implementation of the proposed approach is
reduced by 45%.

Conclusion

The research conducted in the work and the comparative analysis presented showed that the most
suitable package for solving the problem of reducing the company’s resources by implementing a Russian
corporate collaboration platform is the R7-office package, and the most successful tool for automating
deployment according to a set of criteria is the Ansible tool.

The approach proposed in this work allows for automation of the preparation and configuration of
the IT infrastructure, as well as the installation of the “R7-office” office package. The approach has the
following distinctive features: automatic generation of configuration files for infrastructure configuration,
files for requesting capacities and for providing access to users, as well as remote configuration of worker
nodes and software deployment. The approach is implemented in a software tool using Ansible and Python
technologies.

Experimental studies conducted in a local environment consisting of two nodes allow us to con-
clude that the time spent on implementation using the proposed solution can be reduced by 45%.
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Abstract. With increasingly complex urban dynamics, as well as increasing demands for
the sustainability of urban mobility and introduction of cognitive technologies into transport
infrastructure, the paper proposes a dual-loop method for intelligent traffic light control based on
reinforcement learning and phase strategy distillation procedures. The first level implements real-
time control through an RL-agent, while the second one generates backup hourly plans based
on statistics of its behavior. The method is based on a system-discrete model taking into account
stochastic traffic parameters and permissible control constraints. The simulation conducted in
SUMO for a real intersection demonstrates a significant reduction in average transport delay
compared to classical control, confirming the efficiency, sustainability and scalability of the
approach. The obtained results substantiate the possibility of practical implementation of the
model within the framework of intelligent transport systems of large cities and for laying the
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Keywords: reinforcement learning, intelligent traffic light control, dual-loop control architecture,
traffic light controller, traffic management and control

Citation: Sazanov A.M., Shkodyrev V.P., Ustinov S.M. Development of a dual-loop method of
intelligent traffic light control based on reinforcement learning and hourly distillation of phase
strategies. Computing, Telecommunications and Control, 2025, Vol. 18, No. 3, Pp. 144—153.
DOI: 10.18721/JCSTCS.18313

© Sazanov A.M., Shkodyrev V.P., Ustinov S.M., 2025. Published by Peter the Great St. Petersburg Polytechnic University


https://orcid.org/0000-0003-4088-4798

4 System Analysis and Control >

Hay4dHasa cTaTbs —(D@
DOI: https://doi.org/10.18721/]JCSTCS.18313 & T
YK 004.021

PA3SPABOTKA ABYXKOHTYPHOIo METOAA
UHTENNEKTYAJIbHOIO CBETO®OPHOIO PETYJIMPOBAHUA
HA OCHOBE OBY4YEHMA C NOAKPENJIEHUEM
U MOYACOBOU OAUCTUNNALUU DA3OBbIX CTPATETUMHA
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Annoramms. Ha doHe ycinoxHstomeiicss ypoaHUCTUYECKOW JMHAMUKY, a TaKXe Bo3pacra-
IOIIUX TPeOOBaHWI K YCTOMYMBOCTU TOPOACKON MOOMJIBHOCTU W BHEAPCHUS KOTHUTHUBHBIX
TEXHOJIOTUI B TPAHCIOPTHYIO MH(MPACTPYKTYPY B paboTe Ipeaiaractcs ABYXKOHTYPHBINA Me-
TOJ MHTEJIJIEKTYaJIbHOI'O PEeTYJIMPOBaHMUS CBETO(GOPOB Ha OCHOBE O0YUYEHUS C MOIKPEIICHUEM
U TIpoLeayp OUCTULISAUMK (Da30oBbIX cTpaTeruii. IlepBolil ypoBeHb peaausyeT ynpaBjieHUE B
peaqbHOM BpeMeHU uepe3 RL-areHTta, BTopoii — (hopMHUpPYeT pe3epBHBIE TTOYACOBBIE TUIAHBI
Ha OCHOBE CTAaTUCTUKU €T0 TOBeleHUs. MeTonl OonupaeTcss Ha CUCTEMHO-IUCKPETHYIO MO-
IIe]Ib C YIETOM CTOXaCTUUECKUX IMapaMeTpOB TpaprKa M JOIMYCTUMBIX OTpaHMICHUN yIIpaBie-
Hus. [IpoBenennoe moxeaupoBanne B SUMO misa pealbHOTO MepeKpecTKa IeMOHCTPUPYET
CYIIECTBEHHOE CHMXXEHME CpeIHEN 3adepKKM TpaHCIIOpTa IO CPAaBHEHUIO C KJACCHMYECKUM
yrnpaBieHueM, moarsepxkaasi 3hHeKTUBHOCTh, YCTOMUYMBOCTh U MAaCIITAOMPYyeMOCTh MTOAX0/1a.
[TosryyeHHBIE pe3yabTaThl 000CHOBBIBAIOT BO3MOXHOCTD MPAKTUYECKOTO BHEAPEHUST MOIEIN
B paMKaX MHTEJJIEKTYaJbHBIX TPAHCIIOPTHBIX CUCTEM KPYITHBIX TOPOJIOB U 3aJIOKEHUST MHXKEe-
HEPHOI OCHOBBI IIJIsI THOPUIHBIX apXUTEKTYP YIIPABJICHUS TOPOICKON MOOMIBHOCTHIO.

KioueBble cjioBa: oOydeHUE C TOIKPETUIEHMEM, MHTE/UIEKTYalbHOE YIIpaBiIeHUE CBETO(hOPOM,
JIBYXKOHTYPHAasl apXUTEKTypa YIIpaBJIeHUsI, KOHTPOJUIEp cBeTodopa, YIpaBieHUE U KOHTPOJIb 10-
POKHOTO TBUKCHUST

Jnga mutupoBanusa: Sazanov A.M., Shkodyrev V.P., Ustinov S.M. Development of a dual-loop
method of intelligent traffic light control based on reinforcement learning and hourly distilla-
tion of phase strategies // Computing, Telecommunications and Control. 2025. T. 18, Ne 3.
C. 144—153. DOI: 10.18721/JCSTCS.18313

Introduction

At the turn of the third technological revolution, associated with the widespread penetration of digi-
tal intelligence into the material infrastructure of cities, an accelerated convergence of cognitive control
systems, neural-like algorithms and the sociotechnical environment that shapes the transport mobility of
megacities is being observed. One of the most critical vectors of urban transformation is the intellectualiza-
tion of traffic flow regulation, where the introduction of machine learning methods, reinforcement learn-
ing (RL) algorithms in particular, opens new paradigms in the management of adaptive traffic light cycles.
This is not just a modernization of signaling devices, but a radical revision of the philosophy of interaction
between the transport infrastructure and its subjects, coupled with the idea of a predictive, self-learning
traffic control environment.

In the Russian scientific and technological context, the relevant areas are institutionally enshrined
in documents such as the Strategy for the Development of the Transport Industry of the Russian Fed-
eration until 2030 with a Forecast until 2035, the Concept of the Intelligent Transport System of the
Russian Federation, as well as in the priorities of the Digital Economy and National Technology

© CasaHos A.M., LLkoabipes B.MM., YctuHoB C.M., 2025. U3paTenb: CaHKT-MeTepbyprckuii MONUTEXHUYECKUI YHUBEPCUTET NeTpa Benmkoro


https://orcid.org/0000-0003-4088-4798

4CI/ICTeMHbII7I aHanu3 u ynpasfeHue >

Initiative (NTI) programs. In particular, the NTI “AvtoNet” roadmap emphasizes the need to develop and
implement intelligent algorithms for coordinating traffic flows under conditions of heterogeneous traffic
involving traditional, automated and autonomous vehicles. These regulatory and programmatic grounds
determine the high level of relevance of tasks related to the intellectualization of traffic light regulation as
a systemic element of the digital transformation of urban mobility.

The paradigm of traffic light control considered in this paper is based on the integration of the RL
methodology into a structurally discrete coordination model, where each traffic light node is interpreted
as an agent in a stochastic environment, endowed with the ability to minimize global or local delay metrics.
It is objectively necessary to move from homogeneous control systems to heterogeneous adaptive environ-
ments, in which interaction between agents occurs at the level of heuristic cooperation, mediated by utility
and long-term reward functions.

The evolution of such approaches, which began with academic experiments and moved to the stage of
applied integration in the largest urban agglomerations (Copenhagen, Singapore, Seoul, Beijing), reflects
the global trend of decentralization of control and the transition from hierarchical systems to network
architectures, in which each traffic light can act as an autonomous intelligent agent. Such a paradigm is
rooted in the context of the Fourth Industrial Revolution, where autonomy, self-learning and integrative
capacity of systems at the real-time level are becoming key coordinates.

Analysis of the subject area

Until recently, traffic lights, as basic elements of transport infrastructure, were considered main-
ly within the paradigm of rigidly deterministic regulation, based on preset time cycles and program
plans, lacking the ability for emergent response to multivariant and stochastic scenarios of real road
traffic.

International and domestic researches [1—5] indicate that classical control schemes — from fixed time
plans to coordinated systems such as the “green wave” — have exhausted their capabilities under condi-
tions of dynamic growth in traffic density, variability in the behavior of road users and the emergence of
new forms of transport mobility (e.g., unmanned vehicles and micromobility agents). The methodological
limitations of traditional approaches are expressed in their inability to account for traffic nonlinearity,
lack of self-learning and adaptation [2] and also in their high dependence on centralized control systems
subject to single points of failure.

An alternative to these systems is artificial intelligence methods, in particular, RL, as a cognitive mod-
el of decision making under uncertainty and limited information [3]. In recent years, there has been an
explosive growth in the number of studies devoted to the application of Q-learning, Deep Q-Network
(DQN), Actor-Critic algorithms and their modifications to the problem of traffic light phase control. Pro-
totypes of the systems are implemented in simulation environments (SUMO, CityFlow, AIMSUN) and
in individual pilot zones of smart cities, demonstrating a decrease in average traffic delay of up to 40—60%
compared to traditional algorithms.

Thus, in [4], a comprehensive study of Q-learning effectiveness for adaptive control of a traffic light
object at an intersection on the Stanford University campus was conducted. Using the SUMO platform
and data on synthetic flow intensity, they implemented agent training based on state clustering using the
k-means method and stochastic action selection policies. The results of a 50-day simulation showed a 40%
efficiency increase compared to a fixed policy, albeit with slow convergence. The work confirms the poten-
tial of RL in urban conditions, requiring minimal sensor infrastructure.

In [5], an end-to-end simulation framework for evaluating RL algorithms in traffic control was de-
veloped and validated, including a realistic SUMO environment and an interface to RL libraries. The
study showed that DQN and A2C agents, trained on dynamic intersection states, outperform traditional
algorithms in terms of delay and travel time metrics. The work highlights the importance of high-level ar-
chitecture and synchronization in emulation to achieve stable and reproducible results.
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In [6], the authors implemented and compared the effectiveness of Q-learning, SARSA and Expected
SARSA algorithms for traffic light control at a four-way intersection, using SUMO and the Python envi-
ronment. The results showed that Q-learning exhibits the lowest delay and average waiting time compared
to other methods. All algorithms outperformed the traditional fixed control, confirming the potential of
RL for urban traffic optimization.

In [7], a traffic light control system using Q-learning in the SUMO environment was developed,
demonstrating a significant reduction in vehicle delay time compared to fixed cycles. The algorithm
adapts to traffic density, improving the throughput and responsiveness of the system in real-world inter-
section scenarios.

In [8—10], the authors conducted a systematic review of approaches based on RL and deep learning
for traffic light control. Single-traffic-light, multi-traffic-light and centralized schemes, Q-learning,
DQN and Actor-Critic algorithms were considered. The review showed a robust superiority of intel-
ligent methods over classical ones, especially under conditions of uncertainty and multidimensional
traffic dynamics.

A comprehensive analysis of scientific sources, including comparative empirical studies, shows that
there is a pressing need to formalize and develop a new intelligent method for controlling traffic lights,
based on deep integration of RL into the topology of the transport network. The method should account
for the specifics of Russian transport infrastructure, allow for step-by-step modular implementation and
ensure transitions to both adaptive and planned stable behavior of the control system, considering the
possibility of scaling.

Problem statement

Under conditions of a complexifying urban environment, intensified traffic flows and the emergence
of a multi-component structure of road users (including automated vehicles, micromobility platforms
and Al agents), issues of adaptive and intelligent control of traffic light infrastructure are acquiring the
character of a systemic priority in the context of the formation of cyber-physical transport systems.
Modern challenges, associated with spatio-temporal heterogeneity of traffic, the stochastic nature of
traffic flows and the need for predictive control based on incomplete data, require going beyond tradi-
tional algorithms focused on fixed time plans or centralized coordination scenarios.

Based on the analysis of advanced scientific and applied solutions, as well as the specifics of operat-
ing traffic light objects under conditions of limited telemetry and hardware resources, the task is set to
develop an intelligent method for controlling traffic light objects based on RL, implementing not only
the ability to adaptively select phases in real time, but also ensuring a stable, redundant and operation-
alizable control strategy at the level of hourly traffic light plans.

Thus, a dual-loop model for controlling traffic light objects is created: the first loop is intelligent,
operating in real time using an RL agent; the second is backup and planned, based on hourly strategies
extracted from the trained behavior of the neural network. This allows for achieving a double effect: on
the one hand, the system uses the advantages of adaptive and predictive regulation, characteristic of RL
models; on the other hand, it ensures fault tolerance and operational controllability in case of failure or
unavailability of Al loops (for example, in case of communication loss, disruption of computing infra-
structure, attack or model failure).

Within the framework of the set task, it is assumed:

1. To develop an architecture of an intelligent agent for controlling a traffic light object, capable of
learning in the SUMO environment using RL algorithms (Q-learning, DQN, A2C etc.).

2. To develop a methodology for logging and subsequent aggregation of the phase control strategy
adopted by the agent over time intervals (hourly breakdown).

3. To build a mechanism for transforming the agent’s behavior into static hourly cycles suitable for
implementation in standard traffic light controllers.
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4. To evaluate the effectiveness of the developed dual-loop control model under variable traffic con-
ditions, including simulation of emergency modes.

5. To prepare technical regulations and a description of the process of transferring from the RL
module to backup planned control.

The proposed problem statement is aimed not only at solving the problem of traffic light regulation
optimization, but also at ensuring the principle of engineering reliability and continuity of operation of
intelligent transport systems. The implementation of such a model can lay the foundation for the cre-
ation of hybrid urban mobility systems that combine intelligent adaptability and structural stability of
control.

Physical statement of the problem in terms of system control of transport dynamics

Modern transport hubs of a megalopolis, especially such as the Jan Rainis blvd. and Geroev-Pan-
filovtsev st. intersection, are highly organized non-linear dynamic systems with perturbed inputs and
multi-criteria target functions. Their functioning is subject not only to local laws of transport flows, but
also to system logic formed at the intersection of physical realities of urban infrastructure, intensifica-
tion of auto traffic, as well as requirements for safety and throughput.

According to the object’s passport (Fig. 1), traffic light regulation in this unit is implemented in a
locally adaptive mode, which already indicates the presence of elements of sensory assessment of the
traffic situation and primitive logic of changing phases depending on input signals, for example, from in-
ductive loop detectors located on key entry lanes. However, adaptability here is apparently implemented
in the form of discrete choice between a limited set of predefined programs, which fundamentally limits
control capabilities under conditions of highly stochastic traffic flows.

The spatial configuration of the intersection, judging by the plan for the arrangement of technical
equipment, demonstrates the presence of:

* multi-lane driveways with the possibility of left turns;

» pedestrian crossings with protection phases;

 partial asymmetry of flows;

+ sensor infrastructure, potentially suitable for integration into a digital control architecture.

Thus, the object is an easily observable, partially controlled, multi-channel transport system opera-
ting under conditions of highly dynamic input data.

Mathematical statement of the problem within the framework of system analysis

The considered problem of developing an intelligent method for controlling traffic light objects with
redundant strategies based on distillation of the behavior of a neural network agent is rooted in the
field of synthesis of complex cyber-physical control systems with elements of stochastic optimal control
and automata theory in a spatio-temporal transport environment. The methodological basis is system
analysis, within which the transport network is presented as a hierarchical discrete-continuous dynamic
system with partial observability and variable dimensionality of the phase space.

Let us assume that on a discrete time interval

T={0, At, 2At, ..., T, } R, (1)
we observe a transport system on a limited section of the road network, including one or more con-
trolled intersections. This means that the modeling or control of the system is carried out on a uniform
time grid with a step A¢, from the initial moment (0) to the final time 7' i

Each crossroad i € I, where [ is the set of crossroad identifiers, is equipped with a traffic light object
consisting of a finite set of admissible switching phases such that:
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Fig. 1. Traffic light object’s passport. Address: Jan Rainis blvd.,
32 — Geroev-Panfilovtsev st. (North-Western Moscow Administrative Okrug)
O, = {d)i,l’ ¢i,27 R ¢i,1<,- } > (2)

where K, is the number of phases for intersection i.

Let S . € Sc Rn denote the state vector of the transport system at time #, which includes informa-
tion on the number of vehicles at each approach to the intersection, their speed, expected time spent
in the control zone, as well as other parameters reflecting local and global traffic characteristics. The
state of the system S . is subject to stochastic fluctuations caused by the dynamics of the inflow and
outflow of traffic flows.

The traffic light control agent, at each moment of time t, selects an action 4 L€ A, where A is the
set of admissible actions (phase switches), in accordance with the policy m:S — A, which determines
the probability of selecting one or another action depending on the observed state of the system. The
policy can be deterministic (7(s) = a) or stochastic, that is:

(n(a|s)=P(A, =a|S, =s)).

The agent’s goal is to maximize the expected total reward for an episode of length 7, expressed by
the functional:

J(z)=E, Lﬁque(st, A,)}, 3)

where R(S » A ) is the instantaneous reward function, reflecting the target indicators of traffic light
regulation efficiency (e.g., average delay, queue length, number of stops etc.), and y € (0.1) is the
discount coefficient, which sets the significance of future rewards.

The stated problem takes the form of an optimal control problem with constraints in the space of states
and actions:
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n" =argmaxJ(n) with V¢:S, = f(S,, 4,§,),

where f() is the dynamics of the transport environment evolving under the influence of the agent’s action
and the random disturbance vector & , simulating the stochastics of movement.

Intelligent loop (first control level)

The first level of the proposed architecture is an intelligent agent based on the DQN algorithm. In
this approach, the approximation of the optimal action value function Q*(s, a) is achieved by means
of a deep neural network parameterized by weights 0. The weights are updated based on the Bellman
equation.

Second loop (phase translation)

The second level of the architecture is responsible for the formation of hourly control strategies
based on the procedure of distilling the RL agent’s behavior into a form suitable for interpretation and
execution as a stationary phase schedule. This procedure transforms the flow of stochastic decisions,
made by the agent during simulation or real operation, into aggregated phase control profiles reflect-
ing repeating patterns of system behavior. Within the framework of such translation, the following is
performed:

— statistical aggregation of distributions of selected phases for each hour of the day;

— normalization and adaptation of phase durations to a fixed cyclic structure (e.g. 60 or 90 seconds);

— ensuring technical constraints (permissible minimums, multiplicities, transition intervals);

— formation of a set of hourly cycles representing a backup control plan that is resilient to failures or
unavailability of the first (intelligent) level.

Thus, the second circuit implements the procedure for synthesizing a planned control policy that main-
tains heuristic proximity to the strategy obtained as a result of RL, but transformed into a formalized, in-
terpretable and implemented control scheme at the level of regular controllers. Let statistics on the choice
of control phases be accumulated over some observed period of the RL agent’s operation.

Initial data

» Let there be the statistics of the adaptive (RL) traffic light control program operation for a certain
period.

* For each main phase i, the total duration of its burning tl,’RL is known.

« There are n main phases in total, 7’ eyele is the duration of one fixed cycle (without transition phases).

* For each phase, the minimum permissible burning time ti’min is specified.

» For each phase, it is assumed that it can be repeated in a cycle Nl times.

» The time for switching between phases (transition phases) is also taken into account, we will de-
note it by S.

Goal

The goal is to construct a fixed program that is as close as possible to the RL statistics, i.e., select such
phase durations ti,,-(f = 1...N), so that:

» The total burning time of each phase in the cycle is proportional to its share in the RL statistics.

» The durations of individual phases are not less than the minimum allowable ones.

» The total duration of all phases and transitions is equal to the duration of the cycle.

Formalization
Phase:
_ ti,RL
k=Tt
Zk:l tk,RL
Limitations:
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1. For each phase:

2. Foreach t,-j

R
i,j i,min
3. Sum time:
n

N
zzti,j +S8 :T;ycle'

i=1 j=1

Goal function
Goal function is to minimize the spread of phase durations relative to the desired mean value:

n Nj —\2
> (tl.’j—tl.) — min,
i=1 j=1
where
t_ ’/; ( cycle S)
: N

Finding the optimal number of phase repetitions
* For each phase, the possible number of repetitions Nl is considered (for example, from 1 to 4).

» For each set (N, 1 s Nn), a quadratic programming problem with the objective function and con-
straints above is solved.

* The final set (N, ..., Nn) and the corresponding phase durations are selected based on the mini-
mum value of the objective function.

Features

The time for transition phases S depends on the number of switches and the duration of each tran-
sition phase.

All phase durations are rounded to whole seconds, while the sum is preserved.

Ifit is impossible to satisfy the constraints (for example, too little time for all phases taking into account
the minimum durations), the solution is considered impossible.

Result

Thus, we have a fixed program, where the phase durations correspond maximally to the RL statistics,
satisfying all technical constraints (minimum time, discreteness, transition structure).

Evaluation of simulation results

As part of the evaluation of the efficiency of the proposed dual-loop architecture of intelligent
traffic light control, a series of simulation experiments were conducted in the SUMO environment
based on the real Jan Rainis blvd. and Geroev-Panfilovtsev st. intersection. The model was adapted
to the topological and phase features of the object, including the number of lanes, traffic directions,
presence of pedestrian crossings and sensor inputs. Two modes were tested:

1) classic fixed regulation corresponding to the current program,;
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Average waiting time for cars at the intersection 2346

—— current static program
- static program based on RL

2014

Average waiting time, sec

o 1 2 3 4 3 6 T 8 92 110 1 12 13 14 15 16 17 18 19 20 21 22 23
hour

Fig. 2. Results of modeling the average waiting time of cars at an intersection

2) adaptive control using an RL agent and hourly phase distillation.

The main metric for the evaluation was the average vehicle delay (avgDelay) at the intersection
entrances. To ensure statistical reliability, the simulation was carried out on a sample of 30 days, in-
cluding both weekdays and weekends, with different flow intensities. The comparison graphs of queue
dynamics and delay times between RL, distilled and fixed modes presented in Fig. 2 over the entire
time interval demonstrate the consistent superiority of the intelligent model. A 32.7% reduction in the
average number of stops was also recorded, which has a positive effect on the smoothness of the ride,
fuel consumption and CO, emissions.

Thus, the proposed dual-loop model demonstrated high efficiency, fault tolerance and scalability.
Simulation data substantiate its feasibility for use in the conditions of the Russian road infrastructure
and serve as a basis for developing prototypes for implementation in intelligent transport systems of
cities.
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