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Preface 

The Ninth International Seminar on Fire and Explosion Hazards (ISFEH9) inherits the long-term 
traditions established by the past successful events in Hefei, China (2016), Providence, USA (2013), 
Leeds, UK (2010), Edinburgh, UK (2007), Londonderry, UK (2003), Lake Windermere, UK 
(2000), and Moscow, Russia (1995, 1997). During its more than 20-year history, the Seminar has 
become one of the important international events in fire and explosion science and engineering, 
bringing together professionals from the leading universities, research institutions, industrial and 
insurance companies operating worldwide. Being organized in St. Petersburg, Russia, from 21 to 26 
April 2019 by the Autonomous Non-Profit Organization "Fire and Explosion Safety", with the 
support of Peter the Great St. Petersburg Polytechnic University and the Gefest Group, the 9th 
ISFEH includes broad areas of research in fires and explosions, as well as the studies in its 
prevention, mitigation, and suppression. These are reflected in 135 papers included in the 
Proceedings after careful evaluation and selection by the Scientific Advisory Board with the help of 
the Track Chairs, Track Members, and Reviewers from 246 initially submitted extended abstracts, 
of which 204 were selected for inviting the authors to submit full papers. The papers in these 
Proceedings are co-authored by 391 authors from 30 countries. Among these are six plenary papers, 
authored by the recognized international authorities: Geoffrey Chamberlain (Waverton Consultancy 
Ltd., the University of Loughborough, and Shell Research Ltd., UK), Brian Lattimer (Jensen 
Hughes, USA), Mikhail Tyurin (Gagarin Research and Test Cosmonaut Training Center, Russia), 
Christophe Proust (INERIS, France), James Quintiere (the University of Maryland, USA), and Karl 
Meredith (FM Global, USA). 

The Organizers and Editors express sincere thanks to all who contributed to the Seminar and made 
this conference possible, including but not limited to the institutions and companies listed below: 

Autonomous Non-Profit Organization "Fire and Explosion Safety", St. Petersburg, Russia 

Peter the Great St. Petersburg Polytechnic University, St. Petersburg, Russia 

Gefest Enterprise Group, St. Petersburg, Russia 

FM Global, USA 

OZM Research, Czech Republic 

State Hermitage Museum, St. Petersburg, Russia 

Sincere gratitude and appreciation are extended to numerous professionals for their tangible 
involvement in evaluation and selection of the submissions. Enthusiasm and dedication of the Local 
Organizing Committee were remarkable and this is gratefully acknowledged. 

 

The Editors 
April 2019 
St. Petersburg, Russia 

 

  



vi 

Table of Contents 

 

Seminar Committees ........................................................................................................................ iii 

Preface ............................................................................................................................................... v 

Volume 1 .....................................................................................................1 

Part I. Plenary Papers .......................................................................................................... 1 

Fire and Explosion Hazards in the Oil Industry: 50 years of Investigations and Research 2 
Chamberlain G.A. 

Using Machine Learning in Physics-based Simulation of Fire 16 
Lattimer B.Y., Hodges J.L., Lattimer A.M. 

Fire and Explosion Safety in Hydrogen Containing Processes: State of the Art and 
Outstanding Questions 28 

Proust C. 

Fire Safety in Space Flight: Experience and Strategy 41 
Tyurin M.V., Malikova T.Yu., Darkin A.P., Kopa T.A. 

Scale Modeling in Fire 49 
Quintiere J.G. 

Fire Suppression Modeling with Computational Fluid Dynamics: State of the Art 65 
Meredith K.V. 

Part 2. Combustion Fundamentals of Fires .................................................................... 76 

Diffusion flames ............................................................................................................................... 76 

Application of a Smoke Point Soot-Radiation Model in LES of Turbulent, Wall-bounded 
Diffusion Flames 77 

Chatterjee P., Meredith K.V., Wang Y. 

Comparative Study on the Impact of Chemistry Mechanisms and Radiation Modeling on 
Extinction and CO Formation in Unsteady Laminar Flamelet Modeling with Low Scalar 
Dissipation Rates 89 

Kruljevic B., Stankovic I., Merci B. 

The Structure of Polyoxymethylene-Air Counterflow Flame 100 
Glaznev R., Paletsky A., Gonchikzhapov M., Korobeinichev O., Karpov A., Shaklein A. 

Effect of Oxygen Environment on Soot Characteristics in Ethylene Laminar Diffusion 
Flames 107 

Zeng D., Xiong G., Wang Y. 

Studies on the Radiation Fraction of Propane Jet Diffusion Flames under Crossflow 116 
Wang J.W., Fang J., Zhao L.Y., Lin S.B., Guan J.F., Shah H.R., Zhang Y.M., Sun J.H. 

Modelling of Hydrocarbon Fuel Droplet Heating and Evaporation: Recent Results 125 
Sazhin S.S. 



vii 

Spontaneous combustion............................................................................................................. 135 

Temperature Mapping on the Effectiveness  of Heat Exchanger Submersion  on 
Controlling Spontaneous Combustion of Coal Piles 136 

Nugroho Y.S., Fathia S.H., Kolang I.F., Wicaksono R.P.S., Widiani A.S., Zhafira H.K., 
Nirbito W., Saleh M., Muharam.Y. 

Thermal Runaway of Self-Sustaining Polymerizing for Vinyl Acetate Monomer using 
Calorimetry Methodology 147 

Wang Y.W., Cheng Y.C., Mei Y., Liou J.R., Shu C.M. 

Premixed flames ............................................................................................................................ 160 

Laminar Burning Velocity Measurements for an Outwardly Propagating Flame of Dimethyl 
Carbonate and Air Mixtures 161 

Henriksen M., Vaagseather K., Gaathaug A.V., Lundberg J., Forseth S., Bjerketvedt D. 

Experimental Study upon the Influence of Single-Layer Wire Mesh on Premixed Methane-
Air Flame Behavior and Pressure Dynamics in a Closed Duct 173 

Jin K., Duan Q., Xiao H., Li P., Chen J., Gong L., Liew K.M., Sun J. 

Numerical Study on Decoupling the Chemical and Thermal Effects of a Specific 
Elementary Reaction on the Laminar Flame Speed 184 

Li W., Jiang Y., Xia Y. 

Influence of Fire Suppressant Powders on Burning Velocity of Laminar Premixed Flame 193 
Fan R., Jiang Y., Xiong C., Li W. 

Combustion in microgravity ......................................................................................................... 202 

Combustion and Extinguishing of Structural Polymeric Materials in Microgravity 203 
Bolodyan I.A., Melikhov A.S., Tanklevskiy L.T. 

Radiative Extinction of Diffusion Flame in Microgravity 214 
Kuznetsov E., Snegirev A., Markus E. 

Microgravity Ignition Delay of Fluorinated Ethylene Propylene Wire Insulation in Forced 
Flow Field 225 

Wang K., Fang J., Wang J.W., Zheng S.M., Guan J.F. 

Part 3. Deflagration, DDT, Detonation ........................................................................... 236 

Detonation Transmission Behavior in Stoichiometric Hydrogen-Air Mixtures: Effect of 
Tube Bundle Structures 237 

Sun X., Li Q., Li C., Lu S. 

Simulation of Detonation Initiation in Multifocused Systems 247 
Lopato A., Utkin P., Vasil’ev A. 

Overpressure Effects from Propane Detonation: Comparison of Simulation Results with 
Experimental Data 257 

Vyazmina E., Lecocq G., Commanay J., Gregoire Y., Jallais S., Krumenacker L., 
Mahon A., Trélat S., Tripathi A. 

A Remark on Self-sustained Detonations 269 
Liu W. 

Effect of Obstacle Shape on Flame Acceleration and Transition to Detonation in an 
Obstructed Channel 279 

Xiao H., Oran E.S. 

Kinetic Simulation of Unsteady Detonation with Nonequilibrium Effects 289 
Lin C., Luo K. 

A Study of Deflagrations in Stratified Mixtures of Liquefied Petroleum Gas 301 
Masri A.R., Starner S.H., Hou Y., Juddoo M. 



viii 

Multidimensional Gas Dynamics Simulation of the Attenuation of Shock Wave by the 
Granular Beds 308 

Sidorenko D., Utkin P., Maksimov F. 

Criteria for Deflagration-to-Detonation Transition in Hydrogen-based Gaseous Mixtures 314 
Kiverin A., Yakovenko I. 

Experimental Investigation of Flame Propagation during Fire Accidents in Confined Space 321 
Cheeda V.K. 

Part 4. Gas and Dust Explosions ................................................................................... 333 

Propane-air explosions in an 8-m
3
 vessel with small vents: Dynamics of pressure and 

external flame-jet 334 
Boeck L.R., Bauwens C.R., Dorofeev S.B. 

Function Testing of Passive Explosion Isolation Flap Valves 345 
Grégoire Y., Leprette E., Proust C. 

Explosions in Electrical Control Boxes as a Potential “Nested Bang-Box” Mechanism for 
Severe Vapour Cloud Explosions 356 

Gill J., Phylaktou H.N., Atkinson G., Andrews G.E., Cowpe E. 

Explosion characteristics of biomass dust – comparison between experimental test results 
and literature data 366 

Huang C., De Grahl J., Nessvi K., Lönnermark A., Persson H. 

Effects of Inert Particles with High Specific Surface on Ignition and Flame Propagation in 
Dust/Air Mixtures 376 

Hüttenbrenner K., Kern H., Tomasch S., Raupenstrauch H. 

Modelling of Vented Explosion of Hydrogen-Air Mixtures 386 
Sinha A., Wen J. 

Modelling Approach for Vented Lean Deflagrations in Non-Rigid Enclosures 393 
Vendra C.M.R., Wen J. 

Turbulent Clustering of Particles and Radiation Induced Ignition of Dust Explosions 403 
Liberman M., Kleeorin N., Rogachevskii I., Haugen N.-E. 

Effects of particle size and agglomeration on flame propagation behavior in dust clouds 411 
Ichinose K., Mogi T., Dobashi R. 

Suppression of Pulverized Biomass Dust Explosion by NaHCO3 and NH4H2PO4 418 
Jiang H.P., Bi M. S., Li B., Cong H.Y., Peng Q.K., Gao W. 

Physical explosions and BLEVEs ................................................................................................ 429 

Shock Waves from Explosions due to Boil-up of Superheated Liquids 430 
Yakush S.E. 

Rankine-Hugoniot Model of Evaporation Waves in CO2 Explosion 440 
Hansen P.M., Gaathaug A.V., Bjerketvedt D., Vaagsaether K. 

Thermal Response and Safety Analysis of the Liquefied Gas Storage Tank at Low Filling 
Ratios 450 

Ren J.J., Zhao B., Sun J.H., Bi M.S. 

Part 5. Fire Dynamics ...................................................................................................... 458 

Compartment fires ......................................................................................................................... 458 

Numerical Investigation of Externally Venting Flame Characteristics in a Corridor-Façade 
Configuration 459 

Asimakopoulou E., Chotzoglou K., Kolaitis D., Zhang J., Delichatsios M.A. 



ix 

Investigation into Global Equivalence Ratio and External Plumes  from Timber Lined 
Compartments 469 

Kanellopoulos G., Bartlett A., Law A. 

Influence of Ventilation Factor on Smoke Control through Shaft in High-rise Building Fire 479 
Li Y., Sun H., Shan X., Chow W.K. 

Analysis of Convective Heat Losses in a Full-scale Compartment Fire Experiment 490 
Gupta V., Maluk C., Torero J.L., Hidalgo J.P. 

Enclosure Fire Temperatures: Experimental Evidence and Standard Time-temperature 
Curves 502 

Stølen R., Brandt A.W., Wighus R. 

A Computational Study on the Effect of Horizontal Openings  on Fire Dynamics within 
Informal Dwellings 512 

Beshir M., Wang Y., Gibson L., Welch S., Rush D. 

Fire-induced Pressure in Passive Houses: Experiments and FDS Validation 524 
Brohez S., Caravita I. 

Modeling Fire Spread along the Non-combustible Building Façades of Different Geometry 534 
Khasanov I.R., Karpov A.V. 

Analysis of the Methods to Calculate the Equivalent Fire Duration 542 
Shebeko A.Yu., Shebeko Yu.N., Gordienko D.M. 

Compartment fire modeling .......................................................................................................... 552 

Numerical Simulation and Full-scale Tests of a New Approach for Fire Management in 
Passenger Trains 553 

Lázaro M., Lázaro D., Cortabarria E., Alvear D. 

Analysis of Impact of Natural Supply on Smoke Exhaust in a Ship Cabin by Comparison 
of a Full-scale Experiment and Fire Simulations 564 

Wang W., Peng C., Guo Y., Peng H., Zhu D., Lu J. 

CFD Study of Fire-Induced Pressure Variation in a Mechanically-Ventilated Air-Tight 
Compartment 574 

Li J.Y., Beji T., Merci B. 

Numerical Studies on Different Stairwell Smoke Extraction Techniques in a High-rise 
Building 584 

Sharma A., Mishra K.B. 

Fire plumes and ceiling jets.......................................................................................................... 595 

Transit Times in Fire Plumes and Ceiling Layers 596 
Tamanini F. 

Heat Release Rate of Fires under a Ceiling Calculated from Measurements in the Ceiling 
Layer 608 

Zhou X. 

The Tilt Angle and Flame Trajectory of Buoyant Jet Diffusion Flames under Upslope and 
Downslope Wind Conditions 619 

Kong X.X., Wang X.S., Zhu P., Liu Y.P., Zhu J.P. 

Temperature and Velocity Distributions within a Ceiling-jet along a Flat-ceilinged 
Horizontal Tunnel with Natural Ventilation 631 

Oka Y., Oka H. 

Pool fires ........................................................................................................................................ 641 

Flame Characteristics of a Rotating Pool Fire 642 
Sugawa O., Kamiya K., Watanabe N. 



x 

Flame Height Behavior of Merging Fire Whirls  From Multiple Fire Sources 652 
Watanabe N., Sugawa O., Kamiya K. 

Influence of Pool Size and Fuel Type on the Liquid Fuel Temperature Profile during 
Burning of Pool Fires  in Open Atmosphere 662 

Pretrel H. 

Experimental Study on the Combined Effect of Side Walls and Ambient Wind on the 
Height of Flame Ejected from the Opening of Fire Compartment 672 

Fang X., Ren F., Zhang X.L., Sun X.P., Hu L.H. 

New Measurement Technique for Vaporization Velocity of Spreading Cryogenic Liquid 684 
Kim M., Nguyen L., Chung K. 

Analytical Modelling of the Effect of In-Depth Radiation within a Liquid Layer in the Case 
of a Pool Fire 693 

Beji T., Merci B. 

Mass and Heat Transfer Evolutions of Ethanol Pool Fires under External Heat Flux 704 
Yue H., Lizhong Y., Xiaodong Z., Yang P. 

Experimental Study of Burning Behavior of N-heptane in Ice Cavities with Cross Air Flow 716 
Zhong X.P., Hu L.H., Wang X.R., Yuen K.K.R. 

Author Index .................................................................................................................................. 727 

Volume 2 ................................................................................................. 730 

Part 5. Fire Dynamics ...................................................................................................... 730 

Flame spread ................................................................................................................................. 730 

Upward-Concurrent Flame Spread over a Thin Cotton Fabric: The Effect of Ambient 
Pressure 731 

Thomsen M., Fernandez-Pello C. Ruff G., Urban D. 

Calculation Analysis on the Fuel Preheating Mechanisms  in Surface Fire Spread over a 
Horizontal Fuel Bed 741 

Xie X., Liu N., Yuan X., Li H., Zhang L. 

An Experimental Study of Horizontal Fame Spread over Polyoxymethylene in Still Air 748 
Korobeinichev O., Glaznev R., Shmakov A., Paletsky A., Hu Y., Wang X., Hu W. 

Flame Spread in Laminated Bamboo Structures 755 
Solarte A., Numapo J., Hidalgo J.P., Torero J.L. 

The Impact of DOPO and TPP Flame Retardants  on Flame Spread over the Surface of 
Cast PMMA Slabs 767 

Trubachev S., Korobeinichev O., Gonchikzhapov M., Paletsky A., Shmakov A., 
Tereshchenko A., Karpov A., Hu Y., Wang X., Hu W. 

Measurement of Thermal Structure inside Flame Front with a Melting Layer for Downward 
Flame Spread of XPS Foam 776 

Luo S.F., Xie Q.Y., Da L.J. 

Effects of Electric Current and Sample Orientation  on Flame Spread over Electrical Wires 786 
Zhao L.Y., Zhang Q.X., Tu R., Fang J., Wang J.J., Zhang Y.M. 

Fire Growth in a High-rack Storage 796 
Markus E., Snegirev A., Kuznetsov E., Tanklevskiy L. 

Jet fires ........................................................................................................................................... 808 

Fires, Explosions, and Venting in Nuclear Reactors 809 
Palacios A., Bradley D. 



xi 

CFD Modelling of Vertical Sonic Jet Fires 819 
Rengel B., Mata C., Palacios A., Pastor E., Casal J., Planas E. 

Lift-off Behavior of Horizontal Subsonic Jet Flames Impinging on a Cylindrical Surface 831 
Wang Z., Zhou K., Liu M., Wang Y., Qin X., Jiang J. 

Investigation on the Flame Tilt Characteristics of Hydrogen/Propane Mixture Diffusion 
Jets in Cross Flow: Parameter Analysis Based on the Hydrogen Blending Fraction 842 

Chen X., Wang Q., Lu S.X., Wang J.W. 

A Phenomenological Model of a Reacting Fuel Jet  Tilted in Crossflow Employing Air 
Entrainment 851 

Wang K., Fang J., Wang J.W., Zheng S.M., Shah H.R. 

Thermal Radiation Hazards from Gas Pipeline Rupture Fireballs 860 
Cowling N., Phylaktou H., Allason D., Andrews G.E. 

Battery fires.................................................................................................................................... 869 

Measuring the Energetics of a Lithium Ion Battery in Thermal Runaway 870 
Quintiere J.G. 

Fire Behaviour of NMC Li-ion Battery Cells 881 
Russo P., Longobardo G., Mazzaro M., Di Bari C., Cancelliere P. 

Thermal Explosion Hazards Investigation on 18650 Lithium-ion Battery Using Extend 
Volume Accelerating Rate Calorimeter 891 

Zhao C.P., Sun J.H., Wang Q.S. 

Part 6. Material Behavior in Fires ................................................................................... 902 

Flammability testing ...................................................................................................................... 902 

Comparison of Large-Scale Façade Fire Test Benches: Methodological Approach 903 
Delcour S., Marquis D.M. 

Effect of Finger Joint Direction on Wood Ignition in Façade Elements 913 
Makovicka Osvaldova L., Olos M. 

Simplified Methodology to Predict Polyurethane Foam Mass Loss Rate in the Cone 
Calorimeter 921 

Leroy A., Erez G., Suzanne M., Thiry-Muller A., Collin A., Boulet P. 

Smoke Particle Size Distribution in Pine Wood Fires 930 
Mustafa B.G., Mat Kiah M.H., Andrews G.E., Phylaktou H.N., Li H. 

Study of Ignition and Extinction of Spruce Glulam Exposed to a Radiative Flux 940 
Terrei L., Acem Z., Lardet P., Georges V., Boulet P., Parent G. 

Fire Response of a Carbon Epoxy Composite: Comparison  of the Degradation Provided 
with Kerosene or Propane Flames 950 

Chazelle T., Perrier A., Schuhler E., Cabot G., Coppalle A. 

Complexities of the Thermal Boundary Conditions  when Testing Timber using the Fire 
Propagation Apparatus 959 

Cuevas J.I., Hidalgo J.P., Torero J.L., Maluk C. 

Ignition from High Heat Flux for Flat versus Complex Geometry 970 
Brown A.L., Engerer J.D., Ricks A.J., Christian J.M. 

Flame retardants ............................................................................................................................ 980 

Permanent Flame Retardant Finishing of Textiles by the Photochemical Immobilization of 
Polyphosphazenes 981 

Opwis K., Mayer-Gall T., Gutmann J.S. 



xii 

The Chemical Mechanism of Thermolytic Synthesis in Charring Intumescent Coatings for 
Passive Fire Protection 991 

Ustinov A., Zybina O., Tanklevsky L. 

Investigation of the Effect of Inorganic Smart Fillers and Expanded Graphite on the Flame 
Retardancy of Polyisocyanurate Insulation Foam 1000 

Asimakopoulou E., Zhang J., McKee M., Wieczorek K., Krawczyk A., Andolfo M., 
Scatto M., Sisani M., Bastianini M. 

Effects of French Chalk/Hollow Glass Beads on the Flame Retardation of Silicone Foams 1010 
Kang F.R., Deng J., Xiao Y., Zhang Y.N., Cheng F.M., Yi X. 

Flammability Assessment of an Intumescent Flame Retardant Thermoplastic Polymer 1019 
Celiński M., Salasinska K., Mirowski J., Kozikowski P., Mizera K., 

Artificial Sweeteners or High Risk Sugar Alcohols 1029 
Celiński M., Salasinska K., Borucka M., Gajek A. 

Pyrolysis ...................................................................................................................................... 1040 

Experimental Study on the Flammability and Burning Behaviour of Live and Dead 
Eucalyptus Saligna Foliage 1041 

Ramadhan M.L., Zarate-Orrego S.A., Carrascal J., Osorio A.F., Hidalgo J.P. 

Validation of a Pyrolysis Model of Wood Thermal Decomposition under Cone Calorimeter 1053 
Colombiano J., Dréan V., Rogaume T., Richard F., Batiot B., Fateh T., Nadjai A., 
Guillaume E. 

Development of the Controlled Atmosphere Cone Calorimeter to Simulate Compartment 
Fires 1066 

Irshad A., Andrews G.E., Phylaktou H.N., Gibbs B.M. 

Limitations of Ignition Theory for Transient Exposure. Ignition of Solids Exposed to 
Radiation from a Compartment Fire 1078 

Santamaria S., Hadden R.M. 

Numerical Study of Cross-Laminated Timber Under Fire 1088 
Wong B.V.Y., Tee K.F., Yau T.M. 

Thermal Decomposition of Flexible Polyurethane Foams in Air 1097 
Pau D.S.W., Fleischmann C.M., Delichatsios M.A. 

Comparison of Pyrolysis and Combustion Properties of Rigid and Plasticized Poly(vinyl 
chloride) 1109 

Swann J., Ding Y., Stoliarov S. 

Pyrolysis and Combustion of Polymer Mixtures. Is the Heat Release Rate an Additive 
Quantity? 1122 

Handawy М.K., Snegirev A., Stepanov V., Talalov V. 

Thermal Decomposition of Wildland Material: Interactions among Biomass and Shallow 
Soil under Nitrogen and Air Atmospheres 1134 

Zhu H., Liu N. 

Apparent Activation Energy of Coal Oxidation with Different Particle Sizes based on 
Temperature-programmed Approach 1144 

Zhao J.Y., Zhang Y.X., Deng J., Shu C.M., Cheng Y.C., Yi X. 

The Effect of Imidazolium-based Ionic Liquid on Oxidation Kinetics of Coal 1154 
Deng J., Bai Z.J., Wang C.P., Luo Z.M., Wang Y.C. 

Toxicity ......................................................................................................................................... 1164 

Characterization of Toxic Gases and Particulates in Wood Smoke using a Standard 
Chamber 1165 

Matsuyama Y., Takahashi F. 



xiii 

PVC Sheathed Electrical Cable Fire Smoke Toxicity 1176 
Mat Kiah M.H., Mustafa B.G., Andrews G.E., Phylaktou H.N., Li H. 

Thermal Degradation and Combustion of Plant Protection Products 1187 
Borucka M., Celiński M., Sałasińska K., Gajek A. 

Part 7. Fire Safety Engineering .................................................................................... 1197 

Detection. Suppression .............................................................................................................. 1197 

Addressing the Problem of Poor Gas Leak Detection Rates  on UK Offshore Platforms 1198 
Hilditch R. and McNay J. 

Using Odors to Detect Fire in a Study with Rooms Reduced to 75%Size 1210 
Kamiya K., Sugawa O., Watanabe N. 

A New Multi-level Gradual Coverage Location Model  for Optimizing Fire Station 
Locations Based on Fire Risk 1221 

Ming J.K., Song C., Zhu J.P. 

Industrial fires and explosions ................................................................................................... 1233 

On the Usefulness of Phenomenological Approach to Model Explosions in Complex 
Industrial Systems 1234 

Grégoire Y., Leprette E., Proust C. 

The Use of CFD to Support ALARP Designs for Energy Centres 1246 
Giacopinelli P., Coffey C., Morrison G., Price D. 

Hydrogen Safety in Design of the Nuclear Power Plant 1259 
Kotov V., Bezlepkin V., Kapitsa D. 

Evacuation modeling .................................................................................................................. 1269 

On the Validation of Pedestrian Movement Models under Transition and Steady-state 
Conditions 1270 

Kirik E., Vitova T., Malyshev A., Popel E. 

Simulations of Fire Evacuations in “Sigma FS” Software as a Fire Safety Training 
Instrument 1281 

Kirik E., Litvintsev K., Dekterev A., Khasanov I., Gavrilov A., Malyshev A., Harlamov E., 
Popel E. 

Part 8. Hydrogen Safety ................................................................................................ 1293 

Stratified Hydrogen Combustion and Water Spray Mitigation Tests in a Containment of 
220 m

3
 1294 

Kuznetsov M., Xiao J., Hu P. 

Scientific Principles of e-Laboratory of Hydrogen Safety 1306 
Shentsov V., Makarov D., Molkov V. 

Stand-Alone Hemisphere-Tank Rupture in Tunnel Fire: Effect of Hydrogen Inventory on 
Blast Wave Strength in Far Field 1315 

Shentsov V., Makarov D., Dery W. 

Influence of Chemical Kinetics on Detonation Initiation by Temperature Gradients in H2/air 
and CH4/air Explosions 1325 

Wang C., Qian C., Liu J., Liberman M. 

Analysis of the Interaction between Jet and Plume Flows of a Light Gas with an Extended 
Ceiling  Based on the Results of Experimental Studies 1336 

Denisenko V.P., Kirillov I.A., Korobtsev S.V., Nikolaev I.I., Bystrov P.A. 



xiv 

Experimental Study on Shock Waves, Spontaneous Ignition and Flame Propagation 
Produced by Hydrogen Release through Tubes with Varying Obstacle Location 1349 

Li P., Duan Q., Zeng Q., Gong L., Jin K., Qi K., Sun J. 

Near Field Thermal Dose of Cryogenic Hydrogen Jet Fires 1361 
Cirrone D., Makarov D., Molkov V. 

Theoretical Physics-based Definition and Accurate Characterization of Lower 
Concentration Limit for Hydrogen-Air Mixtures 1368 

Kirillov I.A. 

Development of CNAFT Model for Lower Flammability Limits of Hydrogen Mixtures for 
Severe Accident Analysis Code in Nuclear Power Plant 1376 

Jeon J., Jung H., Kim S.J. 

A Holistic Approach to Promote the Safe Development  of Hydrogen As an Energy Vector 1387 
Gökalp I. 

Modelling of Hydrogen Tank Fuelling 1396 
Dadashzadeh M., Makarov D., Molkov V. 

Safety Considerations of an Unignited Hydrogen Release from Onboard Storage in a 
Naturally Ventilated Covered Car Park 1408 

Hussein H.G., Brennan S., Makarov D., Shentsov V., Molkov V. 

Flame Propagation through Ultra-Lean Hydrogen-Air Mixture under Terrestrial Gravity 
Conditions 1423 

Yakovenko I., Kiverin A., Melnikova K. 

Author Index ................................................................................................................................ 1429 

 





730 

 

Part 5. Fire Dynamics 

Flame spread  

 



 

Proceedings of the Ninth International Seminar on Fire and Explosion Hazards (ISFEH9), pp. 731-740 

Edited by Snegirev A., Liu N.A., Tamanini F., Bradley D., Molkov V., and Chaumeix N. 

Published by Saint-Petersburg Polytechnic University Press 

ISBN: 978-5-7422-6498-9     DOI: 10.18720/spbpu/2/k19-7 

731 

Upward-Concurrent Flame Spread over a Thin Cotton Fabric: 

The Effect of Ambient Pressure 

Thomsen M.1, Fernandez-Pello C.1, *, Ruff G.2, Urban D.2 

1Department of Mechanical Engineering, University of California, Berkeley, CA, 94720, USA 
2NASA Glenn Research Center, 21000 Brookpark Rd., Cleveland, OH, 44135, USA 

* Corresponding author’s email: ferpello@me.berkeley.edu  

ABSTRACT 

Understanding the flammability of combustible materials at various ambient conditions is important for 
fire safety applications because fires may occur in environments different from standard atmosphere. In 
high altitude locations or in an aircraft, for example, the ambient pressure will be lower than at sea level. 
In the case of a spacecraft such as the International Space Station the cabin environment may be quite 
different, although the ambient pressure is approximately that of standard Earth, it includes microgravity, 
low velocity flows induced by the spacecraft ventilation. These low velocity flows (~20 cm/s) cannot be 
attained in normal gravity because flame induced buoyancy flows (~40 to 60 cm/s) would mask 
microgravity flows. Ambient pressure affects the buoyant flow induced by the flame and consequently 
also affects the way that flames spread. Thus, fire testing of materials may require different environments 
depending on the potential application of the material. The objective of this work is to provide further 
information of the effect of ambient pressure, and in turn buoyancy, on the upward concurrent spread of 
flames over a thin cotton fabric in low velocity air flows. The cotton material has been selected because it 
is common clothing material, and also because it will be one of the materials that will be tested in the 
microgravity experiments to be conducted during NASA's Spacecraft Fire Experiment (Saffire), on board 
of the Orbital Corporation Cygnus spacecraft.  

KEYWORDS: Concurrent flame spread, thin fuel, ambient pressure, buoyancy. 

INTRODUCTION 

The flammability of solid combustible materials is typically characterized by their ignitability, 
flame spread rate, heat release rate, and toxicity. Although, the most effective fire safety strategy is 
to prevent ignition altogether, if ignition occurs the fire must spread to present a risk. For this 
reason, flame spread is one of the fire processes utilized to determine the flammability of solid 
combustible materials [1, 2]. A flame spreads over a solid fuel surface by first preheating the virgin 
fuel to its pyrolysis temperature, pyrolyzing it, and igniting the resulting flammable mixture of 
pyrolyzate and oxygen. Thus, the flame propagates in a creeping fashion as a series of ignition steps 
where the flame acts both as the source of solid heating and flammable gas ignition [1–4]. Thus, the 
spread of flames over the surface of a solid combustible material is a complex phenomenon 
resulting from a number of processes occurring in both the solid phase (heat transfer, thermal 
decomposition, gasification) and the gas phase (transport, mixing, combustion) which are very 
much affected by external environmental conditions such as oxidizer flow velocity, pressure, 
oxygen concentration, buoyancy (gravity level) or external heating. Thus, there is an interest in 
studying the effect of environmental conditions on flame spread. 

Concurrent, or flow assisted, flame spread occurs when the spread of the flame and the gas flow are 
in the same direction (upward spread in buoyant flow and downstream spread in a forced flow). 
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Because the gas flow assists the spread of the flame this mode of flame spread is generally fast and 
consequently hazardous. It is for this reason that some material flammability tests use this mode of 
flame spread to characterize the fire hazard of combustible materials. In this flame spread 
configuration, the solid preheating and pyrolysis rates are dominated by convection and flame 
radiation, and the external flow velocity will therefore influence both the flame length and the heat 
flux from the flame to the solid surface [3, 5–15]. Since there are marked differences in the velocity 
distributions in flame induced buoyant flows at different pressure [16], it is expected that there will 
be also notable differences in the spread of flames. The ambient pressure affects, through the 
density, the thickness of the boundary layer, and consequently the position of the flame respect to 
the solid surface (Fig. 1). As the pressure is reduced the boundary layer thickens, the flame moves 
away from the surface, and the heat transferred from the flame to the solid surface is reduced. 
Consequently, the rate of flame spread is reduced, both because the reduced heat flux on the surface 
and a reduction in the flame length [7]. Thus, the effect on the flame characteristics and the spread 
rate, of reducing the ambient pressure is similar to that of reducing the flow velocity. This is 
relevant because in a high-altitude location or in an aircraft, for example, the ambient pressure will 
be lower than at sea level. In the case of a spacecraft such as the International Space Station the 
cabin environment may be quite different, although the ambient pressure is approximately that of 
standard Earth, it includes microgravity, low velocity flows induced by the spacecraft ventilation.  

           

Fig. 1. Upward/Concurrent flame spread diagram. Fig. 2. Schematic of experimental apparatus. 

Several studies have been conducted on the spread of flames over solid fuels under reduced 
pressure to observe the effect of buoyancy on flame spread in reduced gravity [17–21], flame 
spread in a high-altitude location [22–25], and limiting condition for flame spread [26, 27]. 
However, there is still a need to systematically study the effect of pressure, and consequently 
buoyancy, on the spread of flame over different solid combustible materials. The objective of this 
work is to determine the effect of ambient pressure on the upward concurrent spread of flames 
over a thin cotton fabric in low velocity air flows. The material has been selected because it is 
common clothing material, and also it will be one of the materials that will be tested in the 
microgravity experiments to be conducted during NASA's Spacecraft Fire Experiment (Saffire), on 
board of the Orbital Corporation Cygnus spacecraft [28]. The ambient pressures have been 
selected to cover a wide range of environments and buoyantly induced gas flow velocities. 
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EXPERIMENTAL SETUP 

The normal gravity experiments were conducted in an apparatus previously developed to study the 
flammability of solid combustible materials under varied ambient conditions [27]. The apparatus is 
basically the same as that used in the studies of Ref. [21], although modified to accept the cotton 
samples. A brief description of the apparatus is given here for completeness. The apparatus consists 
of a laboratory scale combustion tunnel that has a 125 mm by 125 mm cross section and is 600 mm 
in total length. The first 350 mm section of the duct serves as a flow straightener, the other 250 mm 
segment of the duct is used as the test section. The tunnel is inserted in a pressure chamber as shown 
in Fig. 2. The side walls of the test section (normal to the plane of the samples) are made of clear 
polycarbonate. The walls parallel to the sample are 0.56 mm thick alkali-aluminosilicate glass. The 
sample is placed vertically at the midplane of the test section with both sides exposed to the flow. 
The fabric sample is made out of pure cotton and has an overall area density of 21.8 mg/cm2. The 
sample material and configuration was selected to match one of the materials that will be used in 
future Saffire microgravity experiments [28]. The cotton samples were 150 mm long by 50 mm 
wide. The sample was held in between two identical stainless-steel frames of 200 mm by 125 mm 
and 0.4 mm thick. Each frame had an identical rectangular opening the size of the sample to serve 
as the test area. Sample ignition is induced with a 29-gage Kanthal wire braided along the upstream 
edge of the fabric as shown in Fig. 3. The igniter is energized using a controlled current power 
supply (BK Precision 1785) set to deliver 40 W, the time required to assure ignition changed 
depending on the ambient pressure tested but was between 3 to 10 seconds. 

 

Fig. 3. Front view showing two representative frames of a video of the flame spread over the cotton surface (a) 
pyrolysis front, and (b) flame burnout front. 

The tests were conducted in air under pressures of 100, 80, 70, 50, and 30 ± 2 kPa. Compressed 
house air was supplied through critical nozzles (O’Keefe Controls) while constantly evacuating to 
maintain constant the pressure inside the chamber. The chamber pressure was controlled by a high-
capacity vacuum generator (Vaccon JS-300) and a mechanical vacuum regulator. The chamber 
pressure was monitored constantly with an electronic pressure transducer (Omega Engineering, Inc. 
PX303-015A5V). The forced flow velocity was fixed to 20 cm/s in all the tests. The direction of the 
flow was upward so that the spread of the flame was in the concurrent configuration. The forced 
flow velocity was selected to match that to be tested in the microgravity Saffire experiments. Once 
the sample was in position, the chamber was sealed to adjust the system to the desired conditions. 
Two 9000 lumen LED were installed with an operating electronic circuit to act as a strobe light to 
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visualize and measure during the same experiment flame spread rates and the flame appearance. The 
ignition and subsequent flame spread were video recorded with a resolution of 1280 by 720 at 59 
frames per second using a Nikon D3200 camera to track the pyrolysis front. A second camera (Sony 
RX10-III) was used to record videos of visible flame length with a resolution of 1280 by 720 at 59 
frames per second. For each test condition, at least five experiments were conducted to address the 
experimental uncertainty.  

RESULTS 

Concurrent flame spread over cotton was investigated under different ambient pressures. The 
primary data collected were the evolution of the pyrolysis front and burnout front positions over 
time (Fig. 1). The flame tip was not recorded because it was difficult to determine accurately its 
location with time. Representative frames with the flame spreading over the cotton sample are 
shown in Fig. 3. Figure 3a presents a frame with the strobe light on and shows the pyrolysis front. 
Here, the position of the pyrolysis front was defined as the point where the fabric is first visibly 
blackened as it propagates over the material. Figure 3b presents a frame with the light off and shows 
the flame burnout front as well some cotton residue smoldering after the passing of the flame. Here, 
the burnout front position was defined as the upstream edge of the flame, which coincides with 
where the flame begins receding. During each test, after ignition is achieved, the flame spreads 
uniformly along the surface of the sample. The pyrolysis front had an inverted "U" shape in all tests, 
while the flame burnout front had a flatter, more unstable shape. Usually, after ignition of the 
sample, as the flame spreads over the fabric it consumes most of the cotton, leaving behind some 
smoldering cotton residue (bottom of Fig. 3b) that eventually burns out most of the fabric. As 
ambient pressure was reduced, ignition of the sample was more difficult, and, in occasions, part of 
the cotton fabric would be left unburnt.  

 
(a) Pyrolysis front               (b) Burnout front 

Fig. 4. Time evolution of the (a) pyrolysis front position and (b) flame burnout position for different ambient 
pressures. 

Some characteristic results of the time evolution of the pyrolysis front and burnout front are 
presented in Fig. 4 for ambient pressures ranging from 100 to 30 kPa. Figure 4a shows the progress 
of the pyrolysis front as a function of time. It is seen that as ambient pressure is reduced the spread 
of the flame is slower. During most of the tests, the flame is still accelerating as it spreads over the 
solid. The work of Markstein and De Ris [5] indicates that this is due to the sample not being long 
enough to reach steady state. Similar results to those presented in this work were presented by the 
authors using a different material, a composite cotton/fiber glass fabric (Sibal) [21]. When 
comparing the characteristics of the flame spread of Thomsen et al. [21] with a longer Sibal sample 
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reported by Olson et al. [20] (samples of 0.15 m vs. 1 m) it showed that despite the similitudes in 
the pyrolysis front and burnout front profiles, the sample size was not long enough for the flame 
spread to reach steady state. However, as pressure was reduced, the pyrolysis front and flame 
burnout front begin to stabilize faster. From Fig. 4 is seen that the average total burn time for an 
initial pressure of 100 kPa was 16 s, significantly smaller when compared to the average 41 s 
obtained at an ambient pressure of 30 kPa.  

The evolution of the pyrolysis front as a function of time is commonly used to determine flame 
spread rate. The data of Fig. 4 is then used to obtain average flame spread rate values as a function 
of ambient pressure, as shown in Fig. 5. Because of the acceleratory characteristics of the upward 
flame spread, an averaged spread rate over the last 50 mm of the sample is presented in the figure so 
that transient effects are minimized. It is seen that the flame spread rate decreases from 30.7 to 10.0 
mm/s as the ambient pressure is decreased from 100 to 30 kPa.  

  

Fig. 5. Average flame spread rate as a function of 
ambient pressure obtained from the pyrolysis front. 

Fig. 6. Pyrolysis length as a function of ambient 
pressure. 

Another important parameter for concurrent flame spread is the pyrolysis length because it 
determines the flame length and consequently the heat that can be transferred from the flame to the 
solid. In this work, this length is obtained by subtracting the burnout front position from the 
pyrolysis front position, and the results are presented in Fig. 6. Because of the accelerative 
characteristic of the spread process, the pyrolysis length is obtained toward the end of the test when 
it approaches steady state. From Fig. 6 it is seen that the pyrolysis length decreases from 116.4 to 
68.7 mm with decreasing ambient pressure from 100 to 30 kPa. This indicates that ambient pressure 
affects more the rate of spread of the pyrolysis front than the mass burning, since it determines the 
rate of spread of the burnout front. 

The visible flame characteristics also change with decreasing ambient pressure, although changes 
are less noticeable when compared with the flames generated by the burning of other materials [21]. 
Figure 7 shows still photographs of the material burning under different pressure environments. As 
pressure is reduced the flame becomes less turbulent and its intensity is reduced. As pressure is 
reduced, visible flame height is also affected, becoming shorter at lower pressures. 

DATA CORRELATION 

The above data can be used to verify the predictive capabilities of flame spread models on the effect 
of pressure, or buoyancy, on the concurrent spread of flames over a thin combustible fuel. This was 
done in Ref. [21] by correlating the data of the dependence on pressure of the concurrent flame 
spread rate over a composite cotton/fiberglass fabric (Sibal) using the simplified analysis of Ref. 
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[3]. Here a similar approach is followed to correlate the cotton data presented in Figs. 5 and 6. Since 
the development of the data correlation was presented in [21], only a summary is presented here. 

 

Fig. 7. Visible flame as a function of ambient pressure. 

The flame spread analysis is based on the main controlling mechanisms for concurrent flame spread 
over a thin solid and treats the spread process as a sequence of ignitions where the flame acts as a 
source of heat to the solid and the pilot for ignition [1–4]. The analysis provides an analytical 
equation for concurrent flame spread over a thin solid as [3, 21]:  

�� � �� � ��	�
�� � ����	��� � �� � ������ � ������ � ���� ����� �!"#$ (1) 

Where �� is the heated length (Fig. 1), �	��� � ��	represents the convective heat flux at the solid 
surface, ������  is the flame radiant flux, ������  the re-radiation from the solid. �� is the mixed flow 
velocity and ����� �! is a function of the chemical time, ��� �. �� and 	� are the solid density and 
specific heat and 
 is the solid thickness. �� is the flame temperature, and � and �� are the pyrolysis 
and initial temperatures of the solid. The first term inside the parenthesis in Eq. (1) describes the 
heat transfer mechanisms of the flame spread process and the second term represents the gas phase 
chemical kinetics. Although reducing pressure will eventually affect the chemical kinetic process 
[21], it will be assumed here that for the present experimental conditions the spread rate is 
controlled by heat transport effects only. It is also assumed that the radiant flux from the flame to 
the solid is approximately balanced by the surface re-radiation, and that there is not an external heat 
flux. The heated length is approximately related to the pyrolysis length that ��~�$��  , where �$is a 
constant and the exponent c is one or less than one [29]. The flame temperature is directly 
proportional to the ambient oxygen concentration but is not strongly dependent on ambient pressure 
until the pressure is relatively low and the chemical time starts to become larger than the physical 
time. Because the oxygen concentration is that of air for all the experiments, the flame temperature 
is assumed constant in the range of pressures of the present experiments. This is a simplification in 
the analysis that should be reasonable for not too low ambient pressures. Under these conditions the 
flame spread rate becomes: 

�� & � � ���� � ����	�
�� � ���" (2) 
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From Eq. (2) it is seen that the flame spread rate is proportional to the convective heat transfer 
coefficient at the solid surface, which in turn is directly related to the boundary layer thickness 
through � � '/), where ' is the gas thermal conductivity and ) the boundary layer thickness. For a 
mixed flow, forced and free, as that of the present experiments, the average convective heat transfer 
coefficient can be expressed in terms of the Reynolds Number (Re) and the Grashof number (Gr) as 
[30]:  

� � � '� *+$ ,- ./0,*+1 � 13$ 4- 5+$ 6-  (3) 

Where C is a generic constant related to the type of flow and the pyrolysis length, �, has been 
selected as the characteristic length of the problem. Then, /0 � 	����/7, *+ � 89∆��6�1/71, 
and	5+ is the Prandtl number. �� represents the forced flow velocity component of the mixed flow, 7 is the dynamic viscosity, � is gas phase density, 9 is the coefficient of thermal expansion and 8 is 
gravity level.  

Since the flame spread rate is determined primarily by the heat flux on the fuel surface, the normal 
gravity and the microgravity data could be related by defining a mixed flow gas velocity such that 
when applied to a purely forced flow, like in the microgravity experiments, would produce a 
boundary layer of the same thickness as that encountered by the flame in the mixed flow condition 
in normal gravity.  Since the boundary layer thickness is directly related to the heat transfer 
coefficient through � � '/), then the heat transfer coefficients would be the same and thus the 
flame spread rate would also be the same. This mixed flow velocity can be obtained by equating the 
heat transfer coefficient for a mixed flow as in Eq. (3) and that of a pure forced flow obtained from 
Eq. (3) with g=0, and solving for the flow velocity in the forced flow boundary layer. Then, the 
following mixed convection velocity, ��, is obtained in terms of pressure, forced flow velocity in 
the mixed flow, and gravity. 

�� � �� ;55<= �8
1�1��, � 1"$, (4) 

where 5< is a reference ambient pressure (standard Earth ambient pressure) and �� is the forced 
flow velocity at this reference pressure 5<. From Eq. (4) it is seen that for zero gravity or large flow 

velocity the mixed flow velocity is that of a pure forced flow at a given test pressure, �� � >>?��. 

For elevated gravity and/or zero forced velocity, the mixed flow velocity becomes that of natural 

convection at a given test pressure, �� � >>? �8��$/1. With the mixed flow velocity as given in 

Eq. (4), the convective heat transfer coefficient for the forced flow, based on the mixed flow 
velocity, would be 

� � � '� ;��5�7 =$1 5+$6 (5) 

And the flame spread would be given by  

�� & ��
@�'� ;��5�7 =$1 5+$6A ��� � �!

��	�
�� � ��� & �$' ;��5�7 =$1 5+$6��� � �!��	�
�� � ���  
(6) 
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The flame spread data of Fig. 5 can be correlated in terms of the mixed convective flow velocity, ��, given by Eq. (4), as shown in Fig. 8. It is seen that Eq. (4) correlates well the variation of the 
flame spread rate with pressure. As ambient pressure is decreased, the calculated mixed flow 
velocity is also reduced, and this is reflected in slower flame spread rates. A similar analysis can 
also be done with the experimental data presented in Fig. 6 for the pyrolysis length as shown in 
Fig. 9.  

  
Fig. 8. Average flame spread rate as a function the 

mixed flow velocity. 
Fig. 9. Pyrolysis length as a function the mixed flow 

velocity. 

Table 1. Cotton properties [31] 

Property Value Units 

Solid density, ρs 417 kg/m3 

Solid specific heat, cs  1.380 kJ/(kg·K) 

Material thickness, s 5.08 x 10-4 m 

Pyrolysis temperature, Tp 629 K 

Flame temperature, Tf 2500 K 

 
Fig. 10. Measured average flame spread rate as a function the predicted flame spread rate obtained from 

Eq. (6).  
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Additionally, the experimental results of Fig. 5 can be used to compare with the predictions 
obtained from Eq. (6). This is shown in Fig. 10 where the measured average flame spread rate is 
presented as a function of the predicted flame spread rate of Eq. (6). For the calculations, the cotton 
properties were taken as those of thin cellulose paper [31] and are presented in Table 1, the flame 
temperature is taken as the paper adiabatic flame temperature [31]. The value of the constant C1 was 
set to match the experimental flame spread rate measured at normal ambient pressure (100 kPa). 
From Fig. 10 it is seen that Eq. (6) predicts fairly well the experimental flame spread rates obtained 
in lower pressure environments. However, the flame spread results are slightly underpredicted and 
the differences seem to get bigger at lower pressures.  

CONCLUSIONS 

The concurrent flame spread rate over a thin cotton fabric has been study under reduced ambient 
pressure to determine the effect of buoyancy on the flame spread process. It has been found that as 
pressure is reduced, the flame spread rate over the cotton fabric is also reduced, as observed with 
other thin fuels [21, 32]. Flame intensity is also weakened resulting in dimmer flames. The 
measured flame spread rate is correlated well in terms of a simple flame spread formula and a mixed 
convection heat transfer coefficient. The correlation of the flame spread rate data in terms of a 
mixed flow velocity parameter that includes gravity and pressure suggests that reduced pressure can 
be used to simulate the effect of buoyancy on the concurrent spread of flames.  
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ABSTRACT 

This work aims to investigate the effects of heat radiation and convection in the near field and far field of 
a spreading flame front over a horizontal fuel bed. Model calculations are made to examine different fuel 
preheating mechanisms that affect the fire spread. The results indicate that the convective cooling effect is 
important and could not be ignored. For the fuel elements in the near field, the radiation from the flame 
front and the combustion zone is not sufficient for fuel preheating, and the mechanism of convective 
heating should be considered. The convective cooling of the fuel bed has a considerable long influence 
range ahead of the flame front, while the influence range of convective heating is in a shorter length scale. 
The flame radiation on fuel preheating takes effect in the whole field. There is a sharp increase of the 
temperature when fuel elements get closer to the flame front in the near field due to the combined effects of 
three heating mechanisms. The contributions of the flame radiation, the combustion zone radiation and the 
convective heating to fuel preheating are of the same magnitude in the near field. The combustion cooling 
takes effect in the far field, while the convective cooling coefficient affects both far field and near field. 

KEYWORDS: Fire spread, flame radiation, convective cooling, convective heating. 

NOMENCLATURE 

ρ  fuel density (kg m-3) 

c  specific heat capacity (J·kg-1·K-1) 

sT  fuel surface temperature (K) 

X  distance away from flame front (m) 
α  absorptivity of the medium (m-1) 

fε  flame emissivity 

cε   emissivity of fuel bed 

σ  Stefan-Boltzmann constant 

fT  flame temperature (K) 

aT  ambient temperature (K) 

fmT  film temperature (K) 

h  convective heat transfer coefficient  
(W·m-2·K-1) 

R  rate of fire spread (m·s-1) 

cT  radiative temperature of fuel bed (K) 

bρ  dry fuel bed density (kg·m-3) 

fc  specific heat of dry fuel (J·kg-1·K-1) 

wρ  density of moisture within the fuel (kg·m-3) 

wc  specific heat of water (J·kg-1·K-1) 

l  heat of vaporization of water  
at 373 K (J·kg-1·K-1) 

iT  ignition temperature (K) 

gT  hot gas temperature (K) 
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INTRODUCTION 

Prediction of rate of spread (ROS) is a fundamental problem in wildland fire research. The heat 
transfer mechanisms for preheating of unburnt fuels is the major focus for physical modelling of fire 
spread. In early works, a physical model was proposed to predict the rate of spread (ROS) over a 
horizontal fuel bed in still air by de Mestre et al. [1]. It was indicated that when only radiative heat 
transfer was considered, the predicted ROS was thirteen times the measured value, while when 
natural convective cooling was introduced in the model, a good agreement was achieved. Baines [2] 
calculated the temperature of the fuel bed surface based on the model of de Mestre et al. [1]. It was 
found that the surface temperature immediately ahead of the flame front was much lower than 
ignition temperature. One possible explanation is that besides radiative heat transfer, there is an 
additional short-range convective heating effect for fuel elements close to the flame front. Natural 
convection was found to take effect in the far field, while the flame-induced convection exists only 
in the near field of the flame (close to the flame) [3]. Considerable efforts [4-8] have been devoted 
to explaining fuel preheating mechanisms for linear fire line in a horizontal fuel bed in still air, 
however, the quantitative comparison between heat radiation and heat convection are not fully 
understood. 

This paper aims to investigate the effects of heat transfer mechanisms on fuel preheating in both 
near field and far field of the flame front. Specifically, the considered fuel preheating mechanisms 
include flame radiation, combustion zone radiation, convective heating and cooling.  

FIRE SPREAD MODEL 

In the model calculation, the considered fuel preheating mechanisms include flame radiation, the 
radiation from combustion zone, radiation loss and the convective cooling to the ambient. The heat 
conduction through the fuel bed is ignored. The governing equation (refer to [2]) for fuel surface 
temperature along the fuel bed centerline is expressed as  

( ) ( ) ( ) ( ) ( ) ( )4 4 4 4 4 4 4s
f f a c c a s a s a

dT
R c T T W X T T U X T T h T T

dX
− ρ = αε σ − + αε σ − − ασ − − α − , (1) 

where X denotes the distance away from the flame front, cρ  is given by 

,    373 K
373

,    373 K

w
b f w w s

a

b f s

l
c c T

Tc
c T

ρρ + ρ + < −ρ = 
ρ >

, (2) 

W(X) and U(X) are the view factors respectively from the flame front and combustion zone to the 
fuel elements. Here R  0.0049 m/s, fT  = 1093 K, aT  = 296 K, cT  = 1139 K. For other parameters, 

refer to Refs. [1-2]. 

The impact of combustion zone radiation is limited by the large absorptivity of the fuel bed, and 
usually the effective influence range is confined to a distance of about 2 cm or less [2]. Therefore, 
the combustion zone radiation is mainly near field radiation, and ( )U X  is negligible if X  > 
0.02 m. 

The boundary conditions for the temperature field are 

0s iX
T T= =  = 593 K, s aX

T T→∞ =  = 296 K. (3) 

For free convection, the convective heat transfer coefficient h is expressed as [9] 
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nhD
Nu CRa= =

λ
, (4) 

where Nu is the Nusselt number, Ra is the Rayleigh number, D  is the characteristic length, λ  is the 
thermal conductivity of air, C and n are the constants. The convective heat transfer coefficient h in 

Eq. (1) is thus calculated to be 0.1481.02h Ra D= λ  = 44.4 W·m-2·K-1. The coefficient h  =  
44 W·m-2·K-1 was used in Baines’ work [2], and the fitting to the experimental data was better than 
that of h  = 23.2 W·m-2·K-1 [1]. Thus, h  = 44 W·m-2·K-1 is employed in this study. 

This model is used to calculate the effects of convective cooling, convection heating, flame 
radiation, combustion zone radiation and radiation loss on fuel surface temperature.  

RESULTS AND DISCUSSION 

Convective cooling 

We first calculate the fuel surface temperature with no consideration of the convective cooling, i.e. 
the convection term 4 ( )s ah T Tα −  in Eq. (1) is ignored. The results are presented in Fig. 1. As 

shown, the fuel temperature sT  decreases almost linearly with distance away from the flame front. 
The results significantly deviate from the experimental data, and in particular, the fuel temperature 
immediate ahead of the flame front 

0s X
T →  = 867 K is much higher than the ignition temperature iT  

of 593 K. Therefore, the mechanism of convective cooling could not be ignored. This implies that 
convective cooling plays an important part in the heat balance during fire spread. 
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Fig. 1. Fuel surface temperature with or without 
convective cooling. 

Fig. 2. Considering convective heating in the near 
field. 

We then include the convective cooling for calculating the fuel surface temperature. As shown in 
Fig. 1, the calculated data agree well with the experimental data in the far field of the flame front 
(0.02 m X  < 2 m) , where the fuel surface temperature sT  increases slowly with decreasing X. In 

the near field of the flame front (0 < X  < 0.02 m), the fuel surface temperature sT  increases rapidly 
with decreasing X. This indicates that the preheating mechanism in the near field plays a major role 
in raising sT  to the ignition temperature. However, the fuel surface temperature immediately ahead 

of the flame front 
0s X

T →  = 485 K is much lower than the ignition temperature. Therefore for fuel 
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elements in the near field, the radiation from the flame front and that from the combustion zone are 
not sufficient for fuel preheating, and a kind of convective heating induced by hot gas puffing over 
the fuel bed should also be considered.  

We now examine the contribution of radiative heating in the near field, for which, the radiation 
from the flame front and that from the combustion zone are discussed separately. We found that 
when both radiative heating mechanisms are considered, the fuel surface temperature immediately 
ahead of the flame front is 

0s X
T →  = 485 K. When only flame radiation is considered, the fuel 

surface temperature is 
0s X

T →  = 412 K. When only combustion zone radiation is considered, Eq. (1) 

is changed as  

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

4 4 4 4

4 4 4 4

4 ,    0.02 2 m

4 ,    0 0.02 m

s
f f a s a s a

s
c c a s a s g

dT
R c T T W X T T h T T X

dX
dT

R c T T U X T T h T T X
dX

− ρ = αε σ − − ασ − − α − < <

− ρ = αε σ − − ασ − − α − < <


, (5) 

then the fuel surface temperature 
0s X

T →  = 418 K. The results indicate that the contributions of 

flame radiation and combustion zone radiation to fuel preheating are of almost same importance.  

Near-field convective heating 

As discussed above, the convective cooling of the fuel bed is very important in a considerably long 
influence distance ahead of the flame front. Comparatively, when the convective heating is 
considered, it is important on a shorter length scale, since it depends on hot gases puffing over the 
fuel bed and the gases rise rapidly because of buoyancy [2]. Thus convective heating is assumed in 
the near field (0 < X  < 0.02 m). For fuel preheating in the near field, the model includes flame 
radiation, radiation from combustion zone, radiation loss and convective heating by hot gases. For 
fuel preheating in the far field, the model includes flame radiation, radiation from combustion zone, 
radiation loss and convective cooling to the environment. The governing equation is expressed as 

( ) ( ) ( ) ( )

( ) ( )
( ) ( ) ( ) ( )

( ) ( )

4 4 4 4

4 4

4 4 4 4

4 4

4 ,    0.02 2 m

4 ,    0 0.02 m

s
f f a c c a

s a s a

s
f f a c c a

s a s g

dT
R c T T W X T T U X

dX
T T h T T X

dT
R c T T W X T T U X

dX
T T h T T X

− ρ = αε σ − + αε σ −


− ασ − − α − < <

− ρ = αε σ − + αε σ −

 − ασ − − α − < <

, (6) 

The calculated fuel surface temperature for convective heating in the near field is presented in Fig. 
2. The results have a better agreement with the experimental data. There is a sharp increase of the 
temperature when fuel elements get close to the flame front. The fuel temperature immediately 
ahead of the flame front 

0s X
T →  = 638 K is slightly higher than the ignition temperature, which may 

be due to the overestimate of flame temperature, emissivity, or hot gas temperature. 

For the convective heat transfer mechanism in the near field, when the convective cooling effect is 
changed to convective heating, the calculations show that the fuel surface temperature 

0s X
T →  

increases from 485 K to 638 K, with a temperature difference of 153 K. This indicates the 
convective heating is very important for fuel preheating in the near field. It is also suggested that the 
convective heating is more reasonable than convective cooling as a convection term in the near 
field. 
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To examine the contribution of various heating mechanisms to fuel surface temperature in the near 
field, only one heating mechanism was considered each time. The calculated results are presented in 
Fig. 3. When the flame radiation, the combustion zone radiation and the convective heating are 
considered separately, the fuel surface temperature 

0s X
T →  is obtained as 503, 501, and 505 K 

respectively, and the curves of ~sT X  are very close to each other. The results indicate that the 
contributions of the flame radiation, the combustion zone radiation and the convective heating to 
fuel preheating are of the same magnitude. It also reveals that radiative heating is the dominant 
mechanism for fuel pre-heating, while the combined effects of three heating mechanisms control the 
fuel surface temperature increasing to ignition temperature in the near field. 
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Fig. 3. Fuel surface temperature under various heating 
mechanisms in the near field. 

Fig. 4. Fuel surface temperature v. convective heat 
transfer coefficient. 

The flame radiation on fuel preheating takes effect in the whole field. Comparatively, the 
combustion zone radiation and convective heating take effects in the near field, with fewer effects in 
the far field. These are the main cause that the fuel surface temperature sT  increases slowly with 
decreasing X in the far field then increases rapidly in the near field. 

Convective heat transfer coefficient 

The convective heat transfer coefficient is the key parameter in calculating both convective heating 
and cooling. The coefficient is related to film temperature, external flow, turbulence status, etc. The 
value h  = 23.2 W·m-2·K-1 [1] and h  = 44 W·m-2·K-1 [2] are used for calculating the convective 
cooling. In the above discussion, coolingh  = 44 W·m-2·K-1 and heatingh  = 44 W·m-2·K-1 are employed 

to calculate the convective cooling and heating, respectively. The film temperature is higher in the 
near field than that in the far field. When the film temperature fmT  = 600 K, the coefficient could be 

obtained by Eq. (4), then we have heatingh  = 51 W·m-2·K-1.  

To examine the effects of coefficient h on the fuel surface temperature, different values of coolingh  

and heatingh  are used, and the results are shown in Fig. 4. When coolingh = 23 W·m-2·K-1, the 

calculated results are higher than the experimental data in both far field and near field. When coolingh  

= 44 W·m-2·K-1, the calculated results fit better to the experimental data. The results  indicate that 
convective cooling coefficient affects both far field and near field, while the effect of convective 
heating coefficient is only in near field. It is obvious that the fuel surface temperature increases with 
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decreasing coolingh  both in the near field and far field, while it increases with increasing coolingh  in 

the near field. 

Flame temperature  

When heatingh  = 51 W·m-2·K-1 and coolingh  = 44 W·m-2·K-1, the fuel surface temperature
0s X

T →  = 

641 K is higher than ignition temperature, maybe due to overestimate of flame temperature, 
emissivity, convective heating. Since the flame radiation takes effect on fuel preheating is in both 
near field and far field, the variation of flame temperature also affects the whole field. The 
calculated fuel surface temperature for different flame temperatures is shown in Fig. 6. It is obvious 
that the fuel surface temperature increases with increasing flame temperature. When fT  = 1093 K, 

the calculated values agree better with the experimental data. Since the flame temperature fT  = 

1093 K is used in the model, the overestimate of 
0s X

T →  is not caused by using higher flame 

temperature. 
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Fig. 5. Fuel surface temperature v. flame temperature. Fig. 6. Fuel surface temperature v. convective heating 
influence range. 

Convective heating influence range 

The convective heating influence range is assumed in the near field for X  < 0.02 m. For various 
influence range, the calculated fuel surface temperature is presented in Fig. 6. The results indicate 
that fuel surface temperature 

0s X
T →  increases with increasing influence range. For influence range 

X  < 0.015 m, the fuel surface temperature 
0s X

T →  is lower than the ignition temperature. For the 

influence range X  < 0.025 m, the fuel surface temperature 
0s X

T →  is much higher than the ignition 

temperature. Therefore, the influence range X  < 0.02 m is more reasonable. It is demonstrated that 
the convective heating mainly affects the near field. 

In summary, the parameters used in the model are reasonable, including convective cooling 
coefficient coolingh  = 44 W·m-2·K-1, flame temperature fT  = 1093 K, the convective heating 

influence range X  < 0.02 m. 
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CONCLUSION 

This paper presents a calculation analysis on surface fire spread. Heat radiation and convection are 
quantitatively analyzed. The major results are summarized as follows. 

(1) For fuel preheating mechanism, the convective heating and the combustion zone radiation take 
effect in the near field, the convective cooling affects in the far field, while the flame radiation 
and the radiation loss affect in both near field and far field. 

(2) For fuel elements closer to the flame front, the fuel surface temperature increases slowly in the 
far field then increases rapidly in the near field. The contributions of flame radiation, 
combustion zone radiation and convective heating to fuel preheating are of the same magnitude 
in the near field. Radiative heating is the dominant mechanism for fuel pre-heating. Fuel surface 
temperature increases to ignition temperature in the near field due to the combined effects of 
three heating mechanisms. 

(3) Convective heating coefficient only affects near field, while convective cooling coefficient 
affects both far field and near field. 
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ABSTRACT 

Polyoxymethylene (POM) is one of the most important polymer materials. There are only a few studies 
devoted to ignition and combustion of POM in counterflow with oxidant. The paper presents an 
experimental study of flame spread over horizontally placed slabs of polyoxymethylene (POM) in still air. 
The flame spread rate over the polymer surface was measured. Temperature distributions in the gas phase 
near the solid fuel surface and in the condensed phase were measured using microthermocouples. Spatial 
variation of the species (СН2О, H2, СО, СО2, О2, Н2О, and N2) concentration in the flame near the solid 
fuel surface was measured using probing mass spectrometry. Analysis of these data showed that pyrolysis 
of СН2О took place near the burning surface in the absence of oxygen, to form СО, which was later 
oxidized to СО2. The data obtained indicate that it is necessary to use a two-step global reaction 
mechanism of oxidation of volatile pyrolysis products in the gas phase in the POM combustion model, 
instead of a one-step global reaction mechanism used in the modern models of polymer combustion. The 
data obtained can be used to develop a coupled numerical model of flame spread over POM. 

KEYWORDS: flame spread, heat fluxes, polymer, polyoxymethylene, temperature field. 

INTRODUCTION 

Polyoxymethylene (POM) is a widespread structural material, the thermal properties of which are of 
special interest. A number of papers devoted to its thermal decomposition and combustion are 
indicated in the literature [1-10]. Depending on the method of manufacture, POM differs 
significantly for its physicochemical properties, which affect the melting point, the kinetics of 
thermal decomposition, and the burning rate. There are data on the kinetics of the thermal 
decomposition of a homopolymer of POM (Delrin) and copolymers of POM, which decompose at 
temperature ~ 350-450 °С [1, 3, 8, 9]. The POM copolymer [1] has a low oxygen index (LOI) 
(15.5 %). The maximum rate of thermal decomposition of technical POM is observed at 
temperature ~ 380 °С, while complete decomposition occurs at temperature 400-430 °С [1, 3, 8, 9]. 
The activation energy of thermal decomposition of various POM modifications assuming the first-
order reaction is significantly different: 121, 159, 381 kJ/mol according to the data [9], [8] and [10], 
respectively. POM is a convenient model object for studying the burning mechanism of polymers, 
since the main product of its decomposition is formaldehyde, a monomer with low molecular 
weight [11]. However, despite the wide use of POM, there are insufficient data relating to its 
combustion [5-7]. In the work [5] POM combustion in opposed-flow diffusion flame was studied. 
Candle-like combustion of POM was studied in [6]. The opposed-flow diffusion flame system was 
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used to study POM ignition in [7]. However, there are no works devoted to the study of the flame 
spread over POM in the literature. This research is devoted to the experimental study of flame 
spread over POM and to determining its combustion characteristics, such as the mass loss rates, the 
flame spread rate, the length of the pyrolysis zone, the temperature profile in the condensed phase, 
temperature and species concentration fields in the flame over the burning POM, and conductive 
heat fluxes from the flame to the polymer burning surface. The results obtained will be used for 
developing and validating a numerical model for this process, which is important for better 
understanding of polymer combustion and hence for raising the fire safety of polymers and 
predicting the hazard of real fires. 

EXPERIMENTAL 

Material 

POM used in this study was manufactured by DuPont (Delrin 100T). The POM slabs 100 mm wide, 
5 mm thick and 200 mm long were produced by hot pressing of granules at pressure 100 atm and 
temperature 170 °C. The sample density, ρs was 1380 kg/m3.  

Experimental  

The study of POM slab combustion was performed using the experimental setup, the configuration 
of which is shown in Fig. 1. The slabs were inserted into a thin metal frame, which served to 
prevent flame spread along the slab sides, and were placed on an incombustible heat insulating 
board 10 mm thick, which was positioned on an electronic balance. A balance was placed on a 
movable platform, which moved at a speed equal to the rate of flame propagation over the polymer, 
but in the opposite direction. In this way, the flame stabilization relative to the laboratory frame of 
reference was carried out. 

 

Fig. 1. Configuration of the experimental setup. 

The slab was ignited from its edge by the flame of a propane-butane burner. During ignition, the 
upper surface of the slab was protected from flame with an incombustible heat insulating plate, 
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which was removed after the slab was ignited. The scanning of the flame began after a steady-state 
mode of burning was reached. To measure the temperature profiles in the fuel, two thermocouples 
made from Pt and Pt+10%Rh wire 50 µm in diameter were used. One thermocouple was mounted 
on the upper surface of the slab at a distance of 50 mm from the frontal edge of the slab. The other 
thermocouple was fixated on the lower surface of the slab at the same distance from the frontal edge 
of the slab. The thermocouples junctions were installed at the distance of 50 mm from the leading 
edge of the POM slab and 50 mm from the side edge in grooves (0.2-0.3 mm deep, 0.3-0.4 mm 
wide and 10 mm long) made on the slab surfaces. To fill the remaining volume of the groove, a strip 
of POM (1×5×10 mm3) was placed onto it, heated with a gas burner until starting to melt; thus, the 
thermocouple was fixated on the slab surface. To measure the flame temperature, one more 
thermocouple was used, which was made from Pt and Pt+10% Rh wires with a diameter of 50 μm. 
The diameter of the junction was 70 ± 10 μm, and the thermocouple shoulders were 5.5 mm long. 
The thermocouple was covered with a layer of SiO2 to prevent catalytic reactions on the surface. 

The chemical structure of the flame was measured using a quartz microprobe with the orifice 
diameter of 55 ± 7 µm connected with a Hiden HPR 60 mass-spectrometer. The internal angle of the 
probe’s opening at the cone base was 20 degrees. The thickness of the probe walls near the opening 
was 0.14 mm. The probe and thermocouple were installed on a three-dimensional positioning 
system with three stepping motors, allowing the thermocouple and probe to be moved in three 
coordinates. It was operated with a computer. A quartz microprobe, connected with a quadrupole 
mass-spectrometer, was used for sampling the flame gases. Gas samples were introduced into the 
ion source of the Hiden HPR 60 mass-spectrometer as molecular flow, allowing species to be 
identified in the flame and their concentration profiles to be determined. The energy of the ionizing 
electrons in the ion source was 70 eV. Thus, the chemical structure of the flame was determined. 
The mole fractions of СН2О, H2, СО, СО2, О2, Н2О, and N2 in the flame were measured. In 
measuring the temperature profiles, the signals from the thermocouples and from the electronic 
balance were recorded with a 14-bit AD converter E14-140-M. The probe (or thermocouple) moved 
along the pathway indicated in Fig. 1. The motion code for the thermocouple and the probe was 
written in such a way as to allow them to approach the burning surface of the slab as its position in 
space varied due to burnout of the slab, i.e. at different distances from the flame front, the probe was 
additionally lowered to the distance close to the burning surface. The cross section of the pyrolysis 
zone used for writing the motion code was obtained from the experiment in which the burning 
specimen was extinguished and its cross section was measured. 

RESULTS AND DISCUSSION 

The flame spread rate and the mass loss rate were measured as functions of time. In Fig. 2, the time 
dependences of the flame spread rate and the mass loss rate are shown. It is shown in Fig. 2 that the 
flame spread rate became stationary at the 6-th minute of combustion, and the mass loss rate became 
steady 13 minutes after the beginning of the specimen’s burning. After the steady-state combustion 
mode was achieved, the flame spread rate and the mass loss rate were 0.077 mm/s and 0.053 g/s, 
respectively. The width of the pyrolysis zone was 65 mm. 

Figure 3 shows the dependences of the temperature of the upper surface and the lower surface of the 
slab from the distance from the flame front. The surface temperature of the sample in the flame 
front and at a distance of 10 mm from the front was 450 °С, then, with the increasing distance from 
10 to 30 mm from the flame front as the sample burnt out, the temperature decreased to 350-370 °С.  

Figure 4 shows a two-dimensional temperature field of the POM flame and cross section of the 
burning fuel sample. The maximum flame temperature was 1650 °С, taking into account the 
radiation correction calculated by the Kaskan formula [12]. Analysis of the temperature field 
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showed that the distance from the burning surface to the maximum temperature position increased 
from 1 to 6-8 mm, as the distance from the flame front grew. 

 

Fig. 2. The flame spread rate (red circles and left axis) and the mass loss rate (blue squares and right axis) as 
functions of time. 

 

Fig. 3. Temperature profiles in the condensed phase of the polymer. 

 

Fig. 4. Two-dimensional temperature field of the POM slab flame. 

Based on these data, the temperature gradients near the fuel surface were calculated, which served 
as a basis for calculating the conductive heat fluxes from the flame to the fuel, shown in Fig 5. 

The maximum heat flux of 70 kW/m2 was observed near the flame front. Then the heat flux 
gradually decreased to 20 kW/m2. The following species were identified in the flame: СН2О, H2, 
СО, СО2, О2, Н2О, and N2; their concentrations and the fields of their concentration above the fuel 
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were measured. Two-dimensional distribution of concentrations (mole fractions) of the major 
species of the POM flame is shown in Fig. 6. 

 

Fig. 5. The conductive heat flux versus the distance from the POM flame front. 

 

Fig. 6. Two-dimensional concentration fields of the major species of the POM slab flame. 



Part 5. Fire Dynamics 

753 

 

Fig. 6 (cont.). Two-dimensional concentration fields of the major species of the POM slab flame. 

Near the burning surface of the polymer oxygen was not found at a distance of 5 to 50 mm from the 
front of the flame. Based on this, it can be stated that the thermal decomposition of POM in this area 
occurs in an inert medium. The maximum mole fraction of formaldehyde was observed near the 
surface of the sample at a distance of 10-40 mm from the flame front. In this area, the concentration 
of formaldehyde dropped to 0 at a distance of 5-8 mm from the burning surface, while the mole 
fraction of CO reached 0.15-0.2 and then decreased. Thus, analysis of these data showed that 
pyrolysis of СН2О took place, to form СО, which was later oxidized to СО2. In the polymer 
combustion model, a one-step global reaction mechanism in the gas phase is usually used. The data 
obtained indicate that it is necessary to use a two-step global reaction mechanism of oxidation of 
volatile pyrolysis products in the gas phase in the POM combustion model to make this model more 
precise. 

CONCLUSIONS 

A comprehensive experimental study of flame spread over the POM slab in still air has been 
performed. The following combustion characteristics have been first measured in the steady-state 
mode: the mass loss rates, the flame spread rate, the cross section of burning polymer, the length of 
the pyrolysis zone, the temperature profile in the condensed phase, temperature and species 
concentration fields in flame over burning POM, and conductive heat fluxes from the flame to the 
polymer burning surface at different distances from the flame front. It has been established that 
conductive heat fluxes from the flame into solid fuel depend on the distance from the flame front; 
the maximum conductive heat flux is observed in the flame front and decreases as the specimen 
burns out. The following main flame species СН2О (formaldehyde), H2, О2, CO, СО2, Н2О, N2, 
have been identified, and spatial variations of their mole fractions have been measured. Their 
analysis showed that the combustion reaction of formaldehyde includes at least two global steps: the 
first step consists in pyrolysis of formaldehyde in the absence of oxygen, with CO formed, and the 
second step is the oxidation of CO to CO2 by oxygen of air. This result must be taken into account 
in numerical modeling of the flame spread over POM, which is traditionally done for polymers by 
using one global reaction. The data obtained are valuable for understanding the mechanism of 
polymer combustion and will be further used for developing and validating a numerical model of 
flame spread over PОM. 
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ABSTRACT 

Flame spread behaviour of laminated bamboo produced from the species Phyllostachys pubescens (Moso) 
is characterised herein by determining relevant properties such as thermal conductivity and thermal 
inertia, which ultimately are correlated with the flame spread rate of the material. A description of the 
variance of thermal conductivity at temperatures ranging from ambient to 350°C is provided in order to 
accurately account for possible charring and heat transfer processes taking place at the surface of the 
samples. Testing for those thermal properties was carried out for both parallel and perpendicular positions 
of the fibre relative to the heat source. For the actual flame spread characterisation, the theory and 
methodology associated with the Lateral Ignition and Flame Spread Test (LIFT) apparatus was followed. 
Piloted ignition and opposed flame spread in lateral configuration framework are used for analysis, 
making possible to obtain the parameters of the progressed distance of the flame, maximum travelled 
distance, effective spread and time for extinction. In the same manner, the Flame Spread Parameter, a 
value that can be used for material classification, is calculated using the thermal inertia of the material at 
ambient and elevated temperatures. The values obtained for flame spread velocity did not adhere to a 
specific trend; this condition is possibly due to the formation of cracks and a charring front in the sample 
surface during preheating.  

KEYWORDS: Flame spread, thermal inertia, thermal conductivity, flame spread parameter. 

NOMENCLATURE 

fV  spread rate (m/s) 

k  thermal conductivity (W/mK) 

PC  specific heat capacity (J/kgK) 

igT  Temperature for igniton (°C) 

sT  Surface temperature (°C) 

eq′′  esternal heat flux (W/m2) 

sq′′  heat transfer through the solid (W/m2) 

gq′′  heat transfer through gas (W/m2) 

,o igq′′  critical heat flux for igntion (W/m2) 

Th  heat transfer coefficient (W/m2K) 

Greek 

ϕ flame spread parameter (kW2/m3) 

Subscripts 

∞  ambient 

INTRODUCTION 

Today’s society is competing to build the tallest buildings with the latest technological designs, all 
in the most sustainable way. This reality drives us to pick the most innovating materials that would 
allow to design and construct those structures. Engineered-bamboo products are novel construction 
materials currently being used by engineers and architects in buildings [1]. Its favourable qualities 
include features such as great aesthetics, environmentally renewable and sustainable nature [2, 3], 
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excellent mechanical properties [4] with favourable structural behaviour that has shown to be equal 
to or greater than timber, and because of this it is being used in many regions of the world [5]. All of 
these characteristics contribute to place bamboo as an innovative construction material with a great 
potential to be used in structural elements, internal lining and external façade for modern multi-story 
buildings.  

RESEARCH SIGNIFICANCE  

Despite the positive qualities described above, the fire hazard is an important matter that needs to be 
addressed. Currently, there is limited knowledge related to the flame spread behaviour of this 
material. Recent events like the fires in the Grenfell Tower in London and Sao Paulo’s high-rise 
building collapse are a consequence of the little information available on the characterisation of the 
flame spread behaviour in novel materials and complex systems.  

To date, previous research has provided information on flame spread modelling of PMMA and other 
ideal materials from the point of view of pyrolysis and combustion. However, the existing models 
addressing cellulosic, charring and composites materials are much more limited and generally 
difficult to implement in practice [6]. 

The understanding of the fire spread phenomena needs to be looked in a holistic way, and the ability 
to tackle the problem from its basic principles is fundamental. Only once this knowledge is 
obtained, a trained professional will be able to assess and design fire-safe structures that take in 
consideration the full–scale fire scenario, which is key to create solutions to the problem 
thoroughly. The use of experiments like the Lateral Ignition and Flame Spread Test (LIFT) provides 
flammability parameters that describe the heat transfer mechanism from the flame to the fuel, which 
can be incorporated into mathematical correlations that will characterise the velocity of the flame 
spread [7]. The information from these fundamental studies provides input data for assessing risks 
in a real fire scenario. It is important to understand that the parameters obtained by these tests are 
not material properties, but a combination of the specific conditions and configurations by which the 
samples are tested [8]. For example, changes in natural convection, atmospheric conditions, or 
moisture content, among others, can cause particular behaviours. Therefore, the extrapolation to 
different scenarios needs to be done with caution. 

This work is part of an ongoing project that intends to characterise the fire performance of 
laminated bamboo by exploring the flame spread parameter. The characterisation of how the flame 
spreads will provide an understanding on how the fire will grow and its contribution to the 
production of the smoke and heat influencing the occurrence of flashover in a compartment, or the 
external flame spread in a façade system. This information constitutes a tool for performance-based 
design approach that is necessary to build future fire-safe bamboo buildings. 

METHODOLOGY 

Materials and Methods 

The present study will provide the flame spread characterisation of three different samples of 
laminated bamboo Phyllostachys pubescens (Moso). This experimental programme consists of two 
main steps of testing. The first step comprises bench-scale tests of laminated bamboo samples to 
determine their thermal conductivity and obtain the thermal inertia. The second step aims to provide 
information about the flame spread parameters of the same material. For this work, three different 
types of laminated bamboo were tested. Table 1 describes each of the samples.  
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Thermal properties 

The thermal inertia is the resistance of a material to change its temperature, and it is a key parameter 
to characterise the flame spread. It is the product of the thermal conductivity, k (W/(m·K)), the 
density ρ (kg/m3) and the specific heat capacity, Cp (J/(kg·K)). The thermal conductivity is a 
parameter that drives a material’s ability to conduct heat, and determines the rate at which energy is 
transported. The thermal conductivity will depend and change according to its physical structure, as 
well as its atomic and molecular characteristics [9].  

Table 1. Types of laminated bamboo “Moso” tested 

Laminates 
bamboo 

Adhesive Treatment Use 
Density, 
kg/m3 

Moisture 
Content, % 

Sample A Polyurethane Not Steamed Interior 540 7.17%±0.06 

Sample B Resorcinol 
Formaldehyde 

Steamed Interior 730 6.08%±0.40 

Sample C Formaldehyde 
Prefere 

Steamed Intended for structural 
applications 

745 8.12%±0.02 

 

Due to the process of fabrication of the laminated bamboo (hot-pressing, bleaching, caramelising, 
type of adhesive, etc.) [10], some physical characteristics could be changed and different values of 
thermal conductivity might be obtained from different manufacturing process. According to 
Fernandez-Pello et al. [11], the difference in thermal conductivity can affect the way that heat is 
transferred in the solid, and a sample comprised by high conductive materials would result in a high 
rate for the flame spread. This property is also key to characterise the mechanical behaviour in fire 
conditions due to the way in which heat transfer will take place. 

The thermal conductivity was measured experimentally with the use of the Hot Disk Thermal 
Constants Analyser, which uses the transient plane source (TPS) method. This process is based on 
the use of a transiently heated plane sensor, that conducts electrical impulses in a double spiral 
pattern [12]. This sensor was fitted in between two sample pieces and through the application of an 
electrical current, the temperature of the sensor was increased and the resistance temperature was 
recorded as a function of time [13].  

Three types of samples mentioned in Table 1, were analysed. Samples B and C were tested at the 
three surface sides of a cubic sample. As shown in Fig. 1, side PP1 and PP2 is the nomenclature 
used for the surface that is exposed perpendicularly to the fibre and side PLL refers to the surface 
that has been exposed parallel to the fibre. The difference between PP1 and PP2 is that PP1 has the 
long side of the strip (around 6 mm) placed horizontally, and PP2 has the long side of the strip 
placed vertically. These tests were conducted for ambient conditions (20°C -25°C) as well as for 
elevated temperatures (50°C - 350°C). For ambient tests, the sensor spiral was sandwiched between 
two sheets of Kapton, and for the elevated temperatures two sheets of Mica was used.  

 

Fig. 1. Nomenclature of the surface tested on the laminated bamboo samples. 
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Flame spread 

Flame spread is a mechanism in which a flame moves forward in the proximity of a pyrolysing 
region of the surface fuel [6]. When studying flame spread behaviour, it is important to assess the 
governing mechanisms of the material that can influence the phenomenon such as configuration, 
thickness and intrinsically material characteristics such as thermal inertia, thermal conductivity, 
melting, charring, delamination, among others [11]. Previous studies have analysed the different 
behaviour of flame spread, however, two principle modes have been established: (1) opposed-flow 
flame spread and (2) concurrent flow flame spread [11].  

From Fig. 2a, it can be seen that for opposed-flow flame spread, the flame front is moving forward, 
preheating the unburned fuel. However, there is a flow coming from the opposite direction which 
may or may not slow down the movement of the flame, according to the de Ris regime [14], or 
Fernandez-Pello regime [11] . From Fig. 2b, it can be seen how the flow is pushing in the same 
direction as the flame, effectively “driving” it forward and enabling propagation. 

  
Fig. 2. (a) Opposed flow flame spread (b) concurrent flow flame spread 

(from Jose L. Torero class notes, University of Edinburgh, 2011). 

This work will focus on the analysis of opposed flame spread in a lateral configuration, as the first 
step to understand the problem and classify the product. Future steps will study the vertical 
configuration for concurrent flow flame spread, to understand the hazards of putting this material in 
walls and façades. From Quintiere [15] Eq. (1) was used for the fundamentals of this study. This 
expression correlates the spread rate, fV  (m/s), with the thermal conductivity, k  (W/(m·K)), the 

density ρ  (kg/m3), the specific heat PC  (J/(kg·K)), the temperature for ignition igT  (°K), and the 

surface temperature sT  (°K), and introduces the flame spread parameter, φ  (W2/m3). The flame 
spread parameter is the product of heat flux from the flame onto the sample in the gas phase, and the 
heated length, it can be calculated experimentally with the use of the Lateral Ignition and Flame 
Test (LIFT). 

( )2f

P ig s

V
k C T T

φ=
ρ −

, (1) 

Nevertheless, to use this simplified equation, some assumptions need to be stated [8, 16, 17]:  

1. The solid is considered inert until ignition. 
2. igT  can be used as the temperature for pyrolysis pT . 

3. Samples are thermally thick. 
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4. The flame is driven by three sources of heat: (1) external heat transfer ( eq′′ɺ ), (2) heat 

transfer through the solid ( sq′′ɺ ), and (3) the heat is transferred from the flame through the 

gas phase ( gq′′ɺ ), mainly through conduction. 

5. As the flame moves forward the “virgin material” reaches ignition temperature, and the 
flame acts as a pilot ignitor that enables the spread. 

6. The flame is not close to extinction, so the heat produced is bigger than the heat needed to 
increase the temperature of the new air allowing the flame to spread with the thermal wave.  

If the sample is preheated and achieves thermal equilibrium, the total losses of the sample are 
equivalent to the heat input. With this, Eq. (2), (3) and (4) are introduced to simplify Eq. (1) 

0,ig
ig

T

q
T T

h∞

′′
= +

ɺ
, e
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q
T T

h∞
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= +

ɺ
 (2, 3) 

and  

0,ig e
ig s

T

q q
T T

h

′′ ′′−
− =

ɺ ɺ
, (4) 

where 0,igq′′ɺ (W/m2) is the critical heat flux for ignition, and Eq. (5) becomes the correlation of the 

flame spread parameter in terms of the critical heat flux for ignition and the external heat flux 
applied. 

( )
2

2

0,

T
f

P ig e

h
V

k C q q

φ
=

′′ ′′ρ −
. (5) 

Samples of Phyllostachys pubescens (Moso) of 600 x100 x 40 mm were studied under the Lateral 
Ignition and Flame Test (LIFT) based on ASTM-E-1321-13 [18]. To reduce the heat loses from the 
back of the sample, the sides and back of each specimen were covered by two layers of ceramic 
insulation material 2.5 mm thick and a final layer of aluminium foil 0.2 mm thick. The samples 
were placed in a holder frame angled at 15 degrees to the centreline of the radiant panel. Each 
sample was marked every 25 mm for tracking the movement of the flame and a video camera was 
placed perpendicular to the sample, to record all tests. To guarantee that the tests would start under 
steady thermal conditions, eight thermocouples were placed in the sample, 2 mm from the surface to 
follow and measure the increase of the temperature due to the heating of the surface during the 
arrival of the flame front.  

 
Fig. 3. Heat flux mapping distribution 

Before these tests were carried out, it was mapped the external heat flux imposed from the radiant 
panel on the whole surface of the samples. A non-combustible fibre block was placed and the 
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mapping was performed starting from the leading edge at 50, 150, 250, 350, 450, and 550 mm. A 
water-cooled heat flux gauge was used to record the surface heat flux of each location; this it was 
placed around 5 mm offset of the insulation surface to avoid convection effects. A heat flux 
distribution is shown in Fig. 3, which was obtained by recording measurements in different 
locations and interpolating the values in between. 

The external heat flux imposed at the leading edge was chosen to be 20 kW/m2, around 5 kW/m2 
above the critical heat flux for ignition, which was found to be 14 kW/m2 in previous experiments 
[19]. In order to guarantee thermal equilibrium, each sample was preheated for at least 1,000 
seconds. When the temperature measured by the thermocouples reached a plateau, the sample was 
deemed to be reach a steady state. Once the thermal equilibrium of the specimen was reached, a 
pilot flame was introduced in the leading edge to mark the onset of ignition. However, given the 
charring nature of the material, this preheating time led to the creation of an initial charred surface 
in the first 150 mm of the sample before ignition occurred. Once ignition started, visual 
observations recorded the flame front position as a function of time. The rate at which the flame 
spreads will depend on the chemical decomposition and pyrolysis front that will start to progress 
with the ignition of the sample. 

RESULTS AND DISCUSSION 

Thermal inertia 

To experimentally obtain the value of the thermal inertia, the thermal conductivity was measured by 
testing 35 samples with the Hot Disk, for ambient temperature. Sample types A, were tested for face 
PP1, and B and C were tested for each face PP1, PP2, PLL, the sides described in the previous 
section. Table 2 shows the results obtained for the thermal inertia at ambient conditions.  

Table 2. Thermal conductivity and thermal inertia results of laminated bamboo “Moso” tested 

Laminates bamboo at 20°C 
Thermal Conductivity,  

W/(m·K) 
Thermal Inertia, 

W2·s/(m4·K2) 

Sample A: perpendicular to the fibre Side PP1 0.201±0.01 2.56 x105 ±6.95 x103 

Sample B: perpendicular to the fibre Side PP1 0.24±0.01 3.94 x105 ±9.50 x103 

Sample B: perpendicular to the fibre Side PP2 0.26±0.01 4.27 x105 ±6.01 x103 

Sample B: parallel to the fibre Side PLL 0.29±0.01 4.71 x105 ±1.47x104 

Sample C: perpendicular to the fibre Side PP1 0.25±0.01 4.13 x105 ±2.09 x104 

Sample C: perpendicular to the fibre Side PP2 0.24±0.01 4.10 x105 ±2.07 x104 

Sample C: parallel to the fibre Side PLL 0.27±0.01 4.44 x105 ±1.22 x104 

The results show that the thermal conductivity tested in face PP1 for sample A is lower than for 
samples B and C, this can be explained due to the lower density associated with a higher porous 
media found for samples type A. Sample B and C show higher values for the side where the heat is 
transferred parallel to the grain (PLL). Sample B depicts the highest values for the sides PP2 and 
PLL. To obtain the thermal inertia, the values of the experimental thermal conductivity, density and 
specific heat were multiplied. The value of the specific heat was used as 2260 J/(kg·K), which was 
obtained by Bartlett et al. [20]. The highest value of the thermal inertia was found to be 4.71x105 
W2·s/(m4·K2) for sample B followed by 4.44 x 105 W2·s/(m4·K2) by sample C, both for parallel to the 
grain (PLL) configuration. From Table 2 it can be seen that the values of the thermal inertia for 
sample A are almost 50% less than the highest value. The difference in the values obtained for 
sample B and C is up to 16%. 
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For temperatures above 30 °C test were conducted in a furnace and the thermal conductivity was 
measured. Sample type A, B and C were tested for two surfaces PP1 and PLL. Figure 4 shows the 
thermal conductivity results at elevated temperatures. For all three cases, the thermal conductivity 
shows higher results than those measured at ambient temperature. As for ambient temperatures, the 
values of sample B and C are higher than the ones obtained for Sample A. For the tests conducted 
perpendicular to the grain (PP1), the thermal conductivity shows a steady tendency up to around 
225 °C, however, starts to decrease after the samples were heated beyond 225 °C. Samples A and B 
show a clear rise in the values for the tests performed parallel to the grain (PLL) in comparison to 
the ones perpendicular to the grain (PP1), and show higher values than the results obtained for 
sample C. The reduction of the thermal conductivity after 225 °C can be due to the fact that, at these 
temperatures, the degradation reactions trigger mass loss and charring processes which create gaps 
of air within the sample, resulting in a porous media and therefore lower values of thermal inertia.  

For the test run perpendicular to the grain (PP1), the results from 30 to 225 °C were averaged to 
obtain a bulk value for this range of temperatures. The thermal conductivity for samples A, B and C 
were 0.26±0.01, 0.34±0.01 and 0.36±0.01 W/(m·K) respectively. Measurements of thermal 
conductivity parallel to the grain yielded the highest value of 0.38 W/mK for sample A at 84 °C, 
0.47 W/(m·K) for sample B at 120 °C , and 0.43 W/(m·K) for sample C at 220 °C.  

  

 
Fig. 4. Thermal conductivity at elevated temperatures (a) Sample A, (b) Sample B, (c) Sample C.  

Shah et al. [21] tested samples of engineered bamboo at ambient temperatures and obtained a 
thermal conductivity of 0.2±0.07 W/(m·K) for laminated bamboo (Moso). Compared to engineered 
timber, which has a thermal conductivity of 0.14 W/(m·K) [20], laminated bamboo has a higher 
value. To the knowledge of the authors, there was no information available to compare for this 
parameter at elevated temperatures. 

Flame spread 

Tests were carried out in the LIFT to study the flame spread behaviour of laminated bamboo. Three 
test were conducted for sample type B and sample type C, all exposed to the PP1 side. As shown in 
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Fig. 5a, the preheating caused degradation and charring of the surface of the sample for 
approximately 250 mm from the leading edge, therefore the readings of the flame spread started 
around the 250 mm mark. Figures 5b and 5c show the evolution of the travelling flame, and Fig. 5d 
show extinction of the flame at around 400-415 mm. 

The nomenclature in the following figures indicates the sample type by S.B or S.C (sample type B 
or C) and the test number by T1, T2, and T3.  

 
Fig. 5. Flame spread test (a) before ignition, (b) flame travelling, (c) before extinction, (d) at extinction.  

 
Fig. 6. Flame spread test distance travelled in time. 

From Fig. 3 we can derive that the critical heat flux for flame spread was around 5 kW/m2. Figure 7 
shows the velocity of the spread in time. Sample type B depicts a decreasing tendency with a 
polynomial fit. For Sample C, shown in Fig. 7b, the velocities show that they tend to decrease, 
slightly increase and decrease again. All samples have a similar behaviour between them but from 
60 – 90 s the spread velocities of S.C_T3, increase abruptly. This could be explained because during 
this part of the test, it was seen an incoming flow current, possible by an open door in the lab, and 
seemed to have been changing the flow creating a faster and more turbulent flame. During the tests, 
it was possible to notice the role that the cracks and the char layer had on the spread, stopping the 
movement forward until the flame was able to advance. Because of this condition, no steady spread 
was observed. 

For each sample, the flame spread parameter was calculated with the values of thermal inertia by 
multiplying the density, specific heat and the thermal conductivity. Two values of the thermal 
inertia were obtained with the results of the thermal conductivity found in the previous section for 
side PP1, at ambient (20 °C ) and at elevated temperatures (averaging results obtained for 30 to 
225 °C).  
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Table 3 shows the results of the flame spread parameter associated to each thermal conductivity. 
The value used for total heat transfer was 37 W/m2K following the regression proposed by Hidalgo 
[22]. The average value of the flame spread parameter (ϕ) for sample type B was found to be 5.41 ± 
5.45 kW2/m3, and 9.83±9.89 kW2/m3 for ambient and elevated temperatures, respectively. The 
average value of the flame spread parameter for sample type C was found to be 7.68±0.30 kW2/m3 

and 13.57±0.53 kW2/m3 for the thermal conductivity at ambient and at the higher temperatures, 
respectively. 

   
Fig. 7. Flame spread test spread velocity in time (a) sample type B (b) sample type C. 

A linear regression representing Eq. (5) was used to obtain the flame spread parameter for each 
sample (Fig. 8).  

  
Fig. 8 Correlating plot for flame spread parameter (a) sample type B (b) sample type C. 

It can be observed the high variability for sample type B, however eliminating sample S.B_T2 from 
the average the results obtained are 2.31±1.27 kW2/m3, and 4.196±2.21 kW2/m3 for the thermal 
inertia calculated with the thermal conductivity at ambient and at higher temperatures, respectively. 
More experiments need to be carried out to be able to validate these data. 

Table 3. Flame spread parameter results of laminated bamboo “Moso” tested 

Sample ϕ with kAmbient, kW2/m3 ϕ with kElevated Temp, kW2/m3 

S.B_T1 3.17 5.76 

S.B_T2 11.62 21.10 

S.B_T3 1.45 2.63 

S.C_T1 7.94 14.04 

S.C_T2 7.35 13.00 

S.C_T3 7.74 13.68 
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To the best knowledge of the authors, there is no available flame spread parameter data to compare 
with laminated bamboo on this subject. For charring materials, there is also limited data to compare 
for flame spread. According to Di Blasi [23], these types of fuels create a complex problem because 
of the strong interaction between the chemical processes. Atreya [24] mentioned that many of the 
experiments that have been made on wood are not very reproducible, due to the characteristics of 
wood, such as evaporation of moisture, grain direction, degradation of wood, among others. 

The flame spread parameter was found for various materials by Merryweather et al. [25]. Some of 
the charring materials tested in this group were plywood, medium density fibreboard. Results 
yielded a flame spread parameter of 28.0 kW2/m3, and 17.1 kW2/m3, respectively. Both of these 
results show higher values to the ones obtained for laminated bamboo. However, the authors want to 
clarify that this is a work in progress and any comparison made to this point is to give some initial 
perspective on how this material stands. Nevertheless, further analysis needs to be done to 
completely understand the flame spread behaviour on laminated bamboo.  

SUMMARY AND CONCLUSIONS 

Tests have been undertaken to determine the risk of flame spread in laminated bamboo samples. For 
these tests, an experimental calculation of the thermal inertia was provided with the actual test 
measurement of the thermal conductivity.  

Two different sensors were used to measure the thermal conductivity: a Kapton sensor used at 
ambient temperature and a Mica sensor used at elevated temperatures. Thermal conductivities 
provided by both sensors around ambient temperature were slightly different. Further tests will be 
performed to determine if the type of sensor affected the measurement at ambient temperature.  

The thermal conductivity was tested at ambient temperatures (20-25 °C) as well as for higher 
temperatures (30-350 °C). The samples were tested perpendicular to the grain (PP1 and PP2) as well 
as parallel to the grain (PPL).  

The sample type with the lower density (Sample A) had the lower thermal conductivity for ambient 
temperatures yielding a value of 0.2094 ± 0.0057 W/mK. The results for Sample B and C were 
similar among them for the configuration perpendicular to the grain; however, the samples tested 
parallel to the grain depicted a slightly higher thermal conductivity. 

The tests carried out at elevated temperatures and done perpendicular to the grain (PP1) showed to 
have a higher value than those at ambient. The results also show that the thermal conductivity 
displays a steady tendency up to around 225°C. Nevertheless, it starts to decrease after the samples 
were heated beyond 225 °C. 

Experiments were carried out to find the behaviour of the spread of the flame. Samples B and C 
were tested perpendicular to the grain (PP1). During the preheating time, the first 250 mm of the 
sample degraded and charred. Once ignition started, the flame travelled around 200 mm and then 
quenched, at the distance where the radiative incident heat flux was around 5 kW/m2.  

It was observed that the maximum travelled distance recorded was around 450mm, after this 
extinction always occurred which resulted in a critical heat flux for flame spread of around  
5kW/m2.  

The average value of the flame spread parameter for sample type C was found to be 7.68 ± 0.30 
kW2/m3 and 13.57 ± 0.53 kW2/m3 associated with the thermal conductivity at ambient and at the 
higher temperatures.  

The flame spread parameter results for sample B showed that test S.B_T2 was out of the trend 
observed for the other two tests. However eliminating sample S.B_T2 from the average the results 
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obtained are 2.31 ± 1.27 kW2/m3, and 4.196± 2.21 kW2/m3 for the thermal conductivity at ambient 
and higher temperatures, respectively.  

It can be observed the high variability for sample type B, so more experiments need to be carried 
out to be able to validate these data, and further analysis needs to be considered to completely 
understand this condition. 
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ABSTRACT 

The effect of flame retardants DOPO and TPP on combustion of PMMA and on its thermal 
decomposition has been investigated. It was suggested that the presence of an oxidizer in the pyrolysis 
zone affects the flame propagation rate in the case of PMMA-TPP and has no effect in the case of 
PMMA-DOPO. With the addition of TPP and DOPO a reduction of the total heat flux from the flame to 
the surface was detected. Before the flame front, diffusion of the oxidant takes place in the longitudinal 
direction to the flame zone. local increase of the heat flux near the flame front in the case of PMMA-TPP 
was found, as opposed to in PMMA without additives. From the data of the species concentrations in the 
flame zone of a PMMA-TPP slab, the presence of oxygen at the flame front (up to 10%) was detected. 
PMMA-TPP decomposes more rapidly than PMMA and PMMA-DOPO in the oxidizing medium. Farther 
from the flame front, where there is no oxygen, addition of TPP does not affect the decomposition rate of 
PMMA in an inert medium. The DOPO additive, in turn, affects the kinetics of thermal decomposition 
and reduces the heat flux from the flame. An oxidant does not affect PMMA-DOPO decomposition. 
Thus, it was concluded that the presence of oxygen near the pyrolysis surface affects the flame 
propagation velocity in the case of PMMA-TPP and has no effect in the case of PMMA-DOPO. 

KEYWORDS: Flame retardants, PMMA, TPP, DOPO, flame spread, pyrolysis. 

INTRODUCTION 

Reducing the combustibility of polymers is a vital problem, as they are used in various areas of the 
human activity. One of the ways to reduce the flammability of polymers is to ad flame retardants to 
their composition. Flame retardants can reduce the flammability of polymeric materials by 
increasing the ignition delay time, reducing the rate of burning, and reducing flame spread velocity. 
The problem of determining the location of the flame retardant’ action - the condensed phase or the 
gas phase, is one of the key issues regarding the mechanism of flame retardancy. A flame retardant 
may affect the thermal decomposition of a polymer, as well inhibit the oxidation of volatile gaseous 
products [1]. Phosphorus-containing flame retardants may reduce flammability of a polymer both by 
forming a carbonaceous frame (char) in the condensed phase and by inhibiting gas-phase reactions. 
There are three mechanisms by which the formation of char reduces the combustibility of solid fuel: 

1. Part of the carbon (and hydrogen) remains in the condensed phase, thus reducing the yield 
of gaseous products upon decomposition; 
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2. The char layer of low thermal conductivity serves as a thermal insulator for the polymer, 
and 

3. The dense char acts as a physical barrier for the yield of gaseous fuel degradation products 
[2]. 

In the literature, there are practically no studies of flame propagation over polymers with additives 
of flame retardants, including investigation of the thermal and chemical structure of their flame. In 
this paper, non-charring cast PMMA was chosen as the object of the study. Its mechanism of 
thermal decomposition and combustion was widely studied [3-7]. Cast PMMA is widely used as a 
polymeric material. The purpose of this work was to explore the mechanism of action of flame 
retardants DOPO and TPP on reducing the flammability of cast PMMA on the basis of 
comprehensive physical and chemical studies, primarily the studies of flame propagation along the 
PMMA surface with additives of TPP and DOPO, including investigation of its flame structure and 
thermal decomposition. 

EXPERIMENTAL  

Cast PMMA slabs with a width of 100 mm wide, 5 mm thick and 200 mm long were investigated. 
The samples were prepared as follows. The cast PMMA was prepared by polymerization of MMA 
monomer at 60 oC for 30 min in the presence of Dibenzoyl Peroxide. The prepolymer was heated at 
90 oC for 3 h in the oven to get the cast PMMA. Then, the cast PMMA was crushed, and dried at 
100 oC overnight to remove the unreacted monomers. The cast PMMA pellets were then hot pressed 
at 190 oC under 10 MPa for 3 min. To obtain PMMA+10%TPP the following technique was 
provided. The pellets of cast PMMA were crushed and mixed with TPP flame retardant. Then the 
mixture was heated and extruded into special molds in the extruder and hot pressed at a pressure of 
100 bar. The cast PMMA-DOPO was prepared by polymerization of MMA monomer with 10 wt% 
DOPO. DOPO was dissolved with MMA at room temperature under stirring, and then heated to 60 
oC for 30 min in the presence of Dibenzoyl Peroxide (1.5 g). The prepolymer was heated at 90 oC 
for 3 h in the oven to get the cast PMMA-DOPO. Then, the cast PMMA-DOPO was crushed, and 
dried at 100 oC overnight to remove the unreacted monomers. The cast PMMA-DOPO pellets were 
then hot pressed at 190 oC under 10 MPa for 3 min. The slabs were inserted into a metal frame, 
which served to prevent flame spread along the slab sides. The samples were placed on a thermally 
insulating board with thermal conductivity of 0.15 W/(m.K) and specific heat of 950 J/(kg.m.K). The 
board with the specimen was mounted on an electronic balance. To determine the flame spread rate, 
horizontal lines were drawn on the upper surface of the sample every 10 mm. On the upper surface 
of the slabs, at a distance of 1 cm from the edge, an incombustible heat insulating plate was installed 
to protect the sample from the flame. After ignition with a propane-butane burner, the plate was 
removed. To measure the flame temperature, a thermocouple was used, which was made from Pt 
and Pt + 10% Rh wires with a diameter of 50 μm. The diameter of the junction was 70±10 μm, and 
the thermocouple shoulders were 5.5 mm long. The thermocouple was covered with a layer of SiO2 
to prevent catalytic reactions on the surface. It was installed on a three-dimensional positioning 
system with three stepping motors, allowing the thermocouple to be moved in three coordinates. In 
the paper, the coordinate along the sample width was fixed at the position of the middle of the 
samples. The thermocouple and the electronic weights were recorded using an E14-140-M ADC. 
The correction of the thermocouple measurements due to radiation was calculated by using the 
formula proposed in [8]. Temperature measurements were carried out by continuous scanning, 
moving the thermocouple from top to bottom to the surface of the burning plate. The temperature 
profiles were recorded every 5, 2, 1 mm for PMMA, PMMA-DOPO and PMMA-TPP 
correspondingly during the flame propagation over the surface. The pre-installed program was used 
to fix the position of the flame front with respect to the thermocouple along X axis (Fig. 1) during 
scanning. Obtained temperature profiles were used to determine the temperature gradients in the gas 
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phase near the surface of the slab. Based on the obtained gradients, the conductive heat flux from 
the flame to the surface was calculated. A quartz microprobe, connected with a quadrupole mass-
spectrometer, was used for sampling the flame online, allowing species to be identified in the flame 
and their concentration profiles. Thus, the chemical structure of the flame was determined. The 
mole fractions of methyl methacrylate (MMA), TPP, DOPO, O2, N2, CO, CO2, H2O in the flame for 
the test samples were determined. The microprobe and the thermocouple were moved with the 
speed of 2 mm/s along the height (Y axis). To fix the position of the flame front during the species 
sampling procedure a movable platform was used. It moved the sample during the combustion with 
the same velocity as the flame spreading velocity but in opposed direction. All the measurements 
have been conducted after a stationary flame to be established. The schematic of the setup used is 
shown in Fig 1. 

 

Fig. 1. The experimental apparatus for studying horizontal flame spread over solid fuel and for measuring of 
temperature and species concentration profiles. 

RESULTS AND DISCUSSION 

Table 1 presents the burning characteristics of cast PMMA slabs without addition of flame 
retardants and with 10% TPP and 10% DOPO additives. 

The velocity of flame propagation along the cast PMMA surface, measured in this study was found 
to be close to that obtained for cast PMMA in other works [9-10]. We have also investigated the 
cast PMMA-DOPO*, prepared as follows. The cast PMMA-DOPO* was prepared by 
polymerization of MMA monomer with 10 wt% DOPO. DOPO was dissolved with MMA at room 
temperature under stirring, and then heated to 60 oC for 30 min in the presence of Dibenzoyl 
Peroxide (1.5 g). Afterwards, the mixture was cooled down to room temperature in the water 
bathing and then poured into a glass mould. The mould was put in the oven and then heated to 60 oC 
for 12 hours and 90 oC for another 2 hours. Then the PMMA samples were taken out from the glass 
mould. After this plate 5 mm thick were cut them into plates 200х100 mm. Comparison of the 
combustion characteristics of the cast PMMA-DOPO* and the cast PMMA-DOPO ( the flame 
spread rate, the width of the pyrolysis zone, etc.) has demonstrated their identity. 
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Table 1. Combustion characteristics for slabs with various additives 

 
La, 
cm 

vm
b, 

g/s 
vc, 

mm/s 
hd, 
cm 

Hp
e, 

J/g 
Qf, 

MJ/m2 
Pg, 
W 

Tmax, in
h, 

oC 

Tmax, ox
i, 

oC 
Tsurf 

j, 
 oC 

cast PMMA 10 0.078 0.12 20 1040 100 54 372 277 410 

cast PMMA 
+10% TPP 

4 0.054 0.075 9 802 82 31 372 305 430 

cast PMMA 
+10% DOPO 

1 0.021 0.033 3 897 75 13 382 369 430 

a L – length of the pyrolisis zone; b vm – mass loss rate; c v – flame spread rate; d h – the flame height; e Hp – heat 
of pyrolysis; f Q – total heat release determined in cone calorimeter tests; g P – the total conductive heat flux 
from the flame to the polymer burning surface; h Tmax, in – the temperature of the DTG curve maximum pyrolisis 
rate in inert medium (Fig. 8); i Tmax, ox – the temperature of the DTG curve maximum pyrolisis rate in oxidative 
medium (Fig. 8); j Tsurf – the burning surface temperature. 

Addition of flame retardants led to a decrease in the flame propagation rate, the mass burning rate of 
the samples, the length of the pyrolisis zone, and the flame height. It can be seen from Table 1 that 
for the same percentage of the additive, the flame retardant DOPO has a greater retardancy effect 
than TPP. It follows from Fig. 2 that for samples with and without additives a steady state is reached 
almost simultaneously - after about 800 seconds of combustion. 

 
Fig. 2. The dependence of mass burning rate on time for cast PMMA and cast PMMA  

with TPP and DOPO additives. 

Figure 3 shows the temperature profiles for PMMA, PMMA-TPP and PMMA-DOPO samples as a 
function of the distance from the flame front (the flame front is taken to be 0). Negative X values 
refer to the non-flame zone, and positive values refer to the flame zone. It can be noted that only in 
the case of PMMA + 10% TPP, high temperature is observed ahead of the flame front, which leads 
to a large heat flux (Fig. 4). 

The total conductive heat flux from the flame, marked as Р in Table 1, has been obtained by 
integrating the conductive heat flux over the combustion zone. With the addition of fire retardants, 
P decreases, and in the case of DOPO, the decrease is more noticeable than in the case of TPP. 
However, it can be seen from the Fig. 4 that at the flame front the conductive heat flux on the 
burning surface from the flame of PMMA-TPP is higher than that of PMMA and much higher than 
that of PMMA-DOPO. The heat flux for PMMA-TPP decreases to 10 kW/m2 at a distance of 5 mm 
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from the flame front, whereas for PMMA it remains at the level of 10 kW/m2 almost to the end of 
the pyrolysis zone. In the case of PMMA-DOPO, the heat flux decreases to zero at a distance of 13 
mm from the flame front. Figure 5 shows mole fractions of oxygen in the flame front during 
combustion of PMMA, PMMA + 10% TPP and PMMA + 10% DOPO. 

 

Fig. 3. Vertical temperature profiles of cast PMMA, cast PMMA + 10% TPP and cast PMMA + 10% DOPO at 
different distances from the flame front. The initial surface level is taken to be 0 along Y axis. 
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Fig. 4. Conductive heat fluxes for PMMA, PMMA-TPP and PMMA-DOPO. 

 

 

Fig. 5. Vertical profiles of mole fractions of oxygen at the flame front (a) for PMMA, (b) PMMA-DOPO and 
(c) for PMMA-TPP. 

Figures 7 and 8 present thermogravimetric (TG) data for PMMA, PMMA-TPP and PMMA-DOPO 
samples in inert and oxidizing environment. The influence of the medium can be seen from the 
graphs: in the N2 atmosphere, the maximum thermal decomposition rate of PMMA and PMMATPP 
coincide, and in air, PMMA decomposes more rapidly. In the oxidizing environment, the 
decomposition of PMMA takes place in two stages, whereas in the inert one there are only one. In 
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the case of PMMA with additives in the oxidizing environment, the decomposition also becomes 
more complicated - there are several (2 or 3) stages of thermal decomposition. The temperatures at 
which the pyrolisis rate reaches its maximum are presented in Table 1. 

Addition of DOPO reduces the pyrolysis rate of PMMA in an inert medium, whereas the TPP 
additive does not have this effect. In the presence of oxygen, the pyrolysis rate increases 
significantly for PMMA and PMMA-TPP, while for PMMA-DOPO it is insignificant. In the case of 
PMMA-TPP, greater heat flux near the flame front is observed than in the case of PMMA. This can 
be explained by the fact that there is a greater amount of oxygen near the surface in the flame front 
of PMMA-TPP than in the front of the PMMA flame. At the same time, in the oxidizing 
environment, according to the thermal analysis data, the degradation rate of PMMA-TPP (the 
maximum pyrolysis rate is 305 °C) is greater than for PMMA in an inert medium (maximum 
pyrolysis rate is 372 °C). 

 
Fig. 6. Differential mass spectrometric thermal analysis (DMSTA) data for PMMA-TPP slab. TPP and MMA 

peaks were recorded. The heating rate – 150 K/s. 

 
(a)    (b) 

Fig. 7. TG curves for PMMA, PMMA-TPP and PMMA-DOPO. (a) inert media; (b) oxidizing meda. 

We estimated flame propagation rate over the cast PMMA, PMMA-TPP, and PMMA-DOPO slabs 
using the heat transfer equation [12], 
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0

[ ( )]
l

p p s oqdx v h H C T T= ρ + −∫ , (1) 

where q  is the total conductive heat flux to the surface (W/m2), v  is the flame spread rate (m/sec), 

ρ  is the density of the solid (kg/m3), 0 bh h h= −  is the burned sample thickness (m), 
0h  is the initial 

thickness and 
bh  is the thickness after burnout, l  is the pyrolysis length along the burning surface 

(m), pH  is the heat of pyrolysis (J/kg), pC  is the heat capacity (J/(kg·K)), sT  is .he averaged surface 

temperature (K) and 0T  is the ambient temperature (K). Measurements of the surface temperature 
showed that it did not change with addition of the flame retardants within the error of the 
experiment, being equal to about 400 °C. Equation (1) includes radiant, conductive, and convective 
heat fluxes to the surface of the polymer, as well as a heat flux carried away by radiation from the 
surface. Since in this paper only conductive heat fluxes to the surface were measured, the estimation 
of the combustion rate was based on these quantities. According to the calculation, the flame 
propagation rate decreased by 2.7 times with addition of DOPO and by 1.7 times with addition of 
TPP, whereas according to the experimental data these values were 3.6 and 1.6 times, respectively. 

 
(a)    (b) 

Fig. 8. DTG curves for PMMA, PMMA-TPP and PMMA-DOPO. (a) inert media; (b) oxidizing media. 

CONCLUSIONS 

A comprehensive experimental study of the effect of flame retardants DOPO and TPP on the 
flammability of cast PMMA slabs was carried out. It was found that addition of flame retardants 
leads to a decrease in the heat flux from the flame to the fuel, the width of the pyrolysis zone, the 
mass burning rate, the flame propagation velocity, the flame height, and the total heat release. It was 
found that in the flame front, the heat flux for samples with TPP additive is higher than for samples 
without additives and samples with DOPO. Due to the presence of oxygen near the flame front, it 
affects the rate of polymer degradation and thus the heat flux from the flame to the surface in the 
flame front. Moreover, for PMMA-TPP this effect is greater than for PMMA and much greater than 
for PMMA-DOPO Far from the flame front, oxygen is absent, and addition of DOPO leads to 
decrease of the degradation rate of PMMA, whereas addition of TPP does not affect the 
decomposition rate of the polymer, according to TG data obtained in inert medium. This explains 
the dependence of the heat fluxes on the distance to the flame front for the investigated samples. 
Thus, it was found that TPP and DOPO affect the flammability of cast PMMA both in the gas and 
condensed phases. 
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ABSTRACT 

Thermal structure of flame front during downward flame spread was experimentally measured with the 
help of the coordinate transformation method for XPS foam with a thickness of 1.6 cm. Temperature and 
temperature gradient in the condensed phase, the shape of the molten liquid of XPS fuel, and heat flux 
through the solid, were obtained. The results show that temperature and temperature gradient gradually 
decrease from the surface to the inner XPS foam. The temperature distribution also illustrates the shape of 
the interface between melting liquid and solid. It shows that the interface between the solid and the liquid 
is flatter in the initial stage than that in the later stage, and the slopes of the solid-liquid interface are in 
the range about 30-50 degrees. The results also show that the melting layer is thinnest near the flame front 
and it is thicker for the location farther away from the flame front in the burning area. The molten liquid 
adheres to the back wall with the downward burning of the XPS sample, which increases the area of the 
burning surface at the top of the melting layer, and consequently, increases the flame height. In addition, 
the vertical heat conduction from the melting layer to the unburned zone is calculated by the integration 
of heat flux along the solid-liquid interface, and the result shows that the average heat flux through solid 
here is about 580 W/m2. 

KEYWORDS: XPS foam, downward flame spread, melting layer, thermal structure. 

NOMENCLATURE 

C  The curve of solid-liquid interface  

sk  heat conduction coefficient (W/(m·K)) 

sq′′  heat conduction through solid phase(W/m2) 

mT  melting temperature (K) 

0T  initial temperature (K) 

t  time (s) 
w  width of the XPS sample (m) 
x  x axis of static coordinate system 
x'  x axis of moving coordinate system 

cx  x position of thermocouple tip on static 

coordinate system 

fx  x position of flame front on static 

coordinate system 

y  y axis of static coordinate system 

y'  y axis of moving coordinate system 

cy  y position of thermocouple tip on static 

coordinate system 

cy ′  y position of thermocouple tip on moving 

coordinate system 

Greek 

δ  thickness of XPS sample (m) 

Subscripts 

0  ambient 
c  thermocouple  

f  fire 

m   melting 
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INTRODUCTION 

Extruded polystyrene (XPS) foams have been widely used as thermal insulation layers in the 
building wall and roof, refrigeration house and duct of air condition. The fire hazard of XPS foams 
is a big threat for not only the residents in the buildings but also the firefighters. The Beijing TVCC 
fire in 2009 is considered as one of the terrible fire accidents with the fastest spread velocity, which 
is induced by the XPS burning [1]. There are shrinkage, melting, dripping and flowing behaviors 
during the burning and flame spread of XPS foams. As a typical thermoplastic foam, its burning 
behavior and flame spread controlling mechanism of vertical or horizontal XPS sheet is obviously 
different with those traditional solid fuels, such as wood, paper and even PMMA [2-5]. As 
suggested in previous works, the downward burning of XPS foam is not a conceptually surface 
flame spread but a downward moving pool fire [1, 6]. 

The heat transfer, mass transfer and chemical reaction mechanisms in the local region of the flame 
front play a key role in the flame spread modeling of solid materials. Most of previous experimental 
works for the controlling mechanism of flame spread of various solid materials mainly focused on 
the heating of the unburnt surface by flame front, as well as the thermal and flow parameters 
measurement in the adjacent gas region [7-11]. Recently, Rakesh Ranga and Vasudevan Raghavan 
investigate the structure and spread rate of flames over PMMA slabs and analyzed flame structure 
and the temperature field in the gas phase with a 3D-scanning device [12]. For the detailed heat and 
mass transfer inside the solid materials, especially in the local region of flame front, rare 
experimental data are available because of the inner measuring difficulty for opaque thick solids and 
moving behavior of the flame front. However, it is not difficult to inserting thermocouples into the 
porous polymers. They are good sensors for measuring the temperatures in the burning XPS foam 
sample. On the other hand, more thermocouples in the XPS foam would be certainly helpful to 
measure more detailed inner temperatures but also make more disturbance to the sample burning 
behaviors at the same time. In this work, a method was developed to measure the inner temperatures 
near the flame front with only a few thermocouples. The detailed temperature field in the condensed 
phase and the heat transfer mechanism were analyzed for the flame front of XPS foam downward 
burning based on this method. 

EXPERIMENT AND RESULTS 

Method for inner thermal structure measurement  

The main idea for continuous temperature measurement is based on the relative motion principle. 
The principle of the method is that the downward movement of the flame relative to the 
thermocouples can be transformed as the upward movement of the thermocouples relative to the 
flame. Figure 1 gives the sectional side view for the downward flame spread of XPS foam and two 
coordinate systems, namely, a static one and a moving one. The origin of the static coordinate 
system is on the top of XPS foam. The other coordinate system is moving together with the flame 
front with its origin always on the moving flame front position, which is continuously monitored by 
a camera. Thermocouples are inserted into the XPS foam. As shown in Fig. 1(a), in the static 

coordinate system ( ),  x y , the flame front will pass the thermocouple as the downward burning of 

XPS foam continues. However, in the moving coordinate system ( ),  x' y' , the downward burning is 

transferred as another behavior as shown in Fig. 1(b). That is, the flame is considered as static, the 
thermocouple scans to the flame region from the preheat zone and monitors the time-dependent 
temperature. In this case, the measured time-dependent temperatures by a fixed thermocouple are 
transformed as space-dependent temperatures in the flame front region by coordinate system 
transformation with the help of the camera. Therefore, the temperature along the flame spreading 
direction near the flame front can be measured. This is the main idea for the inner temperature 
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measurement in this work. In this way, a vertical temperature distribution of the flame front region 
can be measured by one thermocouple. As shown in Fig. 1(a), for a thermocouple in XPS foam, 

whose location is ( ),c i c ix y− −  in the static coordinate system, the measured temperatures can be 

described as 

( ) ( ),c i c iT x y T t− − = , (1) 

where T  is the measured temperature by the thermocouple, K , and t  is a moment during the XPS 
foam downward burning, s .  

At the moment t, as shown in Fig. 1(a), the location of flame front in the static coordinate system 
can be addressed as ( )( ,0)f tx , which is the origin of the moving coordinate and can be continuously 

measured by a camera. Therefore, the temperatures along the locations with y yc i= −  in the flame 

front region can be achieved. 

( ) ( )
,,

c i c ic i x yT' x' y' T t
− −− = , ( )c i f tx' x x−= − , c i c iy' y− −= , (2) 

where T'  is the transformed temperature at location ( , )c ix' y' −  in moving coordinate system, K .

, ( )
c i c ix yT t
− −

 is the measured temperature by the thermocouple at location ( , )c i c ix y− −  at the moment t. 

( )f tx  is the x-coordinate of flame front at the moment t . The constant c ix −  and c iy −  are the x-

coordinate and y-coordinate of the thermocouple in the static coordinate system. 

 
(a)                                                                                   (b) 

Fig. 1. Schematic of time-space transforming principle in different coordinate system. (a) Downward moving 
of flame front in a static coordinate system; (b) Upward scanning of thermocouple in moving coordinate 

system. 

Equation (2) shows the method for measuring the vertical temperatures along the flame front 
through just one thermocouple in the XPS foam by continuously recording the time-dependent 
temperature. It is suggested that the camera for monitoring the flame front plays a key role in the 



Part 5. Fire Dynamics 

779 

“time-space” coordinate transformation. Here several thermocouples at different y-coordinates in 
the XPS foam are used to measure the temperatures at varied distances to the vertical XPS foam 
surface. It should be noted that the method developed here is based on the hypothesis of the stable 
thermal structure of flame spread. As the downward burning of XPS foam is a downward moving 
pool fire, the temperature distribution in the flame zone varies greatly with time because of the 
turbulence burning and flame pulsation of the pool fire. Therefore, the temperature there cannot be 
accurate measured in this way. However, during a short downward flame spread stage, the 
temperature distribution in the preheated solid and the melting region, as shown in the blue frame in 
Fig. 1, can be reasonably considered to be stable. Therefore, the temperatures in the XPS foam with 
condensed phases are the mainly measured here. More details about this method will be shown in 
the following experimental design and results. 

EXPERIMENT 

Figure 2 gives the schematic of the experimental setup for the inner temperature measurement 
during the downward burning of XPS foam. The XPS foam, which is 80cm long and 20cm wide,  is 
vertically adhered to gypsum boards on its back and two sides. The gypsum board is a kind of good 
thermal insulation material, so the heat loss from the XPS sample to the steel frame is not 
considered in the heat transfer calculation here. 

 
(a)                                                                                   (b) 

Fig. 2. (a) Schematic of the experimental setup for downward burning of XPS foam with thickness of 1.6 cm; 
(b) The detailed locations for the six groups of thermocouples. 

As shown in Fig. 2(a), 24 thermocouples are located in the central section of the XPS foam. They 
are divided into six groups for measuring the temperature distribution ahead of the flame front at six 
stages, respectively. They are Group A, B, C, D, E and F. Fig. 2(b) gives more details about the 
thermocouples locations in the top two groups, namely, Group A and Group B. As shown in Group 
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A, four thermocouples were inserted into the XPS foam from the backside with different depths. 
The distances of the four thermocouple tips with the front surface of XPS foam are respectively 1, 6, 
1.1, and 1.5 mm. On the other hand, the vertical distance between the adjacent two thermocouples is 
6 mm. The K-type thermocouples with the diameter of 1 mm were used in our research. It is well 
known that there are less thermal inertia and physical disturbance for thermocouples with a smaller 
diameter. However, due to the insufficient hardness of the smaller diameter thermocouples, it is not 
easy to fix the positions of thermocouples when the thermocouples are inserted into the XPS sheets. 
On the other hand, since the research region of this study is mainly concentrated on the condensed 
phase with slowly changing temperature, the disturbance of thermocouples to the thermal behavior 
of fuel is not that much here. According to the tilted shape of the melted layer which will be shown 
in the section of result and discussion, the inserting depth of the thermocouples at lower positions in 
Group A is larger. In this way, the interference of the thermocouples on the downward burning of 
XPS foam is reduced. As shown in Fig. 2(b), the distance between the first thermocouple in Group 
A and the top of the XPS foam sample is 10 cm. The distance between the two groups of 
thermocouples is also 10 cm. In this work, experiments were done for XPS foam with thicknesses of 
1.6 cm. As shown in Fig. 2(b), the inserting depths of the four thermocouples in each group are 0.1, 
0.6, 1.1, and 1.5cm, respectively. Namely, the thermocouples tips are set at 4 positions of y = 1.5, 
0.9, 0.5, 0.1 cm, where y is the distance from the front surface of the XPS sheet. 

As addressed above, a HD camera in front of the XPS foam is used to monitor the downward 
burning behavior, especially the location of the flame front at the vertical center line. Table 1 gives 
the physical properties of the XPS foam, which is the typical product commercially available in 
China. The downward flame spread of XPS foam is ignited with a line of ignition flame on the top.  

Table 1. Physical properties of XPS foam 

Density of solid foam, 

kg/m3 

Conductivity, 

W/(m·K) 

Specific heat, 

J/(kg·K) 

Melting temperature, 

K 

Evaporation temperature, 

K 

29.03 0.028 1500 394 503 

RESULTS AND DISCUSSIONS 

Several runs were carried out for the downward flame spread of XPS foam for repeatability. Here, 
the main focus will be the temperature processed by coordinate transformation. As discussed in the 
previous section, the temperature in the flame zone is just the trend of temperature. In this research, 
the research region is mainly the condensed phase. During a short downward flame spread distance 
from the beginning preheated solid to the end of the melting region, the temperature in the 
condensed phase is approximately considered to be relatively stable. As shown in Fig. 2, the 6 
thermocouple groups were arranged along the flame spread direction to obtain the temperature 
distribution at 6 different flame spread stages. 

Figure 3 shows a serial of photos of flame near the 6 thermocouple groups in the plane 
perpendicular to the XPS sample. The thermocouple groups are just under the leading edge of the 
central flame. The flame leading edge is approximately one-dimensional throughout the experiment, 
and variation is probably due to surface irregularities and other random factors. It shows that the 
flame height increase with the downward burning from group A to F, which will be discussed later. 
Additionally, since the thermocouples were inserted along the vertical symmetrical centerline of the 
XPS sample, the video camera was used to monitor only the leading edge position of the central 
flame for the coordinate transformation. 
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The thermocouples may have some interferences with the heat transfer and the shape of the melting 
layer. To estimate the disturbances introduced by thermocouples, Fig. 4 gives leading edge position 
and flame spread rate of the central flame. The positions of the 6 thermocouple groups are also 
marked on the curve of the leading edge position of the central flame, and the positions of the 6 
thermocouple groups are 10, 20, 30, 40, 50, 60 cm, respectively. The flame spread rate over XPS 
sample is found to be about 0.18cm/s. Although the instantaneous spread rate fluctuates slightly, the 
averaged spread rate remains relatively steady near the positions with thermocouples or without 
thermocouples. Therefore, the disturbances introduced by the thermocouples are reasonably not 
considered in this study. 

 

Fig. 3. Photos of flame near the thermocouple groups. 

 
Fig. 4. Downward flame spread Distance and the flame spread rate of the central flame of  XPS sample. 

Figure 5(a) gives a typical result of the temperature profile measured by the thermocouples of 
Group D. Note that the x coordinate is not the time, but the difference of vertical position of the 
thermocouple and the flame front point (see Eq.(2)). The x = 0 represents the flame front location 
based on the video measurement, x > 0 defines the preheated zone, and the burning zone is located 
at x < 0. It is seen that the temperature increases quickly when the thermocouple cross the flame 
zone. The result shows that the temperature of the condensed phase decreases from the surface to 
the inner solid. Moreover, near x = 0, the temperature near the surface starts to rise before the flame 
front, while the temperature near the backside of solid rises after the flame front. This indicates that 
the preheat front in the solid phase is tilted outwards. Fig. 5(b) gives the vertical temperature 
gradient derived by the temperature difference of adjacent nodes in the x-axis direction in Fig. 5(a). 
It shows that the temperature gradient decrease from the surface to the interior of the XPS fuel, 
which means that the downward heat transfer in the condensed phase is concentrated in the area 
close to the solid surface. It can be explained as the effect of the air entrainment of flame and the 
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difference in oxygen distribution. That is, oxygen in the entrainment air firstly contacts the outer 
surface of the flame and reacts with the combustible gas generated by the pyrolysis. From the 
incoming surface to the inner dense material, the oxygen gradually depletes as the oxygen reacts 
with the pyrolysis gas. Correspondingly, the downward heat transfer through the gas is weakened. 
Therefore, the temperature gradient at the outer surface of the material is higher than the 
temperature gradient of the inner side.  

 
Fig. 5. (a) Temperature profiles in condensed phase at different depth Y; (b) Vertical temperature gradient 

derived by the temperature difference of adjacent node; (c) Temperature distribution obtained by two-
dimensional interpolation. 

The temperature distribution of the gas phase and solid for solid PMMA has been analyzed by Ito 
[13] and Hirano [14] with holographic interferometry. However, It may not easy to obtain the 
temperature distribution inside XPS solid. Here, the two-dimensional interpolation method is used 
to construct the inner temperature field of solid. Fig. 5(c) shows the temperature distribution which 
is obtained by two-dimensional interpolation of the data in Fig. 5(a). It should be noted that the 
evaporation temperature is about 503 K, above which is the flame region. The temperature above 
503 K is not the accurate value because of flame pulsation and the limitation of the thermocouple 
response time, and it just represents the trend of temperature in the flame area. Three temperature 
level lines, melting temperature(394 K), evaporation temperature (503 K) and a middle 
temperature(453 K), are redrawn in the temperature distribution field. According to the vertical 
distance between the melting temperature line (394 K) and evaporation temperature line (503 K), 
the melting layer is thinnest near the flame front and it is thicker for the location farther away from 
the flame front in the burning area. 

In addition, there is a clear inclination along the interface between the solid and liquid phases. As 
discussed in the experimental section, the connection of the four thermocouple tips is an obliquely 
downward straight line. Therefore, it allows the thermocouple tips to contact the molten interface 
almost simultaneously. This improves the measurement accuracy of the molten fuel temperature. 
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Fig. 6. Contour of temperature distribution at the flame front region on downward flame spread of XPS sample 
(Group A-F) 

Figure 6 gives the all the results of temperature distribution at the flame front region from Group A 
to F. The results show that the interface between the solid and the liquid is flatter in the initial stage 
(Group A-C) than that in the later stage(Group D-F), and the slopes of the solid-liquid interface are 
in the range about 30-50 degrees. The evaporation temperature lines are getting more inclined after 
Group D, especially the line segment near the back side. This means that molten liquid adheres to 
the back wall with the downward burning of XPS sample, which increases the area of the burning 
surface at the top of the melting layer, and consequently, the flame height, as shown in Fig. 3, 
increases with the downward burning. 
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Jiang [15] measured the heat conduction through the solid phase by Fourier's law of heat conduction 

s,c cq k T x′′ = ∂ ∂ , using one thermocouple in solid phase. However, the results of this study show that 

the temperature and temperature gradient varies greatly from the surface of the sample to the inner 
solid. Therefore, it cannot be simplified as a one-dimensional heat conduction model. In the case of 
this research, solid heat conduction into the preheated solid from melting layer through solid s,cq′′  

(W/m2) can be calculated by the integration of heat flux along the solid-liquid interface 

( )( ),
m

s s T TC
q wk dT x y dx dy

=
′′ = ∫ , (3) 

where sk , W/(m·K), is the heat conduction coefficient, w  (m) is the width of XPS sample, x  (m) 

and y  (m) represent the downward and horizontal direction respectively, mT  (K) 	and C  represent 
the melting temperature and melting interface curve inside the condensed phase, and 

( )( ),
mT T

dT x y dx
=

 means the vertical temperature gradient along the melting interface.  

 
Fig. 7. Heat transfer through solid on downward flame spread of XPS sample. 

The temperature profile in Eq. (3) can be obtained from the results of temperature distribution 
shown in Fig. 6(A-F). Fig. 7 shows the heat fluxes at the solid-liquid interface near the flame front 
measured by 6 thermocouple groups. As the 6 thermocouple groups are placed at 6 different 
positions along downward flame spread, the temperature distributions from Group A to F represent 
the temperature profile at 6 different flame spread distance. In this experimental configuration, the 
Groups from A to F are corresponding to the flame spread distances from 10 to 60 cm. The result 
shows that the average heat flux through solid is about 580 W/m2.  

CONCLUSIONS 

In this work, a method is developed to measure the detailed inner thermal structure ahead of the 
flame front for vertically downward burning XPS sample. The time-dependent temperatures directly 
measured by the thermocouples in the XPS sample were transformed to the space-dependent 
temperatures along the flame spread direction based on the method. Following characteristics of 
thermal structure in the condensed phase have been analyzed. Firstly, the temperature distribution in 
the condensed phase gives the shape of the molten layer, which shows that the interface between the 
solid and the liquid is flatter in the initial stage than that in the later stage, and the slopes of the 
solid-liquid interface are in the range about 30-50 degrees. Secondly, the results also show that the 



Part 5. Fire Dynamics 

785 

melting layer is thinnest near the flame front, and it is thicker for the location farther away from the 
flame front in the burning area. Moreover, the molten liquid adheres to the back wall of the XPS 
sample with the downward burning, which increases the area of the burning surface at the top of the 
melting layer, and consequently increases the flame height. In addition, the vertical heat transfer 
from the condensed phase to the unburned solid zone is calculated by the integration of heat flux 
along the solid-liquid interface, and the result shows that the average heat flux through the solid is 
about 580 W/m2. 
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ABSTRACT 

Experiments were performed to study the effects of electric current and sample orientation on flame 
spread along the polyethylene (PE) insulation on copper wires. The flame spread rate vs. inclination angle 
showed a non-monotonic trend i.e., flame spread rate first decreased and then increased as the inclination 
angle increased. The molten polymer coating flew along the wire during the spread if the wire was 
inclined. For upward flame spread, a periodic flame spread phenomenon was observed due to the flowing 
of molten polymer. A sub-flame was observed to spread in the opposite direction to the primary flame. 
The flowing of molten insulation has little influence on upward flame spread rate. With the increase of 
the electric current, both the amount of molten insulation and the flame spread rate increased. The 
downward spread was shown to be more susceptible to the electric current in this study. For downward 
flame spread, the flowing molten polymer brought heat from the burning region to the preheat region and 
promoted the flame spread. A flame spread model concerning with both the orientation angle and electric 
current was developed in this study. 

KEYWORDS: Flame spread, electric wire, orientation effect, molten insulation. 

NOMENCLATURE 

c constant pressure specific heat (J/(kg·K)) 

h  average convection coefficient (W/(m2·K)) 
H∆  latent heat of pyrolysis (J/kg) 

I  constant electric current (A) 

fL  flame length (cm) 

hL  flame preheat length (cm) 

pL  pyrolysis length (cm) 

Nu  Nusselt number (-) 
Q  heat flux (W) 

q ′′  heat flux per unit area (W/m2) 

r  radius (cm) 
Ra  Rayleigh number 
T  temperature (K) 

′ρ  electrical resistivity (Ω·m) 

α  thermal diffusivity (m2/s) 
β  volumeric thermal expansion coefficient (K-1) 

λ  thermal conductivity (W/(m·K)) 
ε  emissivity (-) 
ν  kinematic viscosity (m2/s) 
σ  Stefan-Boltzmann constant (W/(m2·K4)) 
φ  inclination angle (grad) 

Φ  Joule heat (W) 

Subscripts 

a   ambient 
c   core 

f   flame 
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t  time (s) 

fV  flame spread rate (cm/s) 

Greek 

ρ  density (kg/m3) 

g   gas 

p   polymer coating or pyrolysis 

0   Original 

INTRODUCTION 

Flame spread along the polymeric coatings on electrical wires is of interest for fire prevention and 
has been widely studied in recent years [1-3]. Fujita et al. performed a series of experiments to study 
the effects of external flow velocity [1], wire size [2], ambient pressure [3] and oxygen 
concentration [4] on flame spread over polyethylene (PE) wires in microgravity. Takahashi et al. [5] 
studied the influence of external flow velocity on the volume change of the melted insulation in 
microgravity. Huang et al. [6] developed a model to explain the ignition and ignition-to-spread 
phenomenon of electrical wires. 

Previous studies usually considered the burning of horizontal wires, and limited studies were on the 
orientation effect. However, in practical application, flame spread over wires occurs at many 
different orientation angles. Hu et al. [7] studied the limiting oxygen concentration for extinction of 
upward spreading flames over inclined wires with opposed-flow. Lu et al. [8] studied the interaction 
between the wire inclination and horizontal wind. Hu et al. [9] found that as the inclination angle φ  

varies from – 90° to + 75° (relative to the horizontal plane, ‘–’ means downward spread and ‘+’ 
means upward spread), the flame spread rate (FSR) of electrical wires first decreases then increases 
(‘U’ shape), which is quite different from low thermal conductivity materials such as paper [10] or 
wood [11]. Explanations of this phenomenon are that for electrical wires with high thermal 
conductivity metal cores (such as Cu), heat conduction through the metal core from the burning 
zone to pyrolysis zone dominates the flame spread process, while for low thermal conductivity 
materials, heat conduction through the solid media could be neglected. 

However, it has been found by Yoshinari et al. [12, 13] that for vertical wires, the downward FSR is 
dominated by the downward dripping of the molten insulation, but is comparatively not sensitive to 
the core material. During the flame spread process, the polymeric coating first melts, and then 
decomposes to release combustible gases for burning. If the polymeric coating melts faster than its 
burning, the molten insulation begins to accumulate and flows along the wire (if the wire is 
inclined) or drip down (if the wire is horizontal).The phase change process has been numerically 
analyzed by Kim et al. [14, 15]. Wang et al. [16] found that the accumulation rate of molten 
insulation increases with the increasing current. Therefore, the effects of flowing molten insulation 
on wire fire should be concerned especially for cases with large current. When predicting the FSR, 
Hu et al. [9] neglected the heat flux from the flame to the preheat region ahead of the pyrolysis front 
in the energy balance equation of wire burning. However, surface heat flux in the preheat zone is 
very important for flame spread, especially for upward flame spread. In addition, the orientation 
angle was not included in the model of Hu et al. [9]. 

In this study, the effects of direct current I (0 ∼ 7 A) and inclination angle ϕ, (−90° ∼ +60°) on flame 
spread over PE insulated copper wires were studied. A periodic spread phenomenon was observed 
in upward flame spread due to the flowing of molten insulation. A flame spread model concerning 
with electric current and orientation angle was developed. 
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EXPERIMENTAL 

A schematic drawing of the experimental apparatus is shown in Fig. 1，which mainly consists of a 
rotary stand, a sample holder, an ignition part and two constant current sources (CCS). PE insulated 
copper wires (inner diameter: dc = 0.5 mm and outer diameter: dp = 0.8 mm) were used as samples 
in the tests. The copper wires were applied with constant currents from 0 to 7 A by CCS 1 with a 
precision of 0.1 A. And a coil heater (NiCr) located at one end of the sample wire was charged with 
6 A current by CCS 2 for ignition. A weight coupled with a pulley fixed on the sample holder was 
used to keep the sample straight during the experiments. A protractor was used to accurately set the 
angle of wire φ  (relative to the horizontal plane, ‘−’ means downward spread and ‘+’ means 

upward spread) ranging from −90° to +60°. During the experiments, a side-view video camera 
(SONY NEX-5R, 30fps) was used to record the flame spread process. The characteristic parameters 
of flame shape and propagation velocity were obtained by image processing algorithm. 

 

Fig. 1. Flame spread apparatus. 

In the tests, the sample wire was ignited after being energized for 3 minutes (to make the sample 
wire reach a relative thermal equilibrium). Once ignition occurred, the ignition current was cut off 
immediately, while the electric current in the sample wire was still on. Effective length of the 
sample wire was 25 cm (distance from the ignition point to the pulley). Each test condition was 
repeated at least three times to ensure reproducible results. All experiments were performed under 
laboratory conditions of approximately 20 ± ℃ and 30 ± 5 % relative humidity. 

RESULTS AND DISCUSSION 

Periodic flame spread phenomenon 

During the flame spread, the insulation melts, flows into the burning region and accumulates into a 
ball. When the ball is large enough, part of it flows down along the inclined wire. For downward 
flame spread (ϕ < 0), part of the molten ball flows down from the burning zone to the preheat zone, 
losing heat to the preheat fuel and is not burnt. However, for upward flame spread (ϕ > 0), a 
periodic spread phenomenon is observed. In Fig. 2, variations of the flame shape with time in one 
cycle of the periodic spread phenomenon for ϕ = +15° are shown. As the molten ball flows along 
the wire, it remains burning and consumes gradually, which results in the appearance of a subflame 
downstream. Height of the primary flame decreases first because of the flowing down of molten 
liquid, and then recovers itself as the flame continues to melt the unburnt fuel. The sub-flame moves 
in the opposite direction to the primary one. It decreases in size with time as the molten ball 
consumes gradually. In Fig. 2b, it is seen that the flame even breaks off (1.40s) with I = 3 A. 



Part 5. Fire Dynamics 

789 

 

Fig. 2. Variations of flame shape with time at ϕ = + 15° with (a) I = 0 A and (b) I = 3 A. 
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Fig. 3. Propagation of (a) pyrolysis front and (b) flame tail with time at I = 0 A in upward spread. 

Figs. 3a and 3b illustrate the propagation of pyrolysis front and flame tail as a function of time with 
different orientation angle at I = 0 A in upward flame spread. The flame tail moves periodically with 
time and the cycle is shorter for the larger orientation angle. The pyrolysis front moves linearly with 
time and is shown not to be affected by the flame tail. In this study, the average movement rate of 
pyrolysis front is taken as flame spread rate (FSR). Note that for upward flame spread, though the 
flame shape varies periodically, structure of the primary flame just before the sub-flame appears is 
used for model prediction of flame spread hereinafter. 

Flame shape and flame spread rate 

Figure 4 shows the variations of flame length Lf and pyrolysis length Lp with inclination angles. 
Definitions of flame length and pyrolysis length are given in Fig. 4a. Length of the wire surrounded 
by the flame is defined as pyrolysis length. One can see that both Lf and Lp first decrease and then 
increase as the inclination angle increases from –90° to +60°, which shows a “U” trend as is 
described in the work of Hu et al [9]. The smallest values of Lf and Lp appear at ϕ = 0. As the current 
increases, both the flame length and pyrolysis length increase. In Fig. 4a, as the electric current 
increases, the flame length data of downward spread are more scattered than that of the upward 
case, which indicates that the electric current has a stronger effect on flame length in downward 
spread.  

Flame spread rate as a function of inclination angle is plotted in Fig. 5. The dependences of FSR on 
inclination angle and electrical current are similar to that of the flame length. The FSR varies with 
the inclination angle as a “U” trend. The FSR data of different currents are more scattered for 
downward spread indicating that the electric current has a stronger effect on downward FSR than 
upward FSR. The primary reasons are explained as follows. As the electrical current increases, the 
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polymeric coating melts faster and more molten insulation flows along the wire if the wire is 
inclined. The FSR depends more strongly on the heat flux to the surface in the preheat zone than on 
the surface heat flux in the burning zone [17]. For upward flame spread, the molten insulation 
brings heat to the burning zone, while for downward spread, the molten insulation brings heat to the 
preheat zone and makes greater contributions to flame spread. 
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Fig. 4. Variations of (a) flame length and (b) pyrolysis length with inclination angle. 
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Fig. 5. Flame spread rate as a function of the inclination angle. 

Both flame length and pyrolysis length are characteristic lengths that are related to the heat transfer 
process from the flame to the wire. Heat balance analyses concerning with the two characteristic 
lengths, orientation angle and electric current are conducted in the next section to predict the FSR. 

Flame spread model 

A simplified description of steady-state flame spread over a thin electrical wire at a constant 
velocity of Vf is illustrated in Fig. 6. Several assumptions are adopted here: (1) the coordinate system 
is fixed to the location of the flame; (2) both the PE insulation and core wire are thermally thin so 
that temperature profile across the cross-section of PE or metal core is uniform; (3) heat conduction 
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through the PE insulation is ignored; (4) the complex shape change of polymer during the melting 
process is ignored; (5) flame radiation heat feedback is ignored; (6) heat flux from the molten 
insulation to the wire is ignored. 

After being energized for 3 min before ignition, temperature of the wire reaches steady state, which 
gives: 

2
1 02

2 ( ) 0p a
c

I r h T T
r

′ρ − π − =
π

, (1) 

where r is radius, with the subscript c for core and p for polymer coating, ′ρ  is the electrical 
resistivity, Ta is the ambient temperature, T0 is the thermal equilibrium temperature of the wire 

before ignition and h  is the average convection coefficient over the wire surface. Then we obtain 

2

0 2
1(2 ) ( )

a
p c

I
T T

r h r

′ρ= +
π π

. (2) 

h  can be calculated as follow [18]: 

( )
( )

g g

3

2

/ ,

sin

n
d d

a
d d

h Nu d CRa d

g T T d
Ra Gr Pr

= λ = λ

β − φ
= =

ν

, (3) 

where λg is the thermal conductivity of gas, β is the volumetric thermal expansion coefficient, ν is 
the kinematic viscosity, C = 1.02, and n = 0.148.  

ΦɺΦ

Φ

 
Fig. 6. Illustration of the flame structure and temperature profile of wire during steady-state spread:  

(a) upward spread, and (b) downward spread. 

Equations of heat transfer between flame and wire can be expressed as: 

( ) ( ) ( )2 2 2
0 0in p c p f p p c c c f cQ r r V c T T H r c V T T + Φ = π − ρ − + ∆ + π ρ −  , (4) 



Proceedings of the Ninth International Seminar on Fire and Explosion Hazards (ISFEH9) 

792 

where Qin is the incident heat flux from flame to wire, c is the heat capacity, Tc is the temperature of 
copper wire at the flame tail, H∆  is the latent heat of pyrolysis of the polymer coating (254 kJ/kg 
for PE [9]), and Φ is the Joule heat produced in the control volume expressed as: 

2
2 ch

c

I L
r

′ρΦ =
π

, (5) 

where Lch is the length of the control volume. Then the FSR can be obtained from Eq. (4) as: 

( ) ( ) ( )2 2 2
0 0

in
f

p c p p p c c c c

Q
V

r r c T T H r c T T

+ Φ
=

 π − ρ − + ∆ + π ρ − 

, (6) 

Upward flame spread 

For upward spread (as shown in Fig. 6a), the incident heat flux from flame to wire is: 

1 2in fp fpQ Q Q= + , (7) 

where Qfp1, Qfp2 are the heat convection between flame and polymer coating in the preheat zone 
(Region I in Fig. 6a) and the pyrolysis zone (Region II in Fig. 6a), respectively 

The heat flux per unit area from flame to wire can be expressed as [19]: 

( ) ( ) ( )
( )

0 exp , 0

0 , < 0
h

p

q x L x
q x

q L x

′′ − >′′ =  ′′ − <

ɺ
ɺ

ɺ
, (8) 

where Lh is the flame preheat length expressed as h f baL L L= − , and (0)q′′ɺ  is the surface heat flux 

per unit area at x = 0, which can be estimated as: 

( ) ( )20 f pq h T T′′ ≈ −ɺ , (9) 

where 2h  is the average heat transfer coefficient over the wire surface in Region II. We can see 

from Eqs. (3) and (9) that as the inclination angle increases, h  increases and therefore ( )0q′′ɺ  

increases. 

In the preheat region, Qfp1 can be expressed as: 

( ) ( ) ( )1
0

2 0 exp 2 0fp p h p hQ r q x L dx r L q
∞

′′ ′′= π − = π∫ ɺ ɺ . (10) 

In Region II, 

( )2 2 0fp p pQ r L q′′= π ɺ . (11) 

At the flame tail, thickness of the molten insulation reduces to zero and the wire core is exposed to 
the flame. In Region III (as shown in Fig. 6a), heat flux from the flame is negligible and temperature 
of the wire core decreases rapidly due to heat loss to the environment. Therefore, it’s reasonable to 
assume that temperature of the wire reaches the maximum at the flame tail, and then Tc can be 
determined by  

( ) ( ) ( )2 2 4 4
3(0) 2c c c a c aq I r r T T h T T′′ ′+ ρ π π = εσ − + −ɺ   (12) 



Part 5. Fire Dynamics 

793 

By substituting Eqs. (5), (10) and (11) in Eq. (6), upward FSR can be predicted as: 

( )( )
( ) ( ) ( )

2 2

2 2 2
0 0

2 0 /p c f

f

p c p p P c c c c

r q I r L
V

r r c T T H r c T T

′′ ′π + ρ π
=

 π − ρ − + ∆ + π ρ − 

ɺ
. (13) 

Downward flame spread 

For downward flame spread (Fig. 6b), the incident heat flux from flame to wire inQ  is: 

1 2in fp fp fcQ Q Q Q= + + , (14) 

where Qfc is the heat flux from flame to exposed wire in Region III (in Fig. 6b). The heat flux per 
unit area from flame to wire can be expressed as: 

( ) ( )
( )

( )( )

exp , 0

0 1, 0

exp ,

h

p

pp p

x L x

q x q L x

x Lx L L

 − >
′′ ′′= − < <
 < −− +

ɺ ɺ , (15) 

where Lh is the flame preheat length approximated as [20]: 

( )1/3
2 2 sinh g g gL u g∞≈ α ≈ α α φ , (16) 

where gα  is the thermal diffusivity of gas. 

Heat fluxes from flame to wire are: 

Region I: 

( ) ( ) ( )1
0

2 0 exp / 2 0fp p h p hQ r q x L dx r L q
∞

′′ ′′= π − = π∫ ɺ ɺ , (17) 

Region II: 

( )2 2 0fp p pQ r L q′′= π ɺ , (18) 

Region III: 

( ) ( )( ) ( ) ( )( )2 0 exp / 2 0 1 exp 1 /
P

f

L

fc c p p c p f p
L

Q r q x L L dx r L q L L
−

−
′′ ′′= π + = π − −∫ ɺ ɺ   (19) 

Temperature of the copper core reaches the maximum at x = – Lf , and Tc can be determined by: 

( ) ( )( ) ( ) ( ) ( )2 2 4 4
30 exp / 2f p p c c c a c aq L L L I r r T T h T T′′ ′− + + ρ π π = εσ − + −ɺ   (20) 

By substituting Eqs. (14) and (17)-(19) into Eq. (6), the downward FSR can be predicted by: 

( ) ( ) ( )( ) ( ) ( )
( ) ( ) ( )

2 2

2 2 2
0 0

2 0 2 1 exp 1 0 'p p h c p f p f h c

f

p c p p p c c c c

r L L q r L L L q I L L r
V

r r c T T H r c T T

′′ ′′π + + π − − + ρ + π
=

 π − ρ − + ∆ + π ρ − 

ɺ ɺ
  (21) 

The predicted flame spread rates under various conditions are obtained by deriving characteristic 
lengths into Eq. (13) or (21), which are plotted in Fig. 7. Gas phase properties are all evaluated at 
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the film temperature. It is observed that for opposed-flow flame spread, the predicted values are 
much smaller than the experimental ones, which is primarily attributed to that flame radiation 
feedback and heat flux from the molten material (liquid-phase Marangoni convection and dripping 
heating) are ignored in the model. For upward flame spread, our model achieves a good accuracy. 
As φ  increases, the flame sheet moves closer to the sample wire, the flame length elongates and 

results in a larger heat flux from flame to fuel, which finally leads to a larger FSR as suggested by 
Eq. (13).  

-80 -60 -40 -20 0 20 40 60 80
0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9
   Experimental FSR

 I = 0 A Hu et al. [9]
 I = 0 A This study
 I = 1 A This study
 I = 2 A This study
 I = 3 A This study

  Calculated FSR
 I = 0 A
 I = 1 A
 I = 2 A
 I = 3 A

Fl
am

e 
sp

re
ad

 r
at

e 
(c

m
/s

)

Angle (°)  

Fig. 7. Comparison of calculated flame spread rate with experimental values. 

CONCLUSIONS  

Effects of constant electric current and orientation angle on flame spread over PE insulated copper 
wires were studied in this paper. The flame spread rate was shown to increase with the increasing 
electric current. The current had a larger influence on downward flame spread compared with 
upward spread. For downward spread, the flowing molten liquid brought heat from the burning zone 
to preheat zone and promoted the spread. For upward flame spread, a periodic flame spread 
phenomenon was observed due to the flowing of molten polymer. A flame spread model concerning 
with both the orientation angle and electric current was developed. Good accuracy was observed 
between the calculated and experimental flame spread rate. 
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ABSTRACT 

The mechanisms controlling the heat release growth rate and its dependency on time are studied in this 
work for cases of a high-rack storage facility and a single large-scale vertical PMMA slab. The latter case 
is considered to be a simplified set-up to get a deeper understanding of transient dynamics of the HRR 
growth rate and studied both theoretically and numerically. First, we modify and apply the simplified 
analytical model based on the classical approach, in which combustible surface is divided into the inert 
heating zone and the pyrolysis zone. The relationship for the flame spread is based on empirical 
correlations for turbulent flame length and HRR. In this work we set the turbulent flame height to be 
equal to the inert heating zone height and, thus, an accelerating flame spread can be predicted. Assuming 
that a pyrolysis front is flat and normal to the direction of propagation, the HRR growth rate for this 
scenario can be described using the t3 dependence, which over-predicts the published measured values. 
Overall, a reasonable agreement is achieved. 

Secondly, we address the same scenario with CFD simulations using FDS with finite-rate pyrolysis 
model. The transient HRR rate is predicted and favourably agrees the published measured data. This and 
and the predicted distribution of the burning rate over the burning surface justify that the pyrolysis front is 
in fact curviliniar. 

Finally, the simplified approach is applied to predict the fire growth in the rack storage configuration. We 
show that a dramatically fast HRR growth rate can be observed for a large-scale scenario. A t-cube 
dependency of HRR growth rate is in a better agreement with FDS results than a conventional t-squared 
fire curve for the fast and ultrafast growth rate recommended by NFPA 204, etc. The predicted fire 
dynamics is analysed and the influence of the ignitor position is found to be substantial only for the initial 
stages of fire growth.  

KEYWORDS: Flame spread, ignition, heat release rate, pyrolysis, CFD, rack storage fire, t-squared 
fire. 

INTRODUCTION 

High-rack storage fires are extremely destructive due to the very rapid growth and enormous heat 
release rate. An exceptionally high fire growth rate is determined by the fuel load geometry with 
densely packed combustible items; intense radiative exchange between the items causing its rapid 
ignition; the chimney-like effect generating the intensive in-rack flows and suction of fresh air into 
the burning region. 

A designed-fire approach and the t-squared curve for the HRR rate routinely used by engineers 
(NFPA 72, 92B, 204, etc.) fail to reproduce the actual HRR growth rate occurring in the rack 
storages. Indeed, the t-squared dependence replicates the ideal scenario of symmetric expansion of 
the burning surface at a constant spread rate (if the burning rate is also constant). When either of the 
assumptions fails, the t-squared dependence becomes invalid. Clearly, if the burning zone expands 
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at an accelerating rate and/or the burning rate per unit surface area increases in time, then a higher 
exponent becomes appropriate in the power law to approximate the actual HRR dynamics. 

The examples are the large-scale tests undertaken by Yu et al. in Refs. [1, 2], where the t3 
dependence was observed. More recent large-scale tests and simulations by Ren et al. [3] and Wang 
et al., Ref [4] are also consistent with this observation. To replicate the transient dynamics of the 
heat release rates observed in the warehouse containing high-rack storage, the exponential function 
was used by Alvares et al. in Ref. [5]. Even stronger dependence of the convective heat release rate 
on time, ( )( )exp t a btα β + , was derived by Ignason in Refs. [6, 7, 8], where the effect of a vertical 

flue size on the high-rack storage fire was examined. 

The objective of this work is to get a deeper insight into the mechanisms controlling the HRR 
growth rate in the rack storage facilities. We focus on the initial stage of the fire development before 
the fire suppression systems are activated. 

Fire growth rate in a rack storage is governed by the flame spread over the combustible surfaces. In 
its turn, the acceleration of the HRR growth is mainly determined by the upward flame spread over 
the vertical combustible surfaces. This scenario, therefore, needs to be considered in detail, both 
analytically and numerically. Indeed, the dynamics of the HRR growth occurring in this simplified 
scenario will also explain the transient fire growth rate in a realistic rack storage. Also, accelerating 
burning of the vertical combustible surface is an important benchmark to validate the CFD code. 

In the first part of this work, we show that the t3 dependence represents the growth rate in an upward 
turbulent flame spread over a vertical combustible surface, provided the pyrolysis front is flat and 
normal to the direction of propagation. This is done by utilising a modified version of the classical 
flame spread model, which is based on the simplified (thermal) pyrolysis model. 

Based on the extensive CFD study, we then show that the fire growth rate in the rack storage is so 
fast that its approximation may require even higher order transient dependence. 

UPWARD FLAME SPREAD OVER THE VERTICAL COMBUSTIBLE SURFACE 

Approximate analytical model 

Objective of the approximate analytical model is to provide simple relations for the transient flame 
spread velocity and the heat release rate when the flame propagates upwards over a vertical 
combustible surface. Following the classical approach [9, 10 etc.], the combustible surface is 
divided into two parts: the inert heating zone (where the surface temperature rises from the initial 
value to the ignition temperature), and the pyrolysis zone (where the surface temperature and the 
volatiles mass flux are assumed to be constant). The extent of the inert heating zone is set equal to 
the flame height, fL , while the location of the pyrolysis front, px , is defined as the height at which 

the heating time just exceeds the time to ignition (estimated according to the thermal theory for 
thermally thick or thermally thin layer). Flame spread rate is then evaluated as the rate at which the 
pyrolysis front propagates upwards:  

p f
p

ign

dx L
V

dt
= =

τ
. (1) 

The turbulent flame height is evaluated using the empirical correlation proposed in Ref. [11]: 

*2/3fL
CQ

W
= , (2) 
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where W  is the width of the combustible surface, C  is the empirical constant, and *Q  is the non-

dimensional heat release rate, 

*

5/ 2
0 0P

Q
Q

c T gW
=

ρ

ɺ
. (3) 

In Eq. (3), 0ρ , Pc , 0T  are the density, heat capacity, and temperature of ambient air, and g  is the 

gravity acceleration. Total heat release rate, Qɺ , is evaluated assuming the flat shape of the pyrolysis 

front and uniform distribution of the burning rate, m′′ , over the pyrolysis zone: 

p c cQ x Wm f h′′= ∆ɺ ,  (4) 

where ch∆  is the heat of combustion of volatiles, and cf  is the combustion efficiency. 

Substituting Eqs. (3) and (4) to Eq. (2) yields the relation for the flame length: 

2/3

1/3 2/3
*

0 0

p c c
f p

P

x m f h
L C x x

c T g

′′ ∆
= =  ρ 

, (5) 

where 

2

3
*

0 0

c c

P

m f h
x C

c T g

 ′′ ∆
=   ρ 

. (6) 

According to Eq. (5), the flame height does not depend on the surface width, W . Using Eqs. (5) and 
(1), we arrive at the differential equation for the coordinate of the pyrolysis front: 

1/3 2/3
*p p

ign

dx x x

dt
=

τ
. (7) 

It is worthy of note, that in Refs. [9, 10], among others, Eq. (2) is written as *2/3
fx W CQ= , where 

f p fx x L= + . This is equivalent to replacing Eq. (7) by 

1/3 2/3
*p p p

ign

dx x x x

dt

−
=

τ
. (8) 

Consider Eq. (8) in more details. Solving Eq. (8) with the initial condition, ( )0 0px = , yields: 

3

* 1 exp
3p

ign

t
x x

  = − −   τ  
, and 

2

* exp 1 exp
3 3p

ign ign ign

x t t
V

    = − − −     τ τ τ    
. (9) 

This solution shows that the size of the pyrolysis zone asymptotically approaches a constant value 
of *x , while the flame spread velocity reaches its maximum at ( )3ln 3 ignt = τ  and decreases 

afterwards. Clearly, such a behavior contradicts the experimental observations, which firmly 
indicate accelerating flame propagation [12]. This artefact is attributed to the continuously reduced 
size of the heating zone due to fx  increasing slower than px . It will be shown below that this 

inconsistency is avoided by using Eqs. (2) and (7). 
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For the velocity of steady flame spread over a sufficiently thick material layer (no burnout), the 
experimental correlation was suggested (for example, see [9]): 

n
p pV Ax= , (10) 

which implies that Eq. (1) yields finite accelerating solution, ( )px t , only if n  < 1. This is 

consistent with Eqs. (2) and (7), which imply n  = 2/3. Using Eq. (10), it can be shown that px  = 

( )( ) ( )1 1
1

n
n At

−
− , ( )( ) ( )1

1
n n

pV A n At
−

= −  ~ ( )1n nt − , and 

( )1p px n V t= − . (11) 

Using Eqs. (7) and (10), the following relations are obtained for n  = 2/3: 

2

*

3p

ign ign

x t
V

 =  τ τ 
, (12) 

3

* 3p

ign

t
x x

 =  τ 
. (13) 

Time to ignition, ignτ , can be estimated using the assumption that the ignition occurs once the 

surface temperature attains the value of ignT  being exposed to a constant net heat flux, netq′′ : 

( ) ( )2
2

0 0

2

1
min ,

4
ign ign

ign

netnet

kc T T c T T

q aq

 ρ − δ ρ −π δ τ = − ′′′′ π 
, (14) 

where k , с , ρ  are the thermal conductivity, heat capacity, and density of the material, and δ  is 

the layer thickness. Two arguments in Eq. (14) correspond to the thermally thick and the thermally 
thin limits, respectively (a more accurate analytical solution is proposed in Ref. [13]). 

The net heat flux allows for the incident (radiative and convective) heat flux, incq′′ , and the re-

radiation: 

4
net inc ignq q T′′ ′′= − εσ , (15) 

where ε  is the surface emissivity. 

The relations given by Eqs. (12), (13), and (14) constitute the simplified analytical model of the 
upward spread of a turbulent flame over a vertical combustible surface. According to Eq. (4), we 

obtain Qɺ  ~ 3t  for the transient heat release rate. According to Eq. (13), time required for the 

pyrolysis zone to reach the top of the surface is ( )1/3

*3H ignt H x= τ , where H  is the height of the 

combustible surface. 

To validate the model, we consider the large-scale experiment [12], in which upward flame spread 
over the 5 m high vertical PMMA slab (0.58 m wide, 2.5 cm thick) was studied. The lower part of 
the slab was exposed to the heat flux produced by the radiative panel (igniter). In the experiments 
[12], transient dynamics of total heat release rate, spatial distributions of surface heat fluxes, height 
of the pyrolysis region were recorded. Table 1 summarizes the thermal properties of the combustible 
material and ambient air used in the simulations to replicate the experimental conditions. Data in 
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Table 1 imply that the heat release rate per unit area of a burning surface is equal to c cQ m f h′′ ′′= ∆  = 
419 kW/m2. 

Table 1. Material properties 

Material Property Value 

PMMA 

Conductivity, W/(m·K) 0.21 

Specific heat, J/(kg·K) 1500 

Density, kg/m3 1190 

Critical mass flux, kg/(m2·s) 0.02 

Ignition temperature, K 640 

Heat of combustion, kJ/kg 25600 

Heat of gasification, kJ/kg 700 

Combustion efficiency, – 0.82 

Emissivity, – 0.85 

Ambient air 

Specific heat, J/(kg·K) 1000 

Density, kg/m3 1.1 

Temperature, K 300 

To allow for the heat of gasification, gh∆ , the specific heat in Eq. (14) is multiplied by 

( )( )01 g ignh c T T+ ∆ − . Based on the literature data [9, 11] for the flame heat flux with no external 

heating, the incident heat flux is set incq′′  = 30 kW/m2. With the model constant C  = 2, Eqs. (6) and 

(14) yield *x  = 1.32 m, ignτ  = 266 s (thermally-thick limit), and Eq. (13) becomes 3
px t= α , where 

( )3

* 3 ignxα = τ  = 2.59·10-9 m/s3. This dependency is shown in Fig. 2, a, by the dashed line; it can 

be seen that the analytical model with the selected value of the model constant replicates the 
transient propagation of the pyrolysis front in good agreement with the experiment. 

For a flat shape of the pyrolysis front (normal to the direction of spread), Eq. (4) yields the 

dependence, 3
c cQ Wm f h t′′= ∆ αɺ , which is depicted by the dashed line in Fig. 2, b. The heat release 

rate predicted by the approximate analytical model exceeds that observed in the experiment [12] 

(the latter can be approximated by 12 4.72.233 10expQ t−= ⋅ɺ , kW). Such a discrepancy can be attributed 

to the curvilinear shape of the pyrolysis front (pyrolysis front at the periphery of the surface 
propagates slower than that at the central line), and, possibly, to both spatial and temporal variation 
of the burning rate per unit surface area. 

Assuming the burning rate to be constant, the ratio of the actual pyrolysis area to that in case of the 

flat pyrolysis front can be estimated as 6 1.73.62 10expQ Q t−= ⋅ɺ ɺ . Thus, at the time instant of Ht  = 

1245 s (when the pyrolysis front at the central line reaches the top of the combustible surface), only 
66% of the surface area is engulfed in flame in the experiment. This conclusion was also supported 
by the FDS simulations [14] with the finite-rate pyrolysis model. These simulations predicted 
curvilinear pyrolysis front, and, depending on the shape of the front, three different regimes of the 
flame spread were identified (see Ref. [14] for more details). 
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CFD MODELING 

We also use the FDS software [15] to perform the simulations, in which the gaseous flame is 
coupled with the ignition and burning of the solid material. We apply the finite-rate single-step 
pyrolysis reaction, the kinetic parameters for which as well as other model settings are listed in Ref. 
[14]. Computational grid consists of 368640 cubic cells (2.53 cm3) covering the domain (see Fig. 1, 
a) with the dimensions 1.2 x 0.6 x 8 m (length x width x height). The thermal properties are the 
same as in the previous section (see Table 1). 

        

       (a)     (b) 

Fig. 1. Predicting upward flame spread over the vertical PMMA slab by FDS. (a) Computational domain and 
boundary conditions. (b) Instantaneous surface distributions of the burning rate at time instants 600, 900, 1047, 

1197, 1224, 1254, and 1284 s (ignitor width 1.2 m, temperature 825 °C). Finite-rate pyrolysis model. 

This computational mesh is expected to resolve the controlling length scales. In case of upward 
flame spread these scales are the flame height (which determines the heated area of the slab prior to 
ignition), and the flame thickness normal to the wall (which determines the heat flux from flame). In 
our previous work [14], several fine meshes (cubic cells with the dimensions of 2, 3, 5, 10, and 15 
mm) were used to perform grid sensitivity analysis for the vertical porous burner (0.38 m wide, 
0.792 m high) and to assess mesh resolution in the vicinity of the burner surface. As shown in Ref. 
[14], total (convective and radiative) heat flux from the flame can still be predicted with a 
reasonable accuracy if the cell size is of order of 13 cm3.  

In this work, three computational meshes with cubic cells of 2.53 cm3 (referred as basic), 1.63 cm3, 
and 1.253 cm3 were used to conduct a grid sensitivity analysis. The total heat release rate is not 
affected by the grid refinement, although the computational cost increases dramatically. It takes 340 
hours of the wall clock time to compute 600 s of simulation time using 24 CPU cores with the finest 
mesh (2 CPU Intel Xeon E5-2697 v3), which is at least four times higher than with the basic mesh. 
This cell size is sufficient to predict turbulent flame dynamics and flame height since the 

characteristic length scale, ( )2/5
*

0 ,0 0PD Q c T g= ρɺ , is spanned by more than 10 cells, which obeys 

the recommendations provided in Ref. [15]. 

The solid phase resolution was not specifically studied in this work as the default FDS procedure for 
treatment of solid phase gridding issues is considered to be reliable. The size of the first cell is 
automatically chosen to resolve the thickness of the heated layer in the solid material, and the mesh 
is stretched in the outward direction from the surface to the middle of the slab. Only a 1D heat 
conduction mode is used in this study. To ensure adequate coupling between gas and solid phases, 
the wall temperature is updated at every time step. 
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To initiate flame propagation, bottom part of the slab is exposed to external heat flux produced by 
the ignitor (hot brick) located as shown in Fig. 1, a. The hot surface of the ignitor is faced towards 
the slab and located at a distance of 0.2 m away from the slab surface. Two scenarios were 
considered in the simulations, with the ignitor width and temperature set to 0.6 m, 900 °C, and 1.2 
m, 825 °C. As shown in Fig. 2, the finite-rate pyrolysis model replicates the experimental dynamics 
of flame spread and HRR growth to a good accuracy. More information on the influence of the 
ignitor parameters on the fire dynamics is provided in Ref. [14]. 

Furthermore, dissimilar to the approximate analytical model, the CFD model predicts transient 
dynamics of the heat release rate, which is in favorable agreement with the measurement data 
reported in Ref. [12]. This is consistent with the observation that predicted shape of the pyrolysis 
zone is curvilinear, and the distribution of the burning rate over the burning surface is non-uniform 
as shown in Fig. 1, b (note also that the peak value increases in time as the flame size is growing). 

It can therefore be concluded that the growth rate of the fire driven by the upward flame spread is 
higher than that corresponding to the t-squared fire. The best fit to the experimental data [12] yields 
n = 4.7, while the approximate analytical model predicts n = 3. 

  
               (a)            (b) 

Fig. 2. Upward flame spread over the vertical PMMA slab: elevation of the pyrolysis front at the axis (a) and 
the heat release rate (b) as a function of time (FDS data is smoothed). 

HIGH RACK STORAGE FIRE SIMULATIONS 

Model setup 

The above analysis shows good ability of the FDS software in predicting upward spread of the 
turbulent flame over the vertical combustible surface. It is expected that the simplified (thermal) 
pyrolysis model (consistent with the assumptions made in the approximate analytical model 
described in the previous section) should also be capable of predicting the experimental dynamics of 
flame spread, provided the model parameters are properly calibrated. Indeed, in Ref. [16] we 
demonstrate it for the fire growth in the rack with 2x4x3 combustible boxes and show that the 
predicted heat release rate is in reasonable agreement with that measured in the full-scale tests [3, 
4]. The guidance on how to select to select the model parameters to fit the measurement data on the 
transient heat release rate is also provided in Ref. [16]. 

Here we apply this approach to predict the fire growth rate in the high-rack storage facility if the fire 
suppression system is not activated. We consider three double rows racks, 6 boxes wide array with 
11-tier height each (see Fig. 3). Each box has dimensions of 0.8x1.2x1.0 m, horizontal and vertical 
flues are 0.1 and 0.4 m, respectively, the distance between the rows in one rack is 0.5 m, and the 
distance between the racks is 3.54 m. For simplicity, we do not take into account wooden pallets, 
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which are often used in practice. Each box is treated as a solid obstruction, and the thermal pyrolysis 
model is applied as the boundary condition at the box sides. 

Model input parameters are retained the same as those in Ref. [16] and summarized in Table 2. 
These model parameters were selected in the iterative procedure which includes (i) evaluation of the 
literature data on material thermal properties and ignition temperature, (ii) estimation of HRRPUA 
and burnout time based on the HRR measurements, and (iii) calibration of the heat of gasification. 
With these model parameters, the measured heat release rate produced by burning of the corrugated 
cardboard boxes in the validation experiments [4] was reasonably replicated in FDS simulations 
with the simplified (thermal) pyrolysis model [16]. 

 
50 s                                                      100 s                                                     150 s 

 
200 s                                                   250 s                                                     300 s 

Fig. 3. FDS predictions of the fire development in the high-rack storage: instantaneous iso-surfaces of 
200 kW/m3 heat release rate and soot mass fraction at 50-300 s. 

Table 2. Model parameters for the high-rack storage fire simulations 

Material Property Value 

Corrugated double 
wall cardboard 

Conductivity, W/(m·K) 0.1 

Specific heat, J/(kg·K) 2700 

Density, kg/m3 184 

Ignition temperature, K 633 

Heat of combustion, kJ/kg 14200 

Heat of gasification, kJ/kg 1000 

Emissivity, – 0.9 

HRRPUA, kW/m2 200 

Burnout time, s 290 

Layer thickness, m 0.022 
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The fire is initiated by the ignitor, which is represented by the rectangular box with the dimensions 
of 0.4x0.6x0.3 m3, located at the bottom of the central rack. The ignitor heat release rate rises from 

0 to 0,maxQɺ  = 1 MW according to the expression ( )2
0 0 0,maxmin ,Q t Q= αɺ ɺ , where 0α  = 0.011 kW/s2. 

Three ignitor positions are considered as illustrated in the inset in Fig. 4 and referred hereafter as 
cases 1, 2, and 3. 

The computational domain is unconfined (side boundaries are open) and has the dimensions of 
20x14x20 m3. The central rack area is spanned with 53 cm3 cubic cells. A coarser grid with 103 cm3 
cubic cells is used in the space between the racks and above the central rack (which corresponds to 
the main plume). The coarsest grid with 203 cm3 cubic cells is used around the side racks. In spite of 
the rather large grid cells, the total number of cells is considerable (5145600), which is due to the 
large sizes of the domain. Simulation of 200 s physical time took 20 hours of CPU time with 84 
cores of 2 Intel Xeon E5-2697 v3, 2.60 GHz processors. 

Due to the large size of the domain compared to the length scales of horizontal and vertical flues, it 
is extremely expensive to conduct a comprehensive grid sensitivity analysis, which requires meshes 
with tens of millions of grid cells. However, our previous work, see Ref. [16], have shown that a 
quantitative agreement of the predicted dynamics of the heat release rate with that measured in the 
FM Global rack storage fire scenario ((2x4x3 boxes in the rack, horizontal flue 15 cm, vertical flue 
46 cm, see Refs. [3, 4]) can still be obtained with the comparable grid resolution (2.53 cm3 cubic 
cells in the central rack area). For the high-rack storage facilities, validation data is not available, 
and the predictions made in this work should be regarded as qualitative. 

Simulation results 

As shown in Fig. 4, the ignitor position greatly affects the overall HRR dynamics which is 
determined by the ventilation conditions and the distances between the combustible surfaces. The 
fastest fire development is observed when the ignitor is placed below and between two boxes, just 
below the narrow vertical flue (see case 2 in the inset in Fig. 4). In this case, a small distance 
between the boxes leads to intensive radiative exchange between and rapid ignition of the adjacent 
surfaces, while the vertical flue above the ignitor promotes fast upward flame spread over the 
vertical side surfaces of the boxes, jointly with the intensive air entrainment due to the chimney-like 
effect. 

 

Fig. 4. Predicted heat release rate time dependences (cases 1, 2, 3 – ignitor locations). 

In contrast, the longest delay of the HRR growth rate is observed if the ignitor is located centrally 
beneath the box, away from the vertical flues (see case 3 in Fig. 4). In this case, the upward flame 
spread is delayed for the time needed for the flame to engulf the bottom of the adjacent box just 
above the ignitor. 
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In case 1 the igniter is located in the centre of the rack between the rows, i.e. in the wide vertical 
flue (see the inset in Fig. 4). In this case, the ventilation and geometrical conditions are favourable 
for upward flame spread, but, on the other hand, the larger distance between the combustible surface 
implies less intensive radiative exchange than that in case 2, and this explains the longer times to 
ignition and the longer delay in the HRR runaway. 

A typical predicted fire dynamics is illustrated by the instantaneous flame shapes and smoke 
concentrations shown in Fig. 3 for case 1. Similar to Refs. [3, 4, 16], the following stages of fire 
development can be identified. First, at time instant 80 s the vertical surfaces of the boxes of the 
first tier are ignited. Then the flame propagates upward over the vertical surfaces of the boxes facing 
inside the rack. At 160 s, the plume starts to widen and the flame spreads over the horizontal 
surfaces of the 2nd to 6th tiers. At 180 s, the flame spreads over the vertical surfaces of the boxes in 
5th and 6th tiers. At about 190 s, all the surfaces of the 7th to 10th tiers are engulfed in fire. High 
irradiation leads to ignition of vertical surfaces of the 11th tier of the side racks, the flame then starts 
to spread downwards. At 250 s, all the boxes of the central rack at the level of 5th to 11th tiers burn. 
At 300 s flame spreads over the horizontal surfaces at the side racks. 

Thus, the time periods of primarily vertical flame spread are followed by the time periods when the 
flame also propagates horizontally over the box surfaces. In the catastrophic case when the fire 
suppression system is not activated, radiative ignition of the upper tiers of the side racks occurs 
eventually. This is followed by the downward flame propagation, which is slower than the upward 
flame spread in the central rack. 

As the fire develops, the effect of the ignitor location ceases, and the above listed stages of the fire 
growth remain to be almost the same, as well as the rate at which the HRR grows. Thus, for the 
three ignitor locations considered in this work, the difference is mainly in the initial delay of the 
HRR runaway. 

It is worthy of note, that the predicted HRR rises extremely rapidly. Clearly, the t-squared fire 
curves shown by the red solid lines for the fast and ultrafast growth rate (as classified by NFPA 
204) fail to replicate the HRR growth rates characteristic of the rack-storage fires. The predicted 

HRR growth rates can still be approximated by the power-law, Qɺ  ~ ( )0

n
t t− , where the value of n  

is in the range from 3 to 6 depending on the selected value of the incubation period, 0t . In 

particular, if the incubation period of 0t  = 130 s is assumed, then the good fit is provided by n  = 3. 

CONCLUSIONS 

Fire growth for two scenarios of practical importance is considered in this work and particular 
attention is given to high-rack storage fires and the mechanisms controlling the heat release growth 
rate and its dependency on time, which is found to be stronger than the conventional t-squared fire 
curves recommended by NFPA 204, etc. Provided that the fire growth during initial stages, i.e. 
before the suppression system is activated, is governed mainly by the upward flame spread 
propagation we first examine a simplified scenario addressing the upward flame spread over a 
continuous 5 m high PMMA slab both numerically and theoretically. Indeed, the dynamics of the 
HRR growth occurring in this simplified scenario also explains the transient fire growth rate in a 
realistic rack storage.  

First, we modify and apply the simplified analytical model, in which combustible surface is divided 
into the inert heating zone and the pyrolysis zone. The relationship for the flame spread is based on 
empirical correlations for turbulent flame length and HRR. In this work we set the turbulent flame 
height to be equal to the inert heating zone height and, thus, an accelerating flame spread can be 
predicted. Assuming that a pyrolysis front is flat and normal to the direction of propagation, the 



Proceedings of the Ninth International Seminar on Fire and Explosion Hazards (ISFEH9) 

806 

HRR growth rate for this scenario can be described using the t3 dependence, which exceeds the 
published measured values [12].  

Secondly, we address the same scenario with CFD simulations using FDS with finite-rate 
pyrolysis model. The transient HRR rate is predicted and favourably agrees the published measured data. 
This and the predicted distribution of the burning rate over the burning surface, which found to be non-uniform 
and transient in time, justify that the pyrolysis front is in fact curviliniar, which explains why the analytical 
model over-predicts the HRR growth rate for the same scenario. The growth rate of the fire driven by the 
upward flame spread in this case is higher than that corresponding to the t-squared fire. The best fit 
to the experimental data [12] yields n = 4.7, while the approximate analytical model predicts n = 3. 
Regimes and mechanisms of flame spread are also examined and found to be depended on the igniter 
properties and size, the analysis of which can be found elsewhere [14]. 

Finally, the simplified approach is applied here to predict the fire growth in the rack storage 
configuration. The predicted fire dynamics is analysed and the influence of the ignitor position is 
found to be substantial only for the initial stages of fire growth. The time periods of primarily 
vertical flame spread are followed by the time periods when the flame also propagates horizontally 
over the box surfaces. In the catastrophic case when the fire suppression system is not activated, 
radiative ignition of the upper tiers of the side racks occurs eventually. This is followed by the 
downward flame propagation, which is slower than the upward flame spread in the central rack. We 
show that a dramatically fast HRR growth rate can be observed for this large-scale scenario, which, 

however, still can be described using the power-law function Qɺ  ~ ( )0

n
t t− . In particular, if the 

incubation period of 130 s is assumed, a t-cube curve is in a better agreement with FDS results than 
a conventional t-squared fire curve for the fast and ultrafast growth rate (as classified by NFPA 
204).  
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ABSTRACT 

A brief historical review covers salient reactor fires and explosions, principally centred around the use of 
graphite as a neutron moderator, and the high temperature generation of hydrogen in reactions of steam 
and zirconium. An alternative to uncontrolled, excessive, build-up of pressure, followed by uncontrolled 
explosion, is the provision of a buffer vessel, in which there is separation of hydrogen from radioactive 
products in permeable membrane separators. The hydrogen is then flared. Possible rates of production of 
hydrogen are compared, along with the rates at which it can be separated and flared in lifted jet flames, 
which give the highest burn rates. Cross winds can result in a transition to rim attached, downwash and 
wake-attached flames, all with a significantly reduced burn rate, or complete flame extinction. The 
performance of lifted jet flames of C3H8, CH4 and C2H4, when exposed to increasing air cross winds 
velocities, are presented. These provide a basis for synthesising the performance of H2 flames, also in 
cross flows. The H2 relationship is rather different from that of the hydrocarbons, on account of the higher 
chemical reactivity of hydrogen, its small laminar flame thickness, reduced air requirement, higher 
acoustic velocity, and minimal flame lift-off distance. Destruction of hydrogen lifted jet flames by the 
cross flow of atmospheric air is significantly less likely than it is for propane jet flames. Flaring with 
micro-tubes might be advantageous for integrating flaring with membrane hydrogen separation, whilst 
high mass flow rates can be achieved with large diameter flares in the lifted flame, supersonic regime. 

KEYWORDS: Hydrogen, jet flames, reactor venting, cross flow.  

NOMENCLATURE 

B molar fuel/cross flow air rate ratio 
C  molar fraction of air in combined molar 

flows of fuel and air into lift-off volume 
Cc critical value of C for reduction in Ub* by 

cross flow 

Cp constant pressure specific heat (J/kg·K) 

CSL values of C, at the equivalence ratio for 
maximum laminar burning velocity, SL 

D pipe diameter (m) 
Do pipe external diameter (m) 
f ratio of fuel to air moles in fuel-air mixture 

for SL 

k thermal conductivity (W/m·K) 

L flame lift-off distance (m) 

uj mean fuel flow velocity at the exit plane of 
pipe for subsonic flow. For ratios of 
atmospheric pressure to Pi equal to, or less 
than the critical pressure ratio, or choked 
sonic velocity after isentropic expansion 
from Pi (m/s) 

U* dimensionless flow number for choked and 
unchoked flow, (uj/SL)( kδ /D)0.4(Pi/Pa) 

Uδ* Value in Eq. (1) with δ =ν/SL in expression 
for U* 

Greek 

kδ  laminar flame thickness, (m) 

 (k/Cp)To/ρjSL 

φSL  equivalence ratio for maximum laminar 
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CD c cross flow air mole density, (moles/m3) CD j fuel mole density, (moles/m3) 
Pa atmospheric pressure (Pa) 
Pi initial stagnation pressure (Pa) 
Rec air cross flow Reynolds number, ucDo/νair 
SL maximum laminar burning velocity of the 

fuel-air mixture in ambient atmosphere 
(m/s)  

To temperature at inner layer of laminar flame 
(K), see [17] 

uc  cross wind velocity (m/s) 

burning velocity 
ν  kinematic viscosity, under conditions of 

ambient atmosphere (m2/s)  
ρ density (kg/m3) 

Subscripts 

a ambient conditions  
air air 
b value at blow-off 
c cross flow air 
i initial stagnation conditions 
j jet fuel 

INTRODUCTION 

Four key reactor combustion incidents are briefly summarised in Table 1. This is followed by more 
detailed considerations, which identify key problems, particularly the rapid formation rate of 
undesirable products at high temperature, their inadequate containment, and the feasibility of 
venting at an adequate rate to the atmosphere. 

Table 1. Some key nuclear reactor fires and explosions 

Incident Problem Remedy 

1957 Windscale. Plutonium 
production. Graphite moderated, air 
cooling, graphite fire. 

Temp. > 380 °C during Wigner 
release. Metal melted. Fire 
increased by increased air flow. 

Fire further increased by CO2. 
Water risked H2

 
generation, but 

“If it goes up we go with it”. 

1979 Three Mile Island. 
Pressurised Water Reactors (PWR), 
loss of coolant. 

Core melted. Zircalloy and steam 
generated H2 bubbles at top of 
reactor. 

Hydrogen bubbles, at top 
released in stages, then mixed 
with air. 

1986 Chernobyl. Boiling Water 
Reactors (BWR). Graphite 
moderator cooling by He/N2. 
Uncontrolled rising temperature. 
Steam bubble increases reactivity. 

Zirconium/steam generated H2. 
Steam explosion probably 
followed by hydrogen explosion. 

Excessive overpressure 
destroyed reactor. Extensive 
fires combatted with water. 

2011 Fukushima. BWR. Coolant 
failure due to earthquake and 
tsunami. 

Hot zirconium cladding reacted 
with steam after water level 
dropped, producing H2. 3 reactors 
had meltdowns and 1 building 
destroyed. 

All 4 reactors had H2 
explosions. Injection of water, 
including seawater. Concerns 
about H2 explosions. 

GENERAL CONSIDERATIONS 

The 1957 Windscale fire arose from the use of graphite to moderate neutron energies in the course 
of plutonium production. Associated Calder Hall power reactors used CO2 as a coolant which, at 
high temperatures could react with the graphite. The Windscale fire was caused by overheating of 
the coolant air above 380 °C during Wigner energy release. This caused the graphite to burn in the 
coolant air. During the fire CO2, was used as an attempted coolant, but it increased the combustion 
rate. At some risk of excessive H2 generation, H2O was successfully employed [1]. Graphite 
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moderation was employed at Chernobyl and in the subsequent fire, after loss of control of the 
reactors, the graphite became incandescent, with the formation of CO. This burned, along with the 
fuel cladding. Additional difficulties are created in reactors by neutron-induced material degradation 
[2]. A problem with graphite in such reactors as the Advanced Gas Cooled Reactor, is the neutron 
displacement damage to the graphite structure. It is difficult to replace the damaged graphite, during 
the reactor lifetime, although this was achieved with the St. Petersburg reactor. Containment prior to 
the Chernobyl incident was inadequate. 

At Three Mile Island, through loss of coolant, about half the reactor core melted. Radio-nuclides 
remained inside the reactor or dissolved in water. Reaction of steam with the zirconium cladding of 
the fuel rods generated H2. Corrosion rates of zirconium become 10 times greater inside a reactor 
[2]. There was no major breach of the containment. Power failure prevented venting of the primary 
containment up the 100 m high stack. Some of the gases seeped into reactor buildings, accidently 
exploded, and removed parts of the structure. The widespread dispersal of H2 would weaken the 
mixture, reducing its laminar burning velocity and whilst, initially, turbulence would enhance the 
burn rate, ultimately it could extinguish it. It has been estimated that a rather lean, near-
homogeneous mixture of 8% H2/air burned, creating an overpressure of 190 kPa [3], and reducing 
the overall damage. Figure 1, from research sponsored by the UK Atomic Energy Authority at the 
time, shows the development of flame quenching with increasing turbulence in weak mixtures of 6, 
8, and 10% hydrogen (stoichiometric % = 29.6) [4]. 

 

Fig. 1. Quenching effect of the rms turbulent velocity on hydrogen-air flame speed, taken from [4]. 

After this incident, reactor owners were required to strengthen venting systems to prevent leakage of 
H2 into secondary containment buildings. Most of the H2 was generated from Zircalloy cladding 
reacting with steam. It has been estimated that 1,200 kg of H2 would be created, were all the 
cladding to be be oxidised by steam, and that complete combustion of the zirconium in a 1,000 
MW(e) reactor would release 198.109 Joules [2].  

Hydrogen and O2 can also be formed in light water cooled nuclear reactors by the radiolytic 
decomposition of water [5]. If significant amounts of H2 and O2 were to be created by radiolysis in 
stoichiometric proportions, this would be very serious because of the very high reactivity of such a 
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mixture [6]. However, Gordon et al. [7] found this not to be so, with no more than 0.7% H2 created 
by radiolysis, and this was removed by recombination. To avoid explosive recombination with O2, 
many reactors have been retrofitted with passive hydrogen recombiners within the containment. One 
approach, implemented in a few Boiling Water Reactors, has been to burn the H2 inside the 
containment using distributed glow plugs [8]. Other remedial action has involved injection of N2 
into the reactor. At Fukushima, reactors survived the earthquake, less so the tsunami. There was no 
reactor cooling an hour after shut down. At both Three Mile Island and Fukushima there was a 
failure to remove the radioactive decay heat from the fuel [9].  

At Fukushima all the fuel in Unit 1 melted, much of it leaking out. Seawater with neutron absorbing 
boron were used as coolant, but reactors overheated for many days. The reactors were GE/Toshiba/ 
Hitachi Boiling Water Reactors, operational since 1971-75, with powers ranging from 460 to 1,784 
MW(e). Pressure built up in Units 1 to 3, with most of the fuel melting [9]. Venting was designed to 
be through an external stack, but, in the absence of power, most of it back-flowed into the top floor 
of the reactor building. Venting began almost 24 hours into the emergency [10]. Containments were 
vented to atmosphere. Hydrogen leaked into reactor buildings and caused large explosions in Units 
1, 3 and 4. Each Unit is estimated to have produced 800-1,000 kg of H2. Hydrogen explosions 
caused tremendous damage. Even when fissioning had ceased, significant heat was generated 
through radioactive decay. 

 
Fig. 2. Containment of Reactor Pressure Vessel, taken from [9]. 

As a consequence, the three Fukushima reactor cores, see Fig. 2, melted in the first two or three 
days of the emergency. There were considerable releases of radio nuclides and cooling water, with a 
total of ten core melts. The rate of formation of H2 was controlled by the rate of oxidation of the 
zirconium fuel cladding by steam, at about 1,300 °C [5]. This rate of reaction was far beyond the 
capability of H2 recombiners, N2 inerting, and the time required to ensure the requisite purity of 
vented gases. This poses the current major challenge. 
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THE CHALLENGE 

In a loss of coolant, or similar crisis, the reactor and its immediate containment are of inadequate 
volume to contain all the hydrogen that might be produced, as is evident from the relatively small 
Primary Reactor Containment shown in Fig. 2. Boiling Water Reactors operate at pressures of about 
8 MPa, while Pressurised Water Reactors, with a secondary circuit, operate at about 16 MPa. Were 
venting to be long delayed a worse situation would arise from failure of the reactor/containment. 
Unless it is well controlled, allowing emergency venting to atmosphere too early will disperse 
undesirable radio-nuclides and increase the probability of uncontrolled hydrogen explosions. This 
perspective leads to the necessity of a large buffer vessel into which the primary products are 
vented. Ultimately, large amounts of H2 must be vented, preferably free of undesirable radio-active 
products. This might be achieved by separating and containing such products, while the hydrogen 
would be contained and flared in a controlled manner.  

Hydrogen separation has been proposed, through the use of hydrogen gas permeable membrane 
separators in a stream rich in H2. This could be passed through a charcoal adsorber to adsorb radio-
active particles and then flared in a gas burner [11, 12]. Inability to control the build-up of the high 
temperature reaction products, inadequate venting rates, particularly of hydrogen, and crisis 
management have been characteristic features of the described malfunctions. An essential 
requirement is a large buffering volume to contain the products during their initial high rates of 
formation. It is also desirable to separate and contain the most damaging products, whilst flaring 
hydrogen as soon as possible, in order to prevent its build up. A safe balance must be sought 
between rates of H2 production, separation, and flaring. Although flaring of H2 is not essential, if the 
release is large, it is a safeguard against its hazardous accumulation elsewhere. The hydrogen flaring 
process is now briefly considered, in terms of its feasibility for achieving adequate burn rates, the 
practicality of flaring, and the ability of flares to withstand cross winds. 

CONTROL OF HYDROGEN FLARING 

Limitations due to blow-off 

Jet flames exhibit a variety of structures, ranging from lifted flames with high burn rates, in which 
the fuel jet flow is dominant, to rim and turbulent wake flames, the latter stabilised by the wake of a 
strong air flow across the fuel pipe. Flame blow-off and extinctions in the former case occur at 
sufficiently high values of the flow number, U*. In the latter, they occur when the Reynolds 
numbers Rec, based upon the pipe outer diameter and cross flow air velocity becomes sufficiently 
high [13]. Between these limits are a variety of other structures ranging from rim-stabilised to 
downwash flames. Because of the importance of their higher burn rate, lifted flames will be 
considered in detail, together with the effects of an increasing cross flow of air. The parameter Ub* 
was formulated on the bases of both stretched laminar flamelet mathematical modelling [14] and the 
experimental derivation, correlation, and validation of appropriate dimensionless groups. Data were 
drawn from a vast experimental data bank [15]. This covered jet velocities, burning velocities, 
emitting plume heights, flame lift-off distances, and flame heights, involving six different fuels. 

Flaring consists of the burning of a jet of excess fuel in the atmosphere. The highest burn rate within 
the reaction zone is achieved at the leading edge if the lifted flame, with flamelets burning at the 
maximum laminar burning velocity, SL. The lift-off distance, L, is the distance between the exit 
plane of the pipe and this leading edge. If the ratio of fuel pipe diameter, D, to laminar flame 
thickness, δk, [14] is too small, there is difficulty in maintaining combustion, and the flame is soon 
quenched by excessive air entrainment.  
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Figure 3 shows experimentally-based correlations of the dimensionless flow number, Ub*, at blow-
off, for different values of δk/Db [16]. There is no cross flow and data are shown for four fuels. The 
flow number on the x axis, is defined as Ub*, =  (uj/SL)(δk/Db)

0.4(Pi/Pa), where uj is the mean fuel 
exit velocity, Db is the pipe diameter for blow-off, and (Pi/Pa) is the ratio of upstream stagnation to 
atmospheric pressure. Uniquely, in H2 flames, the high diffusivity of H atoms induces significant 
heat release earlier in the flame [17]. This necessitates a different approach in the use of flame 
thickness in generalised correlations [18]. This thickness is given by δk = (k/Cp)To/ρjSL [18] for the 
leading maximum laminar burning velocity. The data in Fig. 3 are experimentally based, from [16], 
except for C2H4 from [19], and are overwhelmingly from the subsonic pre-choked regime.  

 
Fig. 3. Sonic and subsonic lifted jet flame blow-off and quench boundaries, for C3H8, CH4, C2H4, and H2 . Short 

dashed horizontal lines show critical pressure ratio condition.  

Locations at which the critical pressure ratio is attained on each blow-off curve in Fig. 3 were found 
from the compatibility of δk/Db and Ub* at this pressure ratio. These are indicated by the short 
horizontal broken lines, below which flow is choked at blow-off. Below the blow-off curve, Ub*, for 
a given fuel, towards the lower values of δk/Db, is the regime of lifted flames, with larger pipe 
diameters, above which stable lifted flames can be maintained. Above the curve, is the regime of 
decreasing pipe diameters, below which blow-off occurs. 

Hydrogen flaring, with SL = 3.03 m/s, is analysed, in terms of these generalised characteristics of 
lifted jet flames. First, in Fig. 3 the use of a micro-tube, D = 2.0 mm, δk = 0.03985 mm [16, 18], 
δk/Db = 0.02, is considered. The initial/atmospheric pressure ratio is Pi/Pa = 1.8, just within the 
subsonic regime, before choked flow develops. Because of the high acoustic velocity of H2, arising 
from the low molecular mass, the exit velocity, uj, is also high, at 1,159 m/s, and Ub* = 144. These 
conditions give a micro-tube mass flow rate of H2 of 1.3 kg/hour, indicated by the upper asterisk in 
Fig. 3.  

Now consider blow-off in the choked flow regime, with Pi/Pa increased to 10 and D = 10 mm. In 
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this regime, the reaction rate is enhanced by shocks and supersonic flows, at high Ub*. Now δk/Db = 
0.004, and uj is equal to the acoustic velocity of 1,202 m/s, with an associated density of 0.51924 
kg/m3. These conditions yield Ub* = 436, a mass flow rate of 176.5 kg/hour, indicated by the lower 
asterisk, and a jet flame heat release rate of 6.9 MW. The generalised data in [15] suggest the jet 
flame height would be 4.8 m. 

Hydrogen has a number of characteristics contributing to high jet velocity flames: a high laminar 
burning velocity, small flame thickness, small air requirement, and a high acoustic velocity. In 
contrast, its high reactivity makes it more prone to flame flashback from premixed flames.  

LIMITATIONS DUE TO AIR CROSS FLOW 

A further desirable characteristic in the flared venting of jet flames is an ability to survive the cross 
winds that might occur in the atmosphere. Available experimental data, on the effect of cross wind 
on Ub* have been re-expressed, but for pre-choked flow only, in terms of a parameter C. This is the 
mole fraction of cross flow air in the mixture that is created with the jet fuel, within the lift off 
distance, L. This has a volume (ED2/4)L, with measured steady fuel jet and air cross flows into it. 
The resulting experimental data for Ub*, processed in this way for C3H8, and CH4, from [19], are 
plotted against values of C for different D/δk, in Fig. 4. Stable, smaller diameter, jet flames exist 
within the peninsula. At the upper, lifted flame, limit, blow-off occurs, and at the lower limit slower 
burning flames are no longer lifted, but are attached to the burner. 

 

Fig. 4. Blow-off limits of stable CH4, C2H4 and C3H8, lifted flames with air cross flows, in terms of Ub* versus 
C, for different values of D/δk. The dashed curve for H2 is synthesised from the data of the other fuels. 

Initially, as the air cross flow velocity, uc, and C increase from zero, the mixture within the lift-off 
volume becomes more reactive. This causes the blow-off velocity and Ub* to increase. Other similar 
stability peninsulas for these gases, at different values of D/δk, can be constructed from the data in 
[19]. The experiments show that eventually increasing the  cross flow necessitated significant 
reductions in the fuel flow rates and the values of Ub* that could be sustained, at a critical value of 
C, = Cc. This occurs before C has attained a value, CSL,  = (1 + φSL )-1, at which the associated 
equivalence ratio in the lift-off volume is that for SL, namely, φSL. Both of these values of C are 
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given in Table 2 for the different fuels. Of course, additional air is still entrained by the jet 
downstream beyond the lift-off distance. At Cc, the flow number Ub* must decrease in order to 
sustain the flame. Ultimately there is a transition to the lower limb of the peninsula and uc is much 
reduced. For smaller values of D/δk, values of Cc, become less clearly defined. An example of this is 
indicated by the dotted curve for C2H4 in Fig. 4. 

For the C3H8 peninsula in Fig. 4, at Cc the experimental data show quenching to begin at uj = 
242 m/s, with uc = 5 m/s, as Ub* begins to fall sharply. For the CH4 peninsula comparable values are 
uj = 192 m/s and uc = 3 m/s. These low values of uc suggest that quite moderate cross flows can 
jeopardise the stability of lifted flames.   

No cross wind data could be found for H2, but from the experimental cross wind data available for 
the other three gases, it was possible to estimate the performance of hydrogen lifted jet flames in air 
cross flow. Another important  factor controlling lifted jet flames in the presence of cross flows, is 
the ratio, f, of fuel to air moles at φSL. Values of f also are given in Table 2. Hydrogen requires 
significantly less air than hydrocarbons, and the value of f for H2 is more than ten times higher than 
that for C3H8. As can be seen from Table 2, its CSL value of 0.569, is significantly lower than those 
for the hydrocarbons. It was found that, for the same value of D/δk, Cc tends to decrease with CSL. 
Consequently, the value of Cc also will be low. Guidance about the extent of this deficit below CSL 

for H2 was obtained from consideration of that occurring for other gases. This led to the tentative 
assignment of a value of Cc = 0.44 for H2, with a value of Ub* of 144 at C = 0, and D/δk = 50, taken 
from Fig. 3. These considerations enabled the tentative, dashed, characteristic peninsula for H2, 
shown in Fig. 4, to be constructed. 

From the material balance of jet and cross flows in the lift-off volume, it follows that that C = 
1/(B + 1). Here B = (ujCDF/ucCD c)π/4(D/L), in which the first bracketed term is the ratio of fuel to air 
molar fluxes into the lift-off volume. Evaluation of uj/uc requires the normalised lift-off distance for 
H2 lifted flames, and this was found from the expression given  for L/D, based on a different 
expression for flame thickness in Uδ* [24]: 

 (L/D)f = -0.0002Uδ*
2 + 0.19Uδ* – 3.3.                  (1) 

This remains valid as the cross flow develops, but it becomes increasingly unreliable beyond Cc. 
The expression for B yields values of uj/uc, at the onset of the rapid decline in Ub*. The value of Ub* 
then gives that of uj.  

Table 2. Property values and references for characterising Fig. 4 

Fuel D/δk Ref. SL φSL SL, m/s f CSL  Cc 

C3H8 60 [20] 1.1 0.43 0.046 0.956 0.93 

C2H4 32 [21] 1.2 0.72 0.084 0.923 0.65 

CH4 62 [22] 1.02 0.39 0.107 0.903 0.81 

H2 50 [23] 1.8 3.03 0.756 0.569 (0.44) 

These various considerations suggest that for H2, with Ub* = 144 and uj = 1159 m/s, with Cc = 0.44, 
D/δk = 50, and f = 0.756, then uc = 62 m/s. A natural atmospheric cross wind as high as this is 
uncommon. It is therefore unlikely that a lifted, venting hydrogen flame could be significantly 
disturbed by atmospheric conditions, and make the transition to a slower burning attached flame. 
This behaviour contrasts with that for C3H8 and CH4. The high value of f for hydrogen reduces the 
air requirement and lift-off distance, while the high acoustic velocity is associated with high jet 
velocities at a given Mach number. These can be subsonic and in excess of 1,000 m/s.  
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CONCLUSIONS 

1. Loss of coolant and other malfunctions can result in reactors over-heating and creating a variety 
of chemical reactions and heat releases. This must also be viewed in the context of improving 
operational efficiencies by operating reactors at higher temperatures. The least acceptable 
consequence of these is uncontrolled reactor failures, with the release of radioactive products and 
explosive gases into the atmosphere. Ideally, such a release could be avoided by early venting of the 
reactor, without any release of noxious products and flammable gases, and no external explosion. 
This might be achieved by venting the reactor into a much larger buffer vessel, in which the 
hydrogen might be wholly or partially separated and then flared.  

2. In normal operation, H2 recombiners can process about 195 kg/h of H2, but in the case of an 
accident, the required rate would increase 100 to 400 fold [11], beyond the capabilities of this 
technique. In this situation, it has been proposed that, after removal of the water from the gaseous 
mixture, the H2 should be separated, using a gas permeable membrane separator [11]. The H2 stream 
would then pass through a charcoal adsorber to remove radioactive products, before being finally 
flared. If choked flow flaring on a 10 mm pipe, as demonstrated in Fig. 3 at a rate of 176.5 kg/h, 
were to be employed, the accumulated approximate estimate of 3,000 kg of H2 at Fukushima would 
be flared on three such burners in just under 6 hours. There are many ways in which H2 membrane 
separation can be implemented, covering a rich variety of materials, and structures [25]. 

3. With hydrogen permeable membrane separation, it is suggested in [11] that the differential 
pressure across the membranes should not exceed 1.724 MPa. If the H2 were to be stored at 2 MPa 
and 300 K, 1,000 kg of H2 would occupy a volume of 1,638 m3, a cube with a 11.8 m side. This is a 
practically convenient size, which might combine storage and separation. The present analyses of 
the subsequent flaring have shown that the characteristics of H2 are particularly well suited to a 
flexible approach to storage, separation and flaring, albeit with some possible delay for H2 
separation if dispersal of harmful radio-active products is to be avoided.  

4. Flaring of H2 is favoured by its low air requirements which leads to compact lifted flames. Its 
high acoustic velocities, arising from its low molecular mass, combined with its high burning 
velocity, lead to high values of fuel jet velocity. Although the analysis of air cross flow on H2 lifted 
flames provides only an estimate of velocities, rather than accurate predictions, it nevertheless 
clearly shows that the extinction of lifted flames due to atmospheric cross winds is unlikely. The 
same cannot be said of C3H8 and CH4 flames. There is clearly a need for experimental data on H2 
lifted jet flames in cross flows. 

5. A unique aspect of H2 jet flames is their ability to support micro-jet flames, a consequence of 
their low δk values. This could be relevant also in the separation process. Another possibility is for 
vented gas from the reactor to be immediately flared in micro-jets, followed by removal of radio-
nuclides. 
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ABSTRACT 

The use of Computational Fluid Dynamics (CFD) models can contribute to prevent jet fire accidents in 
facilities. Despite their great potential, validation analysis must be performed before their use in real 
applications to examine the accuracy of the results obtained. The paper examines the predictive 
capabilities of the FDS, FireFOAM and FLACS-Fire codes when modelling the expanded regions of 
vertical sonic jet fires of propane in an open environment. To comply with the low Mach number 
limitation of the CFD codes used, the pseudo-diameter approach has been applied to simulate the 
equivalent exit conditions of the jet after the expansion. Predictions of the flame temperatures, the emitted 
radiative heat fluxes, and the flame-geometry descriptors are compared with experimental data. The 
promising results indicate the suitability of the technique used to predict the hazardous effects of sonic 
flows, especially in FDS and FLACS-Fire. 

KEYWORDS: CFD, fire modelling, jet fires, sonic flow. 

NOMENCLATURE 

G flame area (m2) 	 speed of sound (m/s) H diameter (m) ' turbulent kinetic energy (m2/s2) I flame length (m) C�  mass flow rate (kg/s) JK Mach Number JL molecular mass of fuel (g/mol) / constant of ideal gases /0 Reynolds number 

M lift-off distance (m) � temperature (K) N gas velocity (m/s) 

Greek O	 dissipation rate (m2/s3)	� density (kg/m3) 

Subscripts 0� equivalent exit conditions P flame Q+ orifice ∞ ambient conditions 

INTRODUCTION 

Onshore and offshore facilities, involving chemical process industries or refineries, are continuously 
exposed to the risk of industrial accidents (fires, explosions and toxic releases) [1]. In particular, 
explosions and toxic releases may injure people within a large damage radius. However, fires are 
the most common events (41.5%) as reported from a MHIDAS (Major Hazard Incident Data 
Service) survey involving 6,099 accidents [2]. Most hydrocarbon fires originate from a loss of 
containment. However, the final type of fire can be different, depending on the fuel properties and 
their state [3]. When a pipe is broken, when a hole forms in a tank, when gas leaks from a flange, or 
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when a safety valve is opened, a high-velocity leak of gas, or two-phase flow, can be immediately 
ignited creating a jet fire [4]. For most gases, the sonic velocity is reached if the source pressure 
exceeds 1.9 bar, which is common in many storage tanks and pipelines [5]. 

In general, sonic jet fires are smaller than other accidental fires; nevertheless, the high probability of 
flame engulfment and the high heat flux can in turn affect other equipment within a very short 
period of time, leading to a significant escalation of the accident, known as the domino effect [6]. In 
this context, active protection systems as well as inherently safer design measures are commonly 
applied, such as effective separation distances, in order to prevent the chain of accidents possibly 
caused by jet fires [7]. Specifically, international standards provide safe distances that should be 
attained between potential ignition sources and flammable materials, to restrict the occurrence of jet 
fires. However, these are based on empirical and statistical data, and do not cover the overall 
characteristics of the fire behaviour, and are restricted to certain fire scenarios [8]. In addition, the 
continuous developments of the processes performed in these facilitates may affect the geometrical 
distribution of the plant, the fuel inventory, and the location of the ignition sources. Therefore, 
separation distances could be unfeasible due to the high costs involved and the operability 
restrictions. 

Given the difficulties in establishing reliable separation distances by traditional methods, alternative 
techniques should be used, such as Computational Fluid Dynamics (CFD) modelling. CFD codes 
solve the fundamental conservation equations governing fluid dynamics coupled with additional 
sub-models (i.e. turbulence, combustion, radiation) to describe the processes occurring during a fire. 
By this, an in-depth understanding of the phenomena associated with accidental jet fires can be 
attained, combined with the implementation of reliable safety distances. Despite the great potential 
of CFD codes, validation analysis must be performed before their use in real applications to 
examine the accuracy of the results obtained. The fundamental strategy is to compare computational 
estimations with experimental data. 

This paper assesses the predictive capabilities of the Fire Dynamics Simulator v6.6.0 (FDS), the fire 
solver of OpenFOAM v6.0 (FireFOAM 2.2.x) and the Flame Accelerator Simulator Fire v10.7 
(FLACS-Fire) when modelling the expanded regions of experimental vertical sonic jet fires. The 
pseudo-diameter approach is used to convert the sonic flow compressible conditions to subsonic 
expanded conditions as function of different Mach numbers. Predictions of the mean flame 
temperatures, mean heat fluxes, mean flame lengths, and mean flame areas are qualitatively and 
quantitatively compared against experimental data. 

EXPERIMENTAL DATASET 

CFD simulations are aimed at reproducing five vertical sonic experimental propane jet fires in an 
open environment, designated D10_0.09, D12.75_0.13, D15_0.18, D20_0.27 and D25.5_0.34 [9]. 
The first figure corresponds to the diameter of the jet orifice in mm and the second figure the mean 
mass flow rate of the gas through the exit orifice in kg/s. During the experiments, a wide-angle 
radiometer was located at 5 m distance from the fire origin and 1 m above the exit orifice to record 
the heat flux. Also, a B-type (0.35 mm-diameter) uncoated thermocouple was located 3.2 m above 
the orifice to register the flame axis temperature. Moreover, jet fires were filmed using a VHS 
camera, which registered visible images, and a thermographic IR camera, which indicated the 
apparent temperature distributions of the flames, defining the jet flame contour by the isotherm of 
525 ºC [9] (Fig. 1). 

For each test, the recorded IR images corresponding to the stationary state of the fires were 
subsequently treated with an in-house MATLAB® algorithm [10]. The stationary state is that of a 
fully developed flame, stabilized with a lift-off distance from the jet exit. The main goal of the 
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image treatment was to separate the flame region from the background of the IR images, by 
comparing the temperature at each pixel element. Pixels with greater apparent temperatures than 
525 ºC were considered as flame, while the rest were considered as background. Mean values of the 
flame-geometry descriptors were obtained by averaging the segmented images. The flame length 
was defined as the orthogonal distance between the fire base and the highest pixel element; and the 
flame area was determined by multiplying the number of pixel elements by the area occupied for 
each one. 

 
Fig. 1. Example of images recorded from the D25.5_0.34 sonic jet fire experiment by means of a VHS camera, 

an IR camera, and the corresponding segmented image. 

NUMERICAL MODELLING 

CFD codes 

FDS is an open source code developed by the National Institute of Standards and Technology 
(NIST) that numerically solves a form of the Navier-Stokes equations appropriate for low-speed, 
thermally-driven flow. FireFOAM is another open code developed between CFD Direct and FM 
Global, based on a set of object-orientated CFD toolboxes written in C++. FLACS-Fire is a 
commercial CFD code especially designed for fire hazard applications in the process industry.  

Due to the high-turbulent flows occurring in sonic jet fires, the exact solution of the governing 
equations is beyond the capabilities of the most powerful computers. Alternatively, numerous 
turbulent models are available to figure out the flow structures in a sub-grid scale stress accounting 
for the important small-processes that cannot be directly resolved. In particular, the ' � O two-
equation eddy viscosity model is implemented in FLACS-Fire to ensure the closure the Reynolds-
averaged Navier–Stokes equations (RANS). It is one of the least computational expensive 
turbulence models as it solves the Navier-Stokes equations for the mean flow variables. On the 
other hand, FDS and FireFOAM represent the flow motion via Large Eddy Simulations (LES). 
Additional equations are not required and a more realistic flow field is rendered; however, LES are 
more computationally expensive than RANS. In both codes the sub-grid scale turbulent viscosity is 
dynamically solved as a function of the sub-grid kinetic energy, the LES filter size, and a model 
constant. 

The chemical reaction of fuel and oxidant is computed in the codes used by means of the Eddy 
Dissipation Concept (EDC), which simplifies the chemistry and neglects the kinetic effects derived. 
Specifically, the differences between codes lie in the way of solving the mixing time scales between 
fuel and oxidizer. For example, in FLACS-Fire, these depend on the mass fractions and the reacting 
fractions of fine structures. Differently, the mixing scale times in FireFOAM are calculated as a 
function of two model constants, the LES filter size, and the sub-grid kinetic energy. Otherwise, 
FDS uses a more detailed reaction time scale model, based on the fastest physical process of the 
local state of the flow field. 

LF AF 

SF 
Dor 
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Moreover, the Discrete Transfer Model approach is used to compute the radiation transport equation 
in FLACS-Fire, whose spatial discretization notably depends on the number of solid angles, and the 
ambient emissivity. Particularly, 100 solid angles were set-up to solve the radiation field in FLACS-
Fire. On the other hand, FDS and FireFOAM use the Discrete Ordinate Model to estimate the 
radiation heat transfer. The main difference between both codes is that FDS incorporates a 
correction factor. A total of 48 solid angles have been proven sufficient for an accurate angular 
discretization for the solution of the radiative transport equation in FireFOAM [11], whereas 100 
were set-up for FDS, as defined by default. More technical details about the sub-models solved and 
the model’s constants can be found in [12] for FDS, in [13] for FireFOAM, and in [14] for FLACS-
Fire.  

Measuring devices  

Different virtual sensors were located, as described in the experimental dataset within the 
computational domain for each jet fire simulation, to estimate the flame temperatures and heat 
fluxes. The flame-geometry descriptors were calculated by means of a 2D slice file (SF) that 
recorded the temperatures evolution on the centreline axis of the jet. Then, different post-processors 
were used to convert the slice files into spreadsheets containing the mean temperatures gathered at 
each cell for the different simulated times: fds2ascii for FDS, ParaView v5.4 for FireFOAM and 
Flowvis v5 for FLACS-Fire. As performed with the IR segmented images, the flame regions for 
each simulation were separated from the background by applying the defined threshold temperature.  

Mach number constraint 

Sonic jet fires are usually divided into three zones, which are related to different Mach numbers: (i) 
the nearfield or under-expanded zone (JK S 1.0); (ii) the transition zone (0.3 W JK W 1.0); and 
(iii) the farfield or expanded zone (JK W 0.3) [15]. Within the nearfield zone, the sonic velocity is 
established at the nozzle exit (JK � 1.0) with a gas pressure greater than the ambient. Then, the 
released flow undergoes rapid expansion and quickly accelerates to supersonic expansion (JK XX1.0) with the decrease in pressure and density. Consequently, the outflowing gas is governed by 
compressible and viscous effects, which avoids its mixture with the ambient flow. As the supersonic 
flow crosses the Mach disk, better mixing occurs in the transition zone, due to an abrupt decrease in 
velocity to subsonic speeds and increases in pressure and density. Both flameless zones are 
surrounded by a supersonic flow and coincide with the lift-off distance, defined as the distance 
between the outlet orifice and the base of the flame. Figure 2 shows the schematic representation of 
the under-expanded structure of sonic jet fires and the Mach number distribution [16]. As the 
distance from the gas release orifice increases, the velocity of the flow and the Mach number 
decrease progressively, until the air-fuel mixing is completed and the jet flame occurs. At this point, 
at the farfield zone, the jet is totally expanded, the subsonic regime is achieved and the flow 
becomes incompressible.  

 
Fig. 2. Schematic representation of the under-expanded structure of sonic jet fires [16]. 
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The CFD tools used consider the low Mach number formulation of the Navier-Stokes equations to 
reduce the number of equations solved, hence improving the numerical stability and reducing the 
computational times. Therefore, these CFD codes are only able to simulate the farfield zones, where 
the jet is in pressure equilibrium with the ambient fluid. In this context, the pseudo-diameter 
approach is used to scale the compressible initial conditions of the sonic jet at the exit orifice (i.e. 
temperature, velocity, diameter and velocity) to the expanded zone (Fig. 3) [17]. The method relies 
on mass conservation, and prevents air entrainment within the compressible region. Also, the 
equivalent pressure and temperature are assumed to be the same as the ambient fluid: (i) C�  Y �C� ��; (ii) � Y � �Z; (iii) 5 Y � 5Z. Given that N Y � JK	, the equivalent diameter of the sonic jet 

fire can be determined as a function of JK as follows: H Y � [4C�  Y E� YJK	⁄ . 

 
 Fig. 3. Sketch of the pseudo-diameter approach used to scale the initial conditions of the sonic jet fires [17]. 

Table 1. Equivalent diameters of the jet fire experiments as a function of the Mach number 

Mach number - 0.01 0.025 0.05 0.10 0.20 

Experiment ^�� (mm) ^ Y  (mm) 

D10_0.09 10 140 90 60 40 30 

D12.75_0.13 12.75 160 100 70 50 40 

D15_0.18 15 190 120 90 60 40 

D20_0.27 20 240 150 110 70 50 

D25.5_0.34 25.5 260 170 120 80 60 

 
The equivalent diameter approach proposed for this analysis neglects some of the real physical 
effects. First, the amount of ambient air entrained into the base of the flame that mixes with the fuel 
is not accounted. Also, the flameless distance between the exit orifice and the flame base is not 
estimated. Instead, an equivalent diameter of the flame base is directly assumed as a function of a 
Mach number, whose value is unknown. In this sense, five different Mach numbers have been 
considered for the analysis, to identify the most appropriate one: 0.01, 0.025, 0.05, 0.10 and 0.20 
(Table 1).	As observed, the greater the Mach number, the smaller the equivalent diameter of the jet 
after the expanded region. Even if JK � 0.3 typically represents the threshold accounting for flow 
compressibility, this value has not been considered due to the very small diameters that would 
imply. Indeed, the equivalent diameter values would be very similar to the experimental ones, hence 
significantly increasing the computational times due to the very thin cell sizes required. 
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Mesh resolution 

The size of the cells modelled may probably represent the most important numerical parameter 
defined by the user in CFD simulations. The grid sizes, coupled with the numerical methods, often 
determine the accuracy of the results reached and the computational times: the thinner the cell size, 
the better the computational resolution and the greater the simulation time. Consequently, it is 
necessary to provide a good balance between low grid resolution and reasonable computational 
costs. Cell sizes of buoyant plume simulations are commonly based on the characteristic diameter of 
the fire [18]. However, this approach cannot be used in sonic jet fires due to its momentum-
dominated nature and the high flow velocities achieved. Furthermore, the equivalent diameters of 
the jets are the only geometrical constraints that define the minimum cell size. Consequently, the 
cell size of each jet fire scenario (in m3) has been defined as the cubic root of its equivalent diameter 
(in m). For example, the D10_0.09 (JK � 0.01) scenario has been modelled with a cell size of 0.14 
x 0.14 x 0.14 m3, and the D12.75_0.13 (JK � 0.05) with a cell size of 0.07 x 0.07 x 0.07 m3.  

Simulations were run for 60 s to achieve long-duration steady states. The mass loss rates were 
prescribed according to the experimental data. A soot fraction of 0.09 kg/kg was assumed for the 
combustion of propane [19]. Apart from that of the ground, the rest of the boundaries were open. 

RESULTS AND DISCUSSION 

Experimental results 

Figure 4 depicts the scatter plots of the variables experimentally measured for the different sonic jet 
fires as function of the Reynolds number: the flame temperature obtained with the thermocouple, 
the heat flux, the flame length, and the flame area. These values correspond to the mean values 
obtained by averaging the variables evolutions over 30 s during the steady state. Also, vertical bars 
are added to represent the standard deviation around their mean values. 

The mean flame temperatures oscillate considerably between 1100 and 1600 ºC due to the 
continuous thermocouple reading fluctuations along the jet axis, as a result of the high-velocity flow 
driven forces. Also, some temperatures measuring errors could be induced due to the type of 
thermocouple used. So, discrepancies between simulated and measured temperatures may be found, 
given the difficulties of reaching stable values of the mean flame temperature. On the other hand, 
the measured heat fluxes slightly increase with Reynolds number, i.e. higher flow velocities lead to 
greater heat fluxes received at a certain distance from the jet flame. Then, the dimensionless flame-
geometry descriptors behave similarly: their mean values decrease as the Reynolds number 
increases. In particular, the non-dimensional flame areas constantly decrease, while the 
dimensionless flame length variations become more evident when /0 X 3 · 10`. Consequently, it is 
deduced that sonic jet flames become thinner and longer as the /0 increases until achieving 
maximum lengths at a certain experimental conditions. 

CFD modelling results 

Figure 5 qualitatively compares the previous experimental measurements against the mean 
predictions obtained with the CFD codes used by averaging the steady evolutions computed during 
30 s. The solid diagonal line indicates perfect agreement between predictions and measurements, 
while dotted lines and long-dashed lines represent the ± 25% and ± 50% prediction error, 
respectively, compared to the experimental measurement. All graphs include vertical and horizontal 
bars that represent the standard deviation of the simulation results and the experiments, respectively. 

Prior to the analysis, it is worth noting that FLACS-Fire could not perform simulations with cell 
sizes smaller than 0.06 m, which occurred in those tests with Mach numbers of 0.10 and 0.20. The 
use of very thin grids under RANS turbulence model creates convergence problems in the near 
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boundary surfaces of the domain leading to numerical instabilities. On the other hand, when 
FireFOAM simulations were run with cell sizes greater than 0.15 m (Mach numbers of 0.01 and 
0.025), jet flames are represented as “columns of fire” ranging from their bases to the upper 
boundary layer. In that case, the coarse grids cannot accurately resolve the rate of fuel/oxidant 
mixing. 

Flame Temperature Heat Flux 

  
Flame Length Flame Area 

  

 

Fig. 4. Flame temperatures, heat fluxes, flame lengths, and flame area measurements obtained for the different 
sonic jet fires analysed. 

In general, flame temperatures are often under-predicted in the CFD codes used. FDS estimations 
lead to an error estimation that ranged between 25% and 50%, where better agreement is often 
found when jet fires are modelled at smaller Mach numbers. In the case of FireFOAM, a lack of 
agreement is clearly observed, as an error estimation higher than 50% is reached in most cases. The 
maximum simulated temperatures are 650 ºC, while the measured values notably exceeded 1000 ºC. 
The lower accuracy obtained in this code could be mainly due to the model constants implemented 
within the combustion approach, as well as the simplicity of the mixing scale time calculation 
method. On the other hand, FLACS-Fire appears to be the most precise CFD model to predict the 
temperatures of the flame, as most of the values lead to an error estimation lower than 35%. This 
highlights the suitability of the ' � O turbulence model, and the methodology used to compute the 
mixing scale times within the EDC approach.  

Concerning the heat flux predictions, each code behaves differently. For example, over/under 
estimations are obtained in FDS, with an error estimation often lower than 50%. In contrast, heat 
fluxes are largely over-estimated in FireFOAM, with an averaged error estimation greater than 50%. 
The implementation of a model constant able to correct the emission term in the DOM equation, 
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such as this applied in FDS, could improve agreement. Also, a better agreement may be reached in 
both codes by increasing the number of solid angles. Furthermore, the FLACS-Fire results 
reasonably match the experimental measurements, as occurs with the predicted flame temperatures. 
The promising results obtained in FDS and in FLACS-Fire could be also used in further analysis to 
determine the surface emissive power of the jets by considering the atmospheric transmissivity 
(often assumed to be 1) and the corresponding view factor. 

FDS 

  
FireFOAM 

  
FLACS-Fire 

  

 

Fig. 5. Predicted values of the mean flame temperatures (left) and the mean radiative heat fluxes (right) 
estimated in FDS, FireFOAM and FLACS-Fire. 

Furthermore, very good agreement is reached in FDS when calculating the mean flame lengths, with 
error estimations always lower than 25%, whereas less accurate predictions are obtained in 
FireFOAM and FLACS-Fire (Fig. 6). In general, the lower the Mach number, the more precise the 
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estimations found in FLACS-Fire. On the other hand, flame areas are reasonably predicted in FDS, 
with better agreement reached under smaller cells. Contrarily, these are remarkably under-estimated 
in FireFOAM and in FLACS-Fire, regardless of the cell size. Therefore, both codes simulate very 
thin flames, hence demonstrating that the air entrained into the domain mixes with the released fuel 
much faster than in reality. 

FDS 

  
FireFOAM 

  
FLACS-Fire 

  

 

Fig. 6. Predicted values of the mean flame lengths (left) and the mean flame areas (right) estimated in FDS, 
FireFOAM and FLACS-Fire. 

Quantitative error estimation  

Qualitative comparisons are of high interest to quickly determine the suitability of a code to predict 
a variable of interest. However, when using this approach, there is no quantification of either the 
computational uncertainties or the agreement reached over time. Alternatively, the fractional bias 
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(FB) and the normalized mean square error (NMSE) quantitative performance measures have been 
calculated (Table 2) [20]. Although a perfect model would have FB and NMSE values of 0, it is to 
be noted that for research-grade field experiments, “acceptable” performing models must be within 
the performance criteria (PC): NMSE ≤ 0.5 and -0.3 ≤ FB ≤ 0.3 [21]. 

Table 2. FB and NMSE values for the main variables of interest obtained with the different CFD codes 
as a function of the Mach number. Bold italic values indicate that the metric is within the established PC 

CFD 
Mach 

Number 

Temperature Heat Flux Flame Length Flame Area 

FB NMSE FB NMSE FB NMSE FB NMSE 

FDS 

0.01 0.32 0.14 -0.42 0.30 0.06 0.01 0.18 0.13 

0.025 0.47 0.25 0.05 0.15 0.02 0.01 0.10 0.13 

0.05 0.63 0.49 0.26 0.39 -0.15 0.03 0.04 0.14 

0.10 0.61 0.46 0.30 0.23 -0.04 0.00 -0.21 0.20 

0.20 0.57 0.40 -0.03 0.10 0.00 0.01 -0.63 1.09 

FireFOAM 

0.05 0.70 0.60 -0.96 1.33 -0.03 0.08 0.67 0.62 

0.10 0.71 0.65 -1.01 1.44 0.32 0.47 1.05 5.56 

0.20 0.71 0.64 -1.07 1.65 0.36 0.28 1.12 3.06 

FLACS-Fire 

0.01 0.33 0.62 0.27 0.38 -0.47 0.26 0.49 1.02 

0.025 0.27 0.13 0.06 0.13 -0.60 0.39 0.63 0.62 

0.05 0.28 0.14 -0.28 0.40 -0.65 0.32 0.57 0.51 

Concerning the FDS estimations, it is observed that most of these are within the criteria established. 
Nevertheless, the notable under-predictions of the flame temperatures lead to fractional bias values 
greater than 0.30 for all the Mach numbers modelled. Also, non-acceptable values of the statistical 
metrics are obtained for flame areas and for heat fluxes when simulations are performed with very 
thin and coarse cell sizes, respectively. Apart from the predictions of the flame temperatures, whose 
deviations may be caused for multiple reasons (i.e. sub-models implemented, models constants, 
numerical schemes, etc.), the rest of the variables are reasonably well estimated. In particular, the 
sonic jet fire simulations performed in the current study are recommended to be run with equivalent 
diameters obtained with Mach number ranged between 0.025 and 0.10 in FDS. The numerous Mach 
numbers suggested for FDS allows simulations with multiple cell sizes, which could be of great 
interest when modelling complex geometries. Moreover, the favourable predictions of the heat 
fluxes and the flame lengths, make FDS a suitable candidate for determining hazardous effects of 
sonic jet fires. 

Differently, notorious errors are found in the FireFOAM predictions, hence highlighting the need 
for further improvement before its application when modelling real sonic jet fires. Specifically, a 
sensitivity analysis of the modelling parameters previously discussed (i.e. model’s constants, mixing 
scale times, number of solid angles, etc.) could be performed to determine the most suitable ones. 
Furthermore, FLACS-Fire is revealed as the most suitable among the CFD codes used to determine 
the flame temperatures of expanded jet fires. Also, the heat fluxes found are in accordance with the 
performance criteria. However, neither the flame lengths nor the flame surfaces are accurately 
calculated. Despite this, reliable results can be obtained in FLACS-Fire when the equivalent 
diameter of the jets is obtained with a Mach number ranged between 0.025 and 0.05. 

According to the different levels of agreement in the CFD codes when varying the Mach number, it 
is deduced that the unconventional boundary condition at inflow have a strong impact on the final 
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results. Despite the highlighted discrepancies when comparing simulation results with experimental 
measurements, promising results were often found under very low Mach numbers (≤ 0.05), 
especially in FDS and in FLACS-Fire. In consequence, reasonable estimations of the main 
hazardous effects of sonic jet fires can be obtained under cell sizes and equivalent diameters of at 
least 5 times higher than the exit orifice. In short, the pseudo-diameter approach is noted as a 
worthwhile technique for modelling sonic flows in CFD. 

CONCLUSIONS  

1. FDS, FireFOAM and FLACS-Fire codes were used to predict the flame temperatures, the heat 
fluxes and the flame-geometry descriptors of five propane jet fire experiments in an open 
environment. Due to the low Mach number formulation of the CFD codes used, the pseudo-
diameter approach was used to determine the conditions of the jets after the expansion of the 
released gas. The equivalent properties of these (temperature, velocity and diameter) were 
simulated as a function of five Mach numbers proposed for analysis for each jet fire experiment.  

2. Simulations and measurements were qualitatively and quantitatively compared in order to reveal 
the level of agreement reached in each CFD code. Temperatures were only accurately estimated 
in FLACS-Fire, while FDS and FireFOAM provided notable under-estimations. On the other 
hand, the radiative heat fluxes were reasonably calculated in FLACS-Fire and in FDS, whereas 
important over-estimations were achieved in FireFOAM. Also, acceptable predictions of the 
flame-geometry descriptors were obtained in FDS, while significant discrepancies were 
achieved in FLACS-Fire and FireFOAM. Indeed, these two codes predicted very thin flames as 
the air entrained into the domain mixed with the released fuel much faster than in reality. 

3. The notorious discrepancies found in FireFOAM suggest that further improvement of the 
constants, as well as the mixing scale times calculation method within the combustion sub-
model should be re-examined. Also, a higher number of solid angles, and the implementation of 
a correction factor to solve the DOM equation could deliver more accurate radiative heat fluxes 
predictions. Otherwise, FDS and FLACS-Fire are able to predict reasonably the hazardous 
effects of sonic jet fires under cell sizes of at least 5 times higher than the exit orifices. 

4. This paper has demonstrated the capabilities of CFD tools to predict sonic jet fires by 
considering the equivalent conditions after expansion. Given the promising results found, 
especially in FDS and in FLACS-Fire, the pseudo-diameter approach may be used when 
modelling sonic flows in further analyses. In particular, additional sonic jet fire experiments 
could be simulated and compared with the main findings highlighted in the present paper. 
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ABSTRACT 

This paper presents a systematic experimental study on the lift-off behavior of jet flames impinging on a 
cylindrical surface by conducting horizontal jet fire experiments. In the tests, the fuel exit velocity was 
varied between 8.5 and 73.1 m/s, while the internal diameter of the nozzle was 2.0, 3.0, and 4.2 mm. The 
nozzle-to-surface spacing was set to be infinite (corresponding to free jet flame), 15, 20, and 25 cm. The 
flame lift-off distance was observed to be between 0.46 and 20.97 cm. This distance was accurately 
calculated by using an image visualization technique to reconstruct the image frames of a camera. It was 
found that the lift-off distance depends on not only the exit velocity but also on the nozzle diameter of the 
free jet flame. The proportionality of lift-off distance to exit velocity increases as the nozzle diameter 
increases. It is also indicated that the exit velocity, nozzle diameter and nozzle-to-surface spacing have a 
complex coupled effect on the jet flame lift-off behavior. For the 2.0 mm diameter nozzle, the lift-off 
distance of a jet flame impinging on a cylinder increases more remarkably than that of free jet flame. The 
lift-off distance first increases and then remains the same as the exit velocity increases for all nozzle-to-
surface spacings. For the 3.0 mm diameter nozzle, the lift-off distance is only affected at a nozzle-to-
surface spacing of 15 cm. For the 4.2 mm diameter nozzle, the cylinder has no effect on the lift-off 
distance regardless of the nozzle-to-surface spacing. The dimensionless flow number expression for the 
lift-off distance of free and impinging jet flames in the subsonic regime provides the best fit, after 
consideration of four different available correlations that are evaluated against the experimental 
measurement in this paper. 

KEYWORDS: Lift-off distance, jet flame, impinging jet, subsonic. 

INTRODUCTION 

Jet fires caused by accidental fuel gas leakage can increase the scale of an accident by impinging on 
such structural elements as pipes and tanks. This process, known as the domino effect, has been 
reported to be responsible for some disastrous events, e.g. the San Juanico disaster of 1984 [1]. In 
such events, the most common scenario involved jet flames impinging on a cylindrical surface. 
Even though impinging flames have been applied in different fields of metal heating and melting, 
chemical vapor deposition, and even aerospace, most researchers only focused on the heat transfer 
aspect of the process [2], and neglected the flame geometric shapes and flame instabilities. 
However, the flame instabilities consisting of lift-off and blow-off are important phenomena in 
combustion and in the fire safety field [3, 4]. 

In general, a free jet diffusion flame lifts off away from the burner nozzle and forms a stable lifted 
flame, as the exit velocity increases beyond the lift-off stability limit [3]. Although there are several 
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competing theories for explaining the behavior of lifted diffusion flames, none of them is entirely 
satisfactory. These theories may roughly be classified into four main categories. They include 
theories based on (i) the premixed flame propagation model [3, 5, 6], (ii) the extinction of laminar 
diffusion flamelets [7, 8], (iii) the large-scale turbulent structures [9, 10], and (iv) the concept of 
triple flames [11]. Even though all the theories seem to include the correct mechanisms, their 
application is strictly limited to vertical jet flames. In particular, some empirical correlations are 
developed for the lift-off distance by fitting experimental data of vertical jet flames. 

However, the available lift-off distance correlations need further evaluation as they are used for 
horizontal jet flames. Peters and Göttgens [12] proposed an approximate solution to calculate the 
flame trajectory of large buoyant jet diffusion flames with the jet direction from vertical to 
horizontal. Similar work has also been done by Kim et al. [13] for hydrogen jet flames with the jet 
Reynolds number of 2400. Johnson et al. [14] investigated the flame shape and external thermal 
radiation of large-scale horizontal natural gas jet fire. Siebers et al. [15] focused on the effects of in-
cylinder gas oxygen concentration on the flame lift-off of a horizontal direct-injection diesel fuel jet 
fire. Smith et al. [16] experimentally explored the effects of buoyancy and momentum on the global 
characteristics of horizontal propane jet flames, such as flame dimensions, centerline trajectory, 
emission indices, radiative fraction. Gopalaswami et al. [17] and Zhang et al. [18] investigated the 
flame length, lift-off distance, and flame area of horizontal propane jet flames. The exit velocities 
varied from 25 m/s to 210 m/s, and the flame lengths from 1 to 6 m. Zhou et al. [19] reviewed 
correlations of jet flame lift-off distance, flame length, and radiative fraction, and proposed a line 
source model to predict the heat flux of horizontal jet flame. Additionally, there are some limited 
research studies on the flame structure of impinging jet flames. For example, Johnson et al. [20] 
simulated an open air sonic propane flame and a subsonic natural gas flame impinging on a 2 m 
diameter cylindrical target by using computational fluid dynamics. Patej et al. [21] investigated the 
thermal load and the thermal response of the pipes directly impinged by different hydrocarbon jet 
flames. But neither study addressed the question of a new lift-off distance correlation nor evaluated 
the available correlation for horizontal jet flames. 

In view of the limitation of the available lift-off distance correlation for horizontal jet flame, this 
paper attempts to study the flame lift-off distance of horizontal jet flames impinging on a cylindrical 
surface. First, propane jet fire experiments are conducted with different exit diameters and 
velocities, and nozzle-to-surface spacings. Comparisons are then made of lift-off distances, to 
explore the difference between vertical, horizontal, free, and impinging jet flames. Finally, four 
different available lift-off distance correlations are evaluated against the experimental 
measurements of free and impinging horizontal jet flames, with the aim of developing a lift-off 
distance correlation for horizontal jet flames. 

EXPERIMENTAL 

Figure 1 depicts the experimental facility and measurement setup. It consists of a fuel supply system 
and a jet nozzle of stainless steel. The nozzle diameter was varied from 2.0 mm, 3.0 mm to 4.2 mm, 
with a length of 15 cm. Commercially pure propane was used as fuel and its supply rate was 
recorded by an Alicat® mass flow controller with an accuracy of ±0.2% of reading + 0.8% of full 
scale. With the mass flow controller, the fuel exit velocity was set to be 8.51 m/s to 73.10 m/s, with 
subsonic flow in all tests. A hollow steel cylinder with outer and inner diameters of 8.9 cm and 8.6 
cm, was used as target. The horizontal jet flame was set to be normal to cylindrical surface in the 
test. The spacing between the burner nozzle and the cylindrical surface was 15, 20 and 25 cm, and a 
free horizontal jet flame was also studied. The spacing was selected to ensure that the size of free jet 
flame would be at least comparable to that of the impinging jet flame for most of the experimental 
conditions, and the specific geometrical features could be easily extracted, using an image 
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processing technique. A Digital Video of sensor size 1/2.5 inch with 3840×2160 pixels was used to 
record the flame at 25 frame per second. The flame video was decompressed into flame images (40 
s, nearly 1000 frames), and these images were further processed by the Otsu method [22] to obtain 
the flame presence probability contours as shown in Fig. 2. The maximum flame lift-off was 
obtained by measuring the distance from the nozzle outlet to the starting tip of the flame contour 
line of 50% probability, shown in Fig. 2. 

 
Fig. 1. Schematic diagram of experimental setup. 

  
Fig. 2. Flame lift-off quantification according to flame appearance intermittency contour. (a) Free jet flame; 

(b) Impinging jet flame. 

RESULTS AND DISCUSSION 

Lift-off of horizontal free jet flames 

Several researchers [23, 24] have proposed that the lift-off distance can be related to the global 
strain rate defined as the ratio of the exit velocity to the nozzle diameter. Figure 3 shows a 
comparison of the dimensionless lift-off distance with the global strain for horizontal jet flames. 
Given the limited research on horizontal jet flames, the lift-off behavior has lacked attention. The 
data provided by Gopalaswami et al. [17] and Zhang et al. [18] are amongst the few available. Data 
analysis reveals that the lift-off distance of the horizontal propane jet flame is also proportional to 
the exit velocity, but that the nozzle diameter also has a significant effect on the lift-off behavior. As 
shown, the proportionality of lift-off distance to exit velocity increases as the nozzle diameter 
increases. By contrast, using the lift-off data from Kalghatgi et al. [3], Santos et al. [24], and 
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Palacios et al. [25], with nozzle diameters of 4.06 mm to 43.1 mm, Zhou et al. [19] found that the 
nozzle diameter has no effect on the lift-off distance versus the exit velocity for vertical propane jet 
flames. A universal correlation was proposed, with a proportionality of factor of 2.13×10-3. 

Vanquickenborne and Van Tiggelen [5], in their early work employed a premixed flame 
propagation model to explain the stabilization mechanism of lifted diffusion flames. They 
considered that the premixed nature of the fuel-air mixture controls the flame base location where a 
stoichiometric composition is achieved. In such a region, the turbulent burning velocity equals the 
mean flow velocity. Later, assuming a turbulent flame propagating through a premixed fuel-air 
mixture, Kalghatgi [3] further proposed a scaling law to fit the lift-off distance of vertical jet flames 
with a wide range of exit velocity ( eu ), nozzle diameter ( d ) and fuel type. With such scaling law, 

the lift-off distance ( fl ) can be described by: 

( ) ( )1.5
~lf f L e e L eRe l S u S ∞≡ ν ρ ρ , (1) 

where lfRe  is the local turbulence Reynolds number based on the integral length scale, eν  is the 

fuel gas kinematic viscosity, LS  is the maximum laminar burning velocity of the fuel-air mixture, 

and eρ , ∞ρ  are the densities of fuel gas and ambient air, respectively. 

  
Fig. 3. Dimensionless lift-off distance versus global 

strain rate for horizontal propane jet flames of 
different nozzle diameters. 

Fig. 4. Lift-off distance fitted by the correlation of 
Kalghatgi et al. [3] for horizontal jet flames. 

As shown in Fig. 4, Eq. (1) correlates the lift-off distance of horizontal jet flames with different 
nozzle diameters. The scatter becomes apparent as the nozzle diameter reaches 19.1 mm. Kumar et 
al. [26] also found the deviation when using Eq. (1) to correlate the lift-off of vertical jet flames, 

especially for large ( )( )1.5
e L eu S ∞ρ ρ . Kalghatgi’s dimensionless analysis is unable to explain the 

effect of nozzle diameter on lift-off distance. Since the same image processing technique for flame 
base location was applied by this work and Gopalaswami et al. [17], the reason for the major 
discrepancy between different nozzle diameters was considered to be the inherent inadequacy of Eq. 
(1). Note that Eq. (1) is based on the premixedness model, which assumes that the lifted flame 
stabilization is controlled by relatively small turbulent structures. Also note that this model does not 
incorporate the intermittency of turbulent flow [6]. 

Broadwell et al. [9] proposed another correlation that successfully attempts to correlate the lift-off 
distance of a vertical jet flame. This model is based on the idea of large-scale motions in the 
turbulent jet that can maintain the lifted flame stabilization. In detail, the hot reaction products that 
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are expelled to the edges of the jet by large turbulent vortices are re-entrained to ignite the fresh 
fuel-air mixture in the lift-off region. His correlation for lift-off distance can be written as: 

( )
1 21 2 2~f e e Ll u d S∞

 ρ ρ κ
 

, (2) 

in which κ  is the thermal diffusivity. Equation (2) can be revised in the dimensionless form of 

( ) ( )2
f e L e el d ~ κ S d u∞ ∞ρ ρ ρ ρ  in which the two terms, 2

LSκ  and e ed u∞ρ ρ , 

provide the measure of two characteristic times. The first one is the characteristic chemical reaction 
time, while the other is the mixing time of re-entrained hot products with fresh reactants. 

As shown in Fig. 5, Eq. (2) correlates well the lift-off distance of horizontal jet flames with different 
nozzle diameters. The equations shows how the nozzle diameter affects the lift-off distance in 
detail. However, it is stressed that the mixing time of re-entrained hot products into fresh reactants 

is hard to determine. It is controversial to use the expression e ed u∞ρ ρ , in Eq. (2), to accurately 

calculate the mixing time. Pitts [6] suggested a stricter approach, treating the mixing time as that for 
re-entrainment of hot products at the upstream edges of large-scale vortices. Note that the large-
scale inviscid motions, rather than the small-scale turbulent structures, are the source of lift-off 
stabilization. Figure 6 presents the comparison in the lift-off distance fitted by Eq. (2) between the 
horizontal and vertical propane jet flames. As shown, Eq. (2) can fit both well, but the horizontal jet 
flame shows a trend that is different from that of the vertical flame data. The lift-off distance of 
vertical jet flames shows a linear relationship, while such a relationship is complex for horizontal jet 
flames. 

  

Fig. 5. Lift-off distance fitted by the correlation of 
Broadwell et al. [9] for horizontal jet flames. Bottom 
is an enlarged view of the rectangular shaded area. 

Fig. 6. Lift-off distance fitted by the correlation of 
Broadwell et al. [9] used for both vertical and 

horizontal propane jet flames. 

Miake-Lye and Hammer [10] also obtained a linear relationship of lift-off distance for vertical jet 
flames. It is based on the idea that large-scale coherent motions dominates the turbulent jet. By 
reasoning similar to that by Broadwell et al. [9], the stability criterion is expressed in terms of the 
critical strain rate that equals the inverse of the chemical reaction time: 

( )( )2~f L st f el S Z Y uκ , (3) 

where stZ  is the mass fraction of pure fuel in air at stoichiometric conditions, and fY  is the mass 

fraction of fuel in the jet fluid. Figure 7 presents the lift-off distance correlated by Eq. (3) for both 
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vertical and horizontal jet flames. As shown, the inferred linear relationship is difficult to reproduce. 
In particular, a significant deviation is observed in the case of large nozzle diameters. The effect of 
flame speed and thermal diffusivity should be excluded, given the somewhat different values of SL 
and κ used in [3, 27, 28]. Thus, such deviation can be mainly attributed to the overly simple 
chemistry used in the strain-out condition. In addition, Upatnieks et al. [29] used cine-particle 
imaging velocimetry to measure the lift-off distance of vertical jet flames and assessed the poor 
validity of Eq. (3), for the correlation between flame propagation and passage of large eddies, not 
considered by Miake-Lye and Hammer [10]. However, the interaction between the large-scale 
structure and the flame zone is shown by Schefer et al. [30], who performed planar imaging 
measurements of CH4, CH, and temperature of a jet flame. Later, a study by Lyons [31] concluded 
that the impact of large-scale structures is significant as the turbulent/reaction zone interaction 
increases and strengthens. 

 
Fig. 7. Lift-off distance fitted by the correlation of Miake-Lye and Hammer [10] used for both vertical and 

horizontal propane jet flames. 

  
Fig. 8. Lift-off distance fitted by the correlation of 

Bradley et al. [32] used for both vertical and 
horizontal jet flames. 

Fig. 9. Lift-off distance ratio of horizontal to vertical 
jet flames versus Reynold number. 

Recently, Bradley et al. [32] made some progress in more practical, generalized correlations for the 
extensive experimental data of flame dimensions of vertical jet flames in both subsonic and sonic 
regimes. Their main innovation involves a dimensionless flow number that related to the Karlovitz 
stretch factor in premixed turbulent combustion. The dimensionless flow number (U*) is: 
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( )( ) ( )0.4* = e L iU u S d P P∞δ , (4) 

in which δ  is the laminar flame thickness, given by = e LSδ ν  at the ambient air conditions, and iP , 

aP  are the initial stagnation and atmospheric pressures, respectively. The dimensionless flow 
number was used to fully correlate the lift-off distance for vertical jet flames of different fuel gases, 
by introducing the ratio of fuel to air moles ( f ) in fuel–air mixture for maximum burning velocity 
[32]. Figure 8 presents the dimensionless lift-off distance versus dimensionless flow number for 
horizontal propane jet flame, as well as the fitting curve of vertical jet flame in [33]. As shown, the 
horizontal jet flame holds a larger lift-off distance as the dimensionless flow number is the same. 

Figure 9 shows the ratio of lift-off distance between horizontal to vertical jet flames versus the exit 
Reynolds number ( d e eRe u d= ν ). As shown, the ratio approaches nearly two as the exit Reynolds 
number increases. Nevertheless, such a ratio can help to assess the hazardous scope and 
consequence of large horizontal jet fires with the available behaviors of vertical jet fires. 

LIFT-OFF OF HORIZONTAL JET FLAMES IMPINGING ON A CYLINDER 

In order to quantify the effect of the cylindrical surface, near the nozzle, on lift-off distance, as 
mentioned in the section describing the experiments, the spacing between the nozzle exit and the 
cylindrical surface, D, varies from 15 to 25 cm. Figure 10 demonstrates the effect of the spacing on 
the normalized lift-off distance versus the global strain rate, for three different nozzle diameters, as 
well as typical flame photos, with increasing exit velocity for D = 15 cm and d = 3.0 mm. 

As indicated in Fig. 10 (a), the lift-off distance of a jet flame impinging on a cylindrical surface 
increases more remarkably than that of a free jet flame for the nozzle of 2.0 mm in diameter. It is of 
interest to observe that the lift-off distance of impinging flame first increases, and then remains 
stable as the exit velocity increases. In particular, the lift-off distance will reach the nozzle-to-
surface spacing as the exit velocity approaches the blow-out limit (see the data in the dashed circles 
of Figs. 10 (a) and 10 (b) and the last flame image in Fig. 10 (d)). A plausible reason for this 
phenomenon might result from the complex interaction between the high-temperature jet flame and 
the cylindrical surface characteristic. It is known that propane fuel flow undergoes a conversion 
from a gas-liquid mixture to pure gas with the increase in release pressure or exit velocity. Gómez-
Mares et al. [34] concluded that flames fed by a two-phase flow mixture are luminous and yellow, 
while those fed by gas are nearly transparent and blue. As shown in Fig. 10 (d), the impinging flame 
was also observed to turn from yellow to blue, as the exit velocity increased. 

There seem to be two different mechanisms for interpreting the lift-off behaviors of impinging jet 
flame in such a geometric configuration. In the range of low exit velocity, the soot indicated by 
bright yellow color plays an important role in heat radiated by jet flames [17], and as seen in Fig. 11 
(a), the soot deposits on the contact surface after the jet flame impingement, due to the 
thermophoresis [35]. These opaque particles escape from the hot flame zone and move towards the 
cold pipe wall surface where a sharp temperature gradient exists [21]. In this case, the downstream 
lift-off behavior was not affected, and the lift-off distance still fits the linear law. On the other hand, 
in the range of high exit velocities, the transparent jet flame causes an oxidation of the steel pipe, 
resulting from high temperature, as indicted in Fig. 11 (b). So the upstream high temperature 
oxidation of the alloy, accompanied by intense thermochemical heat release [2], dominates the 
maximum limitation of downstream lift-off distance of the impinging jet flame. In Fig. 10 (b), the 
lift-off distance of the impinging jet flame is still affected by the cylindrical surface, as the spacing 
is 15 cm. However, when the spacing increases further, the cylindrical surface has no effect on lift-
off distance, and the same situation was also observed in all test conditions for d = 4.2 mm. 
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Obviously, the spacing should be also a main factor that affects the lift-off distance of the impinging 
jet flame. Overall, the exit velocity, nozzle diameter and nozzle-to-surface spacing hold a complex, 
coupled effect on the lift-off behavior of impinging jet flames. It seems that the effect of cylinder on 
impinging jet flame would appear at the high exit velocity as the nozzle diameter and nozzle-to-
surface spacing decrease. 

 
Fig. 10. Dimensionless lift-off distance versus global strain rate for horizontal propane jet flames impinging on 

a cylindrical surface for d = 2.0 mm (a), 3.0 mm (b), and 4.2 mm (c), and typical flame images versus exit 
velocity for D = 15 cm and d = 3.0 mm. 

 
Fig. 11. Evolution of the pipe wall surface due to jet flame impingement. (a) soot deposit;  

(b) high temperature oxidation of alloy. 

Figure 12 presents the lift-off distance fits for impinging jet flames with different available 
correlations. These attempted correlations for lift-off distance proposal are those from Kalghatgi et 
al. [3], Broadwell et al. [9], Miake-Lye’s and Hammer [10] and Bradley et al. [32], which are shown 
in Figs. 12 (a), (b), (c) and (d), respectively. As can be seen, the correlations of Kalghatgi, Miake-
Lye and Bradley are found to fit well the lift-off distance of impinging jet flames. In contrast, there 
is large scatter resulting from different nozzle diameters for Broadwell’s method. This method 
seems to be not optimal for the lift-off distance correlation of impinging jet flames. Note the 
disadvantage of Kalghatgi’s and Miake-Lye’s methods for free jet flames as stressed in the previous 

(a) Soot deposit (b) High temperature
oxidation of alloy 
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discussion. In short, only the methodology of [32] can give a better fit for the lift-off distance of 
both free and impinging jet flames. As shown in Fig. 13, the method of Bradley et al. can fully 
characterize the lift-off behavior of free and impinging jet flames. More experimental data on jet 
flame lift-off are needed to validate Bradley’s method, involving a wide range of exit velocity, 
nozzle diameter, nozzle-to-surface spacing, and target shape and size. 

 
Fig. 12. Comparisons between lift-off distance fittings using different available correlations: (a) Kalghatgi’s 

method [3], (b) Broadwell’s method [9], (c) Miake-Lye’s method [10] and (d) Bradley et al. [32]. 

CONCLUSIONS 

This paper has reported a systematic experimental investigation on the lift-off behavior of free and 
impinging horizontal jet flames in the subsonic regime. Comparison in the lift-off distance is 
conducted between vertical and horizontal jet flames. Four different available correlations of lift-off 
distance are evaluated against the experimental measurement of free and impinging horizontal jet 
flames in the subsonic regime. The major findings are as follows: 

(1) The lift-off distance is linearly proportional to the exit velocity for vertical jet flames for all 
nozzle diameters, while the slope of the linear variation of lift-off distance with exit velocity 
significantly increases as the nozzle diameter increases. 

(2) For small nozzle diameter and nozzle-to-surface spacing, the lift-off distance increases linearly, 
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and then remains constant, finally reaching the nozzle-to-surface spacing as the exit velocity 
increases. As the nozzle diameter and nozzle-to-surface spacing increase to be large enough, the 
lift-off distance only becomes a linear function of the exit velocity. 

(3) In comparison with correlations of Kalghatgi, Broadwell and Miake-Lye, the dimensionless flow 
number proposed by Bradley et al. can be used to fit the lift-off distances of free and impinging 
horizontal jet flames in the subsonic regime. 

 
Fig. 13. Lift-off distance fitted by the correlation of Bradley et al. [32] for both free and impinging jet flames. 
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ABSTRACT 

An experimental study of hydrogen/propane mixture diffusion jets in cross flow has been performed to 
obtain the jet flame tilt characteristics when considering the combined effect of the cross flow and 
hydrogen blending fraction. The pipe nozzle with an inner diameter of 4 mm was employed in the 
experiments, using hydrogen and propane as the fuel jet velocity in the range of 11.06-49.76 m/s. The 
cross wind speed changed from 0.5 to 1.5 m/s. The experimental results showed that the 
hydrogen/propane mixed jet flame evolution was affected by the hydrogen blending fraction and cross 
flow wind. The flame trajectory length decreases with increasing the hydrogen fraction. The flame tilt 
angle decreases with the hydrogen blending fraction for a given mean jet velocity. Moreover, a simplified 
theoretical analysis was adopted to discuss the flame height and hydrogen blending fraction. 

KEYWORDS: Jet diffusion flame, hydrogen/propane mixture, hydrogen blending fraction, flame tilt 
angle, cross wind. 

NOMENCLATURE 

A area (m2) 
C concentration of jet (-) 
D inner nozzle diameter (m) 
d diameter of nozzle (mm) 
H flame height (m) 
K stoichiometric ratio  
L  flame length (m) 
mɺ  mass flow rate (-) 
R momentum ratio 
Q heat release rate (kW) 
u  velocity (m/s) 

V volume flow rate (m3/s) 
X volume fraction (-) 

Greek 

α  flame tilt angle (-) 
ρ  density (kg/m3) 

Subscripts 

f flame 
j  jet 

∞  air  
v velocity 

INTRODUCTION 

Jets in cross-flow (JICF) are an important problem with the rapid development of energy and 
petrochemical industry, and they have a wide variety of combustion applications, such as flares, air-
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breathing gas turbine engines, quench devices in RQL combustors, and fluidic flame 
stabilization[1]. Combustion in a flare or jet fire occurring in the form of a strong turbulent flame 
might be dominated by buoyancy or momentum. Such a flame presents a number of challenging 
phenomena for study, including the effect of crosswind on flame shape and size, radiation and 
formation, and dispersion of smoke and other gaseous pollutants [2]. 

Much work has been done on the characteristics of a jet flame in cross flow, and theoretical or 
empirical equations have been established to predict the shape, length, and tilt characteristics of 
such jets in cross flow [3-9]. Brzustoski [3] and Gollahalli [4] conducted a series of experiments and 
found that the initial effect of cross flow was to shorten the flame, after which increases in a cross-
flow velocity caused increases in the flame height. Huang and Wang [5] made a division of the jet 
flame mode based on the flow field of wake-stabilized jet flames (RM). Kalghatgi [6] developed 
correlations to determine the flame length scales based on experiments on the turbulent jet diffusion 
flames in cross winds. Majeski [7] pointed out that diluting the fuel only changed the timescale for 
the fuel to mix with the required amount of air and burn. Wang [8] investigated the evolution 
characteristics of turbulent jet diffusion flame, considering the effect of cross flow and sub-
atmospheric pressures. Wang [9] investigated the tilt angle of turbulent jet diffusion flames in 
crossflow and proposed a global correlation with momentum flux ratio.  

Hydrogen syngas is expected as the next generation of fuels for the engines and other power 
sources, with the rising global demand for stringent energy and emission regulations. Many 
researchers have studied the effect of the addition of hydrogen into natural gas on engine 
performances and emissions in recent years [10-12]. Practical studies of internal combustion 
engines and gas turbines combustors indicated that a blended fuel with a mixture of hydrocarbon 
and hydrogen syngas could improve the performance of the combustors [13]. However, relatively 
less work has been focused on the characteristics of mixed jet diffusion flames, especially the 
mixture of hydrocarbon and hydrogen fuel. In the present study, experiments were conducted in a 
wind tunnel with the hydrogen/propane diffusion jet flames to discover the flame tilt characteristics 
of the mixed jet diffusion flames in a cross wind. The effect of hydrogen blending fraction on the 
mixed jet flame lengths and tilt angles is discussed. Moreover, a simplified theoretical analysis was 
adopted to explain the flame tilt characteristics. 

EXPERIMENTAL APPARATUS 

A 20.2 m total length wind tunnel with the cross sectional dimensions of 1.8 m height and 1.8 m 
width was employed for the experiments (Fig. 1). The detailed tunnel facility has been described in 
[14]. The cross flow speed changed in the range of 0.5-1.5m/s and was monitored by the vertically 
installed hot-wire anemometer (the fluctuation is under 2%). A 4.0 mm diameter nozzle was 
mounted at a height of 30 cm above the tunnel floor level. The stable hydrogen/propane mixture 
fuel was supplied from the mixing chamber with a 3m long gas pipe with a gas flow rate meter for 
each test. The volumetric flow rates of hydrogen and propane were in the range of 0.25-1.50 m3/h 
and 0.25-0.75 m3/h, respectively. Hence, the hydrogen blending fraction 

2,  HjX  in the experiments 

ranged from 0.25 to 0.86. The heat release rate was in the range of 6.61-21.29 kW. The 
experimental scenarios are listed in Table 1. All the tests were repeated three times to reduce the 
random errors. 

We defined the hydrogen blending fraction, 
2,  HjX , of the mixed jet diffusion flames, as 

( )
2 2 3 8 2, H , H , C H , Hj j j jX V V V= + ，where 

2,  HjV  and 
3 8, C HjV  are hydrogen and propane volumetric 

flow rates, respectively. Moreover, 
2 2,  H , Hj j nozzleu V A=  and 

3 8 3 8,  C H , C Hj j nozzleu V A= . 
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Fig. 1. Schematic diagram of experimental apparatus. 

Table 1. Summary of experimental scenarios 

u∞  

(m/s) 

, 3 8 C Hju  = 5.53 m/s 
, 3 8 C Hju  = 11.06 m/s 

, 3 8 C Hju  = 16.59 m/s 

2,  Hju

(m/s) 

ju

(m/s) 
2,  HjX  

(-) 

Q 

(kW) 
2,  Hju  

(m/s) 

ju  

(m/s) 
2,  HjX  

(-) 

Q 

(kW) 
2,  Hju  

(m/s) 

ju  

(m/s) 
2,  HjX  

(-) 

Q 

(kW) 

0.5 

5.53 11.06 0.50 6.61 5.53 16.59 0.33 12.53 5.53 22.12 0.25 18.46 

11.06 16.59 0.67 7.30 11.06 22.12 0.50 13.22 11.06 27.65 0.40 19.15 

16.59 22.12 0.75 7.99 16.59 27.65 0.60 13.91 16.59 33.18 0.50 19.83 

22.12 27.65 0.80 8.68 22.12 33.18 0.67 14.60 22.12 38.71 0.57 20.52 

27.65 33.18 0.83 9.37 27.65 38.71 0.71 15.29 27.65 44.24 0.63 21.21 

33.17 38.7 0.86 10.06 33.17 44.23 0.75 15.98 33.17 49.76 0.67 21.90 

1.0 

5.53 11.06 0.50 6.61 5.53 16.59 0.33 12.53 5.53 22.12 0.25 18.46 

11.06 16.59 0.67 7.30 11.06 22.12 0.50 13.22 11.06 27.65 0.40 19.15 

16.59 22.12 0.75 7.99 16.59 27.65 0.60 13.91 16.59 33.18 0.50 19.83 

22.12 27.65 0.80 8.68 22.12 33.18 0.67 14.60 22.12 38.71 0.57 20.52 

27.65 33.18 0.83 9.37 27.65 38.71 0.71 15.29 27.65 44.24 0.63 21.21 

33.17 38.7 0.86 10.06 33.17 44.23 0.75 15.98 33.17 49.76 0.67 21.90 

1.5 

5.53 11.06 0.50 6.61 5.53 16.59 0.33 12.53 5.53 22.12 0.25 18.46 

11.06 16.59 0.67 7.30 11.06 22.12 0.50 13.22 11.06 27.65 0.40 19.15 

16.59 22.12 0.75 7.99 16.59 27.65 0.60 13.91 16.59 33.18 0.50 19.83 

22.12 27.65 0.80 8.68 22.12 33.18 0.67 14.60 22.12 38.71 0.57 20.52 

27.65 33.18 0.83 9.37 27.65 38.71 0.71 15.29 27.65 44.24 0.63 21.21 

33.17 38.7 0.86 10.06 33.17 44.23 0.75 15.98 33.17 49.76 0.67 21.90 
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RESULTS AND DISCUSSION 

Flame configurations 

The hydrogen/propane flame evolution in the cross wind, under increasing hydrogen flow is 
illustrated in Fig. 2, with a propane flow velocity of 5.53 m/s and a cross wind speed and hydrogen 
flow velocity in the range of 0.5-1.5 m/s and 5.53-33.17 m/s, respectively. It can be seen from the 
figures that the flame trajectory length increases with the cross wind speed, as well as the flame tilt 
characteristics. Previous work [2] had found that the initial effect of cross flow was to shorten the 
flame, after which an increase in cross-flow velocity increased the flame length. The tails of the jet 
flame body become smooth and an axisymmetric tail flame can be observed as the cross wind speed 
increases. It may be suppressed by the vorticity circulation at the flame edge, and the counter-
rotating vortex pair exits in the flame edge [15-16]. The similar qualitative trend of the diffusion jet 
flame has been discussed by the previous studies [8, 15]. It also can be seen that with the fuel jet 
velocity increasing, the jet flame tilt becomes less pronounced and both the flame height in the cross 
wind direction and flame trajectory length become shorter. In addition, as the hydrogen flow 
velocity increases, the jet flame body becomes less luminance and the blue flame area at the base 
becomes enlarged. The flame body area becomes smaller and the tail of the jet flame presents much 
less wrinkled as the hydrogen blending fraction increases.  

   
Fig. 2. Flame evolution in the cross wind with increasing hydrogen flow velocity. 

Flame length and flame tilt angle 

Each recorded image of the hydrogen/propane mixture jet flame was converted to binary images by 
the Otsu method [17], and the flame intermittency distribution was obtained by averaging the values 
of these consecutive binary images in each pixel position. Fig. 3 illustrates the determination of 
flame trajectory-line length, Lf, flame height, Hf, and flame tilt angle, α  and Bα , from the recorded 
flame images. As can be seen, the flame trajectory-line length Lf is the distance between the nozzle 
exit and flame tip along the flame tilt trajectory, and the flame height Hf is the perpendicular 
distance from the flame tip to the nozzle exit. The flame tilt angle Bα  is the angle between the jet 

exit axis and the line joining the flame tip to the nozzle tip, while α  is the included angle between 
the tangent line of the flame trajectory line and the jet exit axis.  

The variations of flame trajectory lengths with the hydrogen blending fraction at different cross 
wind speeds are illustrated in Fig. 4. The flame trajectory lengths for the different cross wind speeds 
have a decreasing trend with increasing hydrogen blending fraction. The flame trajectory lengths 
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range from 46.7 to 61.7 cm under a cross wind of 0.5 m/s, the values range from 30.9 to 60.4 cm 
under across wind of 1.0 m/s, and from 31.27 to 57.9 cm under the cross wind of 1.5 m/s. The flame 
trajectory length could decrease with an increase in air entrainment and mixing with fuel due to the 
strong vorticity circulation. However, as the cross flow becomes stronger, the vorticity circulation 
may be suppressed at the flame edge, which presents the smooth flame edge as shown in Fig. 2. 

  
Fig. 3. Determination of flame trajectory-line length Lf, flame height Hf, and flame tilt angles α  and Bα  from 

flame images (d = 4 mm, uj = 38.70 m/s, u∞ = 1.0 m/s). 
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Fig. 4. Flame trajectory length versus hydrogen blending fraction at different cross wind speeds. 
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Fig. 5. Variation of flame tilt angle ( α ) with hydrogen blending fraction under different cross wind speeds 
(where α  is the including angle between the tangent line of the flame trajectory line and the jet exit axis). 

Figure 5 illustrates the flame tilt angles α  for the propane jet flow velocity of 5.53 m/s (a), 11.06 
m/s (b) and 15.59 m/s (c) with increasing the hydrogen fraction under different cross wind speeds 
where α  is the  angle between the tangent line of the flame trajectory line and the jet exit axis. A 
significant trend observed in Fig. 5 is that the flame tilt angle α  becomes smaller with increasing 
hydrogen addition. For the same hydrogen blending fraction, α  becomes smaller as the cross wind 
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speed increases. It is evident from Fig. 5 (a), (b) and (c) that the flame tilt angle α  for the propane 
jet flow of 5.53 m/s varies from 2.1 to 14.95, whereas the variations in the flame tilt angle α  for the 
greater propane jet flow of 11.06 m/s and 16.59 m/s are 2.28-12.51 and 2.49-11.89, respectively. 
The linear curves of α  fit well with the hydrogen blending fraction. We can see that the flame tilt 
angles Bα  also linearly correlate with the hydrogen blending fraction for the different propane jet 

flow velocities (Fig. 6) where Bα  is the angle between the burner axis and the connecting line of the 
flame tip and the burner exit. It can also be seen from Fig.6 (a), (b) and (c) that the flame tilt angles 

Bα  present a decreasing trend, with the hydrogen blending fraction increasing for the different cross 

wind speeds. It can be seen that the flame tilt angle Bα  of 0.5 m/s cross wind speed is smaller than 
that of the 1.0 and 1.5 m/s cases.  
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Fig. 6. Variation of flame tilt angle ( Bα ) with hydrogen blending fraction. ( Bα  is the angle between the jet 

exit axis and the line joining the flame tip to the nozzle tip). 

Simplified theoretical analysis  

Kalghatgi [6] developed correlations to determine the flame height scales based on experiments on 
the turbulent jet diffusion flames in the cross wind. The expression for flame height is:  

2.35
6 20f

v

s v

H
R

D R
= + + . (1) 

Here fH  is the flame tip from the plane of the burner (m), ( )0.5

s jD D ∞= ρ ρ  is the effective source 

diameter, and v jR u u∞=  is the non-dimensional velocity, where D is the inner nozzle diameter(m), 

jρ  is the density of the mixed jet fuel (kg/m3), ( )
2 2 2 3 8,  H , H , H , C H1j j j j jX Xρ = ρ + − ρ , ∞ρ  is the 

density of the cross wind (kg/m3), u∞  is the cross wind speed (m/s), ju  is the jet fuel velocity (m/s). 

The comparison between the predicted and measured flame height is shown in Fig 7. The theoretical 
values calculated in Kalghatgi’s model are lower than the measured values. Kalghatgi [6] also 
pointed out that the range of validity of these correlations is for values of vR  greater than 0.02 and 

less than 0.25, while for 0.02vR < , the wind-free data may be used to determine the flame heights 
and the tilt may be assumed to be zero. However, for the hydrogen/propane mixture diffusion jet 
flame in this experiment, the measured values of f sH D  under the cross flow of 0.5m/s are almost 

concentrated in the range of 0.02vR < . 

A relationship is presented in the normalized form of flame height and velocity in Fig.8, and the 
experimental results are well fitted with the related coefficient being greater than 0.90 in the 
following:  
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( )exp 5.2 10.4f
v

s

H
R

D
= − .  (2) 

Substituting ( )0.5

s jD D ∞= ρ ρ  in Eq.(2) yields 

( )

0.5

exp 5.2 10.4
f j

v

H

R D ∞

ρ 
=  − ρ 

. (3) 

0.00 0.04 0.08 0.12 0.16 0.20
0

40

80

120

160

200

240

R
v
>0.02

0.02

 0.5m/s     

 1.0m/s

 1.5m/s                  

H
f /

 D
s

R
v
<0.02

v jR u u∞=

 Kalghatki's model

 

 Linear fitting of the data

0.00 0.05 0.10 0.15
2

4

6

8

ln
 (

H
f/D

s)

( )ln 5.2 10.4f s vH D R= −

 0.5m/s

 1.0m/s                       

 1.5m/s

v jR u u∞=
 

Fig. 7. Variation of between predicted and measured 
flame height with velocity ratio 

Fig. 8. Normalized flame height versus non-
dimensional velocity ratio 

Majeski [7] introduced the stoichiometric ratio Ks to discuss the mean flame height when 
considering the effect of fuel dilution,  

1 2
f sH K∝ , (4) 

where 
2s O f jK m C m= ɺ ɺ , 

2Omɺ  is the total supply of oxygen to the flame, and jmɺ  is the total mass 

flow rate of the jet, and fC  is the concentration of fuel in the jet, ,=f f j f j jC V Vρ ρ , ,j fV  and jV  

are the volume flow rate of the jet and fuel component, respectively. Hence, Eq. (3) could be revised 
as  

( )exp 5.2 10.4
f

v

H

R D−
 ~ 

0.5

1 2 j
sK

∞

ρ 
 ρ 

, (5) 

Using 

( )
2 2 2 3 8,  H , H , H , C H1j j j j jX Xρ = ρ + − ρ  and 

( )
( )

2 2 2 3 8

2 2 2 3 8

, H , H , H , C H

, H , H , H , C H

32 160
1

4 44
+ 1

j j j j

s

j j j j

X X
K

X X

ρ + − ρ
=

ρ − ρ
,  

calculated for the mixture of hydrogen and propane, in Eq. (5). Eq. (5) can be represented as: 

( )exp 5.2 10.4
f

v

H

R D−
 ~ 

( )
2 2 2 3 8

1 2

, H , H , H , C H

32 160
1

4 44j j j jX X

∞

 ρ + − ρ 
 ρ 

. (6) 
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Substituting 
3 8,j C Hρ  = 1.84 kg/m3, 

2,  Hjρ  = 0.09 kg/m3, ∞ρ  = 1.189 kg/m3 at normal temperature and 

pressure and D  = 0.004 m into Eq. (6), gives the correlation in Fig. 9. This illustrates the flame 
height versus the hydrogen blending fraction in the modified model. As can be seen in Fig. 9, the 
flame height presents the linear correlation with hydrogen blending fraction for the different cross 
flow velocities. 
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Fig. 9. Comparison of simplified model (Eq.(6)) with experimental results of flame height and hydrogen 
blending fraction for different cross flow velocity. 

CONCLUSION 

This paper experimentally investigates the hydrogen/propane mixture diffusion jets in cross flow. 
The cross wind speed and fuel jet velocity range from 11.06 to 49.76 m/s and from 0.5 to 1.5 m/s. 
Several flame tilt characteristic parameters were obtained considering the combined effect of the 
cross flow and hydrogen blending fraction. Major findings include: 

(1) The flame trajectory length presented a decreasing trend with increasing hydrogen blending 
fraction and was approximately in the range of 30 cm – 60 cm for the different cross wind 
speeds. 

(2) The flame tilt angle (α and αB) decreased with the hydrogen blending fraction and ranged 
from 2-15 degree for a given mean jet velocity. 

(3) A simplified theoretical analysis on the basis of stoichiometric ratio Ks proposed by Majeski, 
was adopted to discuss the flame height and the hydrogen blending fraction. 
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ABSTRACT 

Jet flame combustion in cross-flow is meaningful to promote reaction in many industrial combustion 
devices. Previous research about the tilt angle has limited predictive capability in a large range of the jet-
to-crossflow momentum flux ratio (RM). In this work, a new tilt angle model was provided by employing 
the air entrainment. The study showed that: the air entrainment ratio, defined as the mass flow rate ratio 
of the hot gas in the whole flame region to stoichiometric gases, was neversely proportional to the jet 
flame Froude number (Fr). Additionally, two regimes of the tilt angles were identified as 1 < Fr < 103, 
0.1 < RM < 100 for medium turbulent jet flames, and 103 < Fr < 106, 100 < RM < 3000 for highly turbulent 
jet flames, respectively. For a fixed Fr, with the increasing RM, the tilt angle decreased. For highly 
turbulent jet flames, the contributions of air entrainment to the tilt angle could be ignored; with the same 
RM value, the flame deflected more than the low momentum jet flames. 

KEYWORDS: Turbulent diffusion flame, cross-flow, tilt angle, momentum flux ratio, air entrainment. 

NOMENCLATURE 

b  Flame half-width 

fC  Drag coefficient 

nd  Nozzle diameter 

Fr  Froude number 2 ( )j nFr u gd=  

L  Length 

airmɺ , jmɺ Mass flow rate of entrained air or fuel 

jet 

Hmɺ , Vmɺ Mass flow rate in the horizontal or 

vertical direction 
MW Molecular weight 
r  Radial direction 
Re  Renolds number Re j j n ju d= ρ µ  

Ri  Richardson number 

( ) ( )2Ri f n f jgd u∞= ρ −ρ ρ  

,x z  Cartesian coordinates 

Greek 

( )e mα ɺ  Mass flow rate ratio of hot gases in the 

whole flame region to stoichiometric 
gases 

θ  Flame tilt angle 
µ  Dynamic viscosity 

ξ  Axial ordinate in x, z plane 

ρ  Density 

σ  Standard deviation 

Subscripts 

ad  Adiabatic condition 
air  Air 
j  Fuel jet 

 f  Flame 
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MR  Jet-to-crossflow momentum flux ratio 
2 2( ) / ( )M j j wR u u∞= ρ ρ  

S  Air-to-fuel mass stoichiometric ratio 
T  Temperature 
u  Velocity 

,H V  Horizontal or vertical direction 

2N  Nitrogen 

st  Stoichiometric condition 
w  Wind 
∞  Ambient condition 

INTRODUCTION 

The jet in cross-flow or transverse jet has been studied extensively because of its relevance to a 
wide variety of flows in technological systems, including fuel or dilution air injection in gas turbine 
engines, thrust vector control for high speed air breathing and rocket vehicles, and exhaust plumes 
from power plants [1, 2]. In practical engineering, researches relating to the tilt behavior of the 
momentum controlled jet flame in cross-flow are very important combustion design. 

Escudier [3] presented a theoretical treatment for the motion of a turbulent gas jet burning in an 
oxidizing crossflow. Brzustowski [4] described a simple model of a hydrocarbon turbulent diffusion 
flame in a horizontal subsonic cross-flow of air and modeled the flame as a bent-over initially 
vertical and non-buoyant circular jet. Kostiuk et al. [5] changed the traverse air velocity and 
diameter of the burner tube to consider the scaling of the flame length, the cross-stream dimension 
of the plume of combustion products, and the overall combustion efficiency of wake-stabilized jet 
diffusion flames. Zhao et al. [6] gave a correlation for the stoichiometric flame length in crosswind 
as a function of the fuel source Froude number and the velocity ratio of wind to fuel based on the 
numerical results. Huang et al. [7] found that there are four ranges of flame pulsation intensities: 
slight, medium, strong, and over excitations. Besides, Hu and his co-workers  have produced a 
series of experiments to study the flame tilt angle [8, 9], horizontal extents [10], flame length 
evolution [11] etc of diffusion flames under cross-wind. Recently, Tang et al. [12] studied the flame 
base drag length of diffusion flames with different aspect ratios under crossflow.  

For the flame tilt angle, Pipkin et al. [13] deduced a classical model, in which cylindrical flame 
shape was assumed, the fuel velocity was expected to be uniform in the visible flame region. Flame 
width has the same size with the pool diameter, and the wind was assumed to have a ‘drag force’ 
with a drag coefficient Cf. When the momentum balance due to the cross-wind, initial inertia and 
buoyancy was applied in the direction normal to the surface of the flame body (positive upward), 
the tilt angle θ was: 

( )
2

2

2tan 1
( )

cos 1+ cos
f w f

f j j j n

C u L
f

Ri u d

∞ρθθ = =
θ π ρ ρ θ ρ

, (1) 

where the Richardson number is 2Ri ( ) / ( )f n f jgd u∞= ρ −ρ ρ , ρ  is the density, u  is the velocity, L  

is the length, nd  is the nozzle diameter. The subscripts f, j, w, ∞ , 0 represent flame, fuel jet, cross-
flow, ambient condition, and initial condition, respectively. It can be seen that, the title angle is 
dependent on the flame length, the drag coefficient Cf depends on multiple factors and is very 
complicated to be interpreted and obtained. Moreover, the effects of entrained air have been 
ignored. 

In the previous work, the tilt angle mainly depends on the flame length and other unpredictable 
parameters [13], or the air entrainment was assumed to be of a value that only supports complete 
combustion [14]. However, in the cross-wind condition, a large amount of air was entrained into the 
flame convection zone and the flame upper edge by coherent structures with large vortices, leading 
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to great variation in the flame tilt angle [15]. Therefore, the variation of air entrainment can greatly 
affect the flame inclination, which cannot be neglected, or assumed to be of fixed valued. 

In the present work, the tilt angle of momentum-controlled highly turbulent jet flames was modelled 
by employing air entrainment, which was different from the model of Eq. (1) that depends on 
unpredicatable parameters, and previous work [14] in which the air entrainment ratio was assumed 
to be unity. Experiments of momentum-controlled propane jet flames with values of RM of 0.1–10, 
Fr of 1–100 were carried out in a open-loop wind tunnel, in order to verify the tilt angle model. 

THEORETICAL ANALYSIS 

Assumption made in building the model are: the diffusion flame is axisymmetric [4], steady and 
isothermal; the cross-flow is steady and non-turbulent; the cylindrical flame has an average flame 
width [16]; self-similarity of the jet flame is retained in cross-flow; stoichiometric and fast chemical 
reaction prevails; and the burning efficiency of the propane is assumed to be 100% [5].  

Additionally, the buoyancy was neglected in this model. One might expect the vertical velocity to 
decrease by entrainment but increase by buoyancy simultaneously. Escudier [3] has pointed out that, 
buoyancy forces generated by the release of thermal energy during the combustion process have a 
negligible effect on the motion until far downstream. For highly turbulent jet flow, ( )cosf jRi ρ ρ θ  

in Eq. (1) is generally far smaller than unity, indicating that buoyancy momentum is small compared 
with inertia momentum. Furthermore, the solution of the effects of scaling on the relative influence 
of initial momentum and buoyancy showed that, due to the decrease of the vertical velocity, the 
flame bends over near the nozzle. Buoyancy has little influence near the nozzle, while it has a large 
influence in the downstream to curve up the flame [4]. 

ρ j

Nozzle

x

z

dn

uj

dξ

Wind
 

Fig. 1. Configurations of a tilted jet flame in cross-flow in x, z coordinates. (The gas jet discharges at a velocity 

ju  with density jρ  from a nozzle of diameter dn into a cross-flow of density ∞ρ  at horizontal velocity uw; ξ  

is the axial ordinate in x, z plane; dξ  is the flame element; sinwu θ  and coswu θ  are the components of the 

cross-flow velocity, parallel and normal to the axial velocity uξ , respectively). 

The definitions of the configuration of a tilted flame in cross-flow are shown in Fig. 1. When the 
momentum balance is applied in the direction of the main flow motion: 

( ) ( )tan H w V Vm u m uθ = ɺ ɺ . (2) 

Based on the assumption of a cylindrical flame shape, in the horizontal direction, the cross-flow 
mass flow rate through the cylindrical flame surface is: 
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2 cosH w fm u bL∞= ρ θɺ , (3) 

where b is the half-width of the flame. 

For stoichiometric reaction, the air entrainment ratio ( )e mα ɺ , i.e., the mass flow rate ratio of the hot 

gas in the whole flame region to stoichiometric gases, is: 

( )( ) ( 1)e m air jm S mα = +ɺ ɺ ɺ . (4) 

Here S is the air-to-fuel mass stoichiometric ratio, airmɺ  and jmɺ  are the mass flow rates of entrained 

air and fuel jet, respectively. ( )e mα ɺ  is related to the air entrainment coefficient [17], but not the 

same. 

The mass flow rate of the mixture of stoichiometric gas and entrained air is ( )
( ) 1V e m jm S m= α +ɺɺ ɺ . 

Eq. (2) then becomes: 

( )

2

( )

2 cos
tan

1
w f

e m j V

u bL

S m u
∞ρ θ

θ =
α +ɺ ɺ

. (5) 

For a cylindrical flame, its tilt angle is constant. Here in the whole flame length fL , there are three 

characteristic parameters are assumed: the air entrainment ratio ( )e mα ɺ , flame mean half-width b , 

and vertical velocity Vu . Altering the form of Eq. (5), gives: 

( )

2

( )

2tan

cos 1
w f

e m f V

u bL

S m u
∞ρθ =

θ α +ɺ ɺ
. (6) 

The solutions of b  and Vu  are now addressed. 

The similarity solution for the flame half-width, b, relates to the axial coordinate by [18]: 

( )1/2
( ) 0.23 st jb ξ = ξ ρ ρ , (7) 

where ( )( )2Nst j j j stMW MW T Tρ ρ = , MW are the molecular weights, T is the temperature, the 

subscripts N2 and st stand for the nitrogen gas and stoichiometric condition, respectively. For the 
case of a one-step irreversible reaction with infinitely fast chemistry, with assumed, infinitely fast, 
reversible, reactions are assumed, all species are in chemical equilibrium at each value of mixture 
fraction. If the enthalpy equation takes the same form as the mixture fraction, the enthalpy becomes 
a linear function of the mixture fraction. The stoichiometric temperature Tst calculated under these 
conditions is the adiabatic flame temperature Tad [19]. With Tst = Tad = 1554 K [20]. 

In the isothermal flame, the mean half-width in the flame region is: 

( )1/2

0

1 1
( ) ( ) 0.115

2
fL

f f st j
f

b b d b L L
L

= ξ ξ = = ρ ρ∫ . (8) 

In still air, the axial velocity ( ξ  = z) can be obtained, based on Spalding’s entrainment theory, [4]: 

( )( )( ) 11/2( )
1 0.32

( ) n j
j

u
d

u

−
ξ

∞
ξ

= + ξ ρ ρ
ξ

. (9) 



Part 5. Fire Dynamics 

855 

Here ( )uξ ξ  is the axial velocity at ξ  height and ( =0)j ju uξ = . With cross-flow, ( )uξ ξ  is the axial 

velocity at ξ  along ξ  direction, ( )ju ξ  is the initial coupling velocity of jet and cross-flow in ξ  

direction. 

The average velocity over the flame length uξ  is then defined by assuming the same residence time 

is retained, as: 

0

1

( )
fLfL

d
u uξ ξ

= ξ
ξ∫ . (10) 

Substituting Eq. (9) in Eq. (10), the flame axial velocity, averaged in the axial direction, ( )axialuξ  is: 

( ) ( )( ) 11/2

( ) ( ) 1 0.16axial j f n ju u L d
−

ξ ∞= ξ + ρ ρ . (11) 

In the radial direction r of the flame, the vertical velocity distribution has the following form: 

( )( )2 2( , ) ( ) exp 2u r u rξ ξξ = ξ − σ , (12) 

where σ is the standard deviation related to the spread of the profile across the centerline. Since 4σ 
is the width of the distribution that encompasses 95% of the area under the profile from statistics, 
one can assume 4σ = 2b. Thus the average vertical velocity across the radial direction is: 

( ) 2 0

( )1
2

2radial

u
u rudr

b

∞ ξ
ξ

ξ
= π =

π ∫ . (13) 

Combining Eqs. (11) and (13), the average fuel velocity in still air is: 

( )( )( ) 11/ 2

( , )
1

( ) 1 0.16
2axial radial j f n ju u L d

−

ξ ∞= ξ + ρ ρ . (14) 

When there is cross-flow, as shown in Fig. 1, ξ  becomes the flame tilt coordinate, cos zξ θ = . The 

scalars of the vectors in ξ  and cosξ θ  (z) coordinates have the following mapping relationships: 

cos zξ → ξ θ = , cosr r→ θ , cosσ → σ θ , ( ) ( ) cosj j ju z u u= ξ θ = , ( ) ( ) cosu z uξ ξ= ξ θ . (15) 

Based on Eq. (15), the average vertical velocity at cosfL θ  height in cross-flow is: 

( ) ( )( ) 11/ 21
1 0.16 cos

2V j f n ju u L d
−

∞≈ + θ ρ ρ . (16) 

Substituting Eqs. (8), (16) and 2 2( ) / ( )M j j wR u u∞= ρ ρ  into Eq. (6) gives: 

( )( )( ) ( ) ( )1/2 1/22

( )

tan 2 1
1 0.16cos

cos ( 1)f n j f n st j
e m M

L d L d
S R∞

θ + θ ρ ρ = ρ ρ
θ π α +ɺ

. (17) 

In still air, experiments have shown that the length of a momentum-controlled turbulent diffusion 
flame is about 100dn. The value of f nL d  is very large and Eq. (17) can be simplified: 

( )( )( ) ( ) ( )1/2 1/22

( )

tan 2 1
0.16cos

cos ( 1)f n j f n st j
e m M

L d L d
S R∞

θ θ ρ ρ = ρ ρ
θ π α +ɺ

. (18) 
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For low Mach number flow jets, Fr numbers are generally smaller than 105. The inclined flame 
length ratio Lf/dn is independent of the momentum ratio [21]. The theoretical and experimental 
results showed that, the dimensionless heights of turbulent flames are dependent on Fr as 

1 527f nL d Fr=  [18],  With  

air j

j j

TMW

MW T
∞

∞

ρ
=

ρ
, 2N jst

j j st

MW T

MW T

ρ
=

ρ
, jT T∞= , 

2air NMW MW≈ , Eq. (18) can be further simplified to 

give: 

( ) ( )1/2 1/5

( )

337.5 1
tan

1 st
e m M

T T Fr
S R ∞θ =

π α +ɺ

. (19) 

According to the definition of ( )e mα ɺ  in Eq. (4), when ( ) 1e mα ≤ɺ , the amount of entrained air is less 

than required for stoichiometric combustion, which is very common for the high speed, strong jet 
flame. When ( ) 1e mα >ɺ , it implies that a large amount of air, sufficient to cause oxygen-rich 

combustion, is entrained into the flame, which occurs for low speed jet flames. 

EXPERIMENTAL SETUP 

Propane was used as the fuel and all experiments were carried out in a wind tunnel with a  test 
section  6 m long, 1.8 m wide and 1.8 m high. The facility can simulate cross-flow between 0.5 and 
15 m/s with turbulence fluctuation intensity of less than 2%. The transient cross-flow is measured 
by four hot-wire anemometers, with an  accuracy of 0.01 m/s.  

Four nozzle sizes were used with inside diameters from 8 to 14 mm, and the nozzle, in the middle of 
the test section, at a height of 50 cm, to reduce the influence of the floor boundary layer. The 
vertical jet flow was measured and controlled by an Alicat mass flow meter, with a precision of 
±(0.8% of reading + 0.2% of full scale).  

The jet-to-crossflow momentum flux ratio RM for this work was in the range of 0.1~10, where the 

Reynolds number ( Re j j n ju d= ρ µ ,  and Froude number 2 ( )j nFr u gd=  of the jet fuel gas are 

approximately 2100 < Re < 4000 and 1 < Fr < 100. 

A high speed camera (2000 frames per second) was used in the front perspective of the tilted flames 
to record video images through the glass observation window on the side of the wind tunnel [14]. 

RESULTS AND DISCUSSION 

Imaging analysis 

Figure 2 shows typical flame images recorded by the high speed camera (a) and the contours of 
flame intermittent rate (b). In Fig. 2, the flickering flame length was obtained by image processing 
and the flame tilt angle by the vector of the mean flame length. The slant length was defined as the 
distance between the center of the nozzle exit and the “peak” of the contour of fifty percent of flame 
occurrence probability. With increasing wind velocity, the flame was increasingly inclined from the 
nozzle axis. 

Tilt angle regime 

The tilt angle with different Froude numbers, air entrainment ratio, and various momentum flux 
ratios, over a large range is shown in Fig. 3.  



Part 5. Fire Dynamics 

857 

(a)

 

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

(a) uw=0 m/s
(b) uw=1.0 m/s

 (c)
 uw=1.5 m/s

(d) uw= 2.0 m/s

θ =0°
θ =46°

θ =58°

θ = 70°

Nozzle

Intermittent 
level

(b)

 

Fig. 2. Flame images (a) and the contours of the flame intermittent rate (dn = 8 mm, uj = 2.65 m/s). 
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Fig. 3. Tilt angle with momentum flux ratio. The solid line is based on Eq. (19). Johnson [22]: propane, 
methane, 18.8 < Fr < 20.3; Douglas [23]: flare stack, 25 < Fr < 59; de Faveri [24]: diesel oil, 0.085 < Fr < 

1.36; Kalghatgi [25]: propane, 1022 < Fr < 6.7×105; Wang [26]: propane, 47 < Fr < 756. 

Escudier [3] postulated that the air is entrained into the jet at rates proportional to the magnitudes of 
these two characteristic velocities by using Morton entrainment theory, which can be expressed as: 

( )( ) ( )2 sin cosair e u w e u wdm d b u u u∞ ξξ = πρ α − θ + β θɺ , (20) 

where ( )e uα , ( )e uβ  are the air entrainment coefficients related to the components of the cross-flow 

velocity parallel and normal to the flame axis. Ricou and Spalding [27] showed that for large ndξ , 

( ) ( 1)e m air jm S mα = + ∝ ξɺ ɺ ɺ , and ( ) 0e mα =ɺ  at ξ  = 0. After dividing Eq. (20) by the fuel mass flow 

rate 2 4j n j jm d u= π ρɺ , the universal excess air entrainment ratio in the flame region is: 

( )
( ) ( ) ( )2

sin cos1
8

1
we m f w

e m f e u e u
j j jn

u ud L b u
L

d S u ud

ξ∞
  − θ α θρ
  α = = α + β    ξ + ρ      

ɺ

ɺ . (21) 
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As 2 ( )j nFr u gd= , ( ) ~1e m Frα ɺ . Therefore, the values of ( )e mα ɺ  and Fr in the calculation of the 

solid line in Fig. 3 were negatively correlated with each other. 

There are two regimes (regime I: 1 < Fr < 103, 0.1 < RM < 100; regime II: 103 < Fr < 106, 100 < RM 
< 3000) for the medium and highly turbulent jet flames, respectively. For fixed Froude numbers, 
with increasing RM, the tilt angles decreases. For highly turbulent jet flames in regime II, as the jet-
flow Froude number is very large, the contributions of air entrainment to the tilt angle is negligible, 
so with the same RM, the tilt angle is bigger than the low momentum jet flames in regime I. 

CONCLUSIONS 

Motivated by improving the understanding of the behaviors of jet flame in cross-flows, the work has 
provided a new tilt angle equation for air entrainment. The air entrainment ratio, defined as the mass 
flow rate ratio of the hot gas in the whole flame region to stoichiometric gases, was proportional to 
the jet flame Fr. 

Experiments with propane jet diffusion flames analyzed and verified the angle equation. Based on 
the experimental results and tilt angle equation, two regimes of  tilt angles were identified for the 
medium and highly turbulent jet flames: regime I: 1 < Fr < 103, 0.1 < RM < 100; regime II: 103 < Fr 
< 106, 100 < RM < 3000. For fixed Froude numbers, with increasing RM, the tilt angle decreased. For 
highly turbulent jet flames, the contributions of air entrainment to the tilt angle can be ignored, so 
with the same RM value, the flame deflected more than in low momentum jet flames. 
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ABSTRACT 

Increasing world-wide demand for gas is resulting in an increased network of gas piping which poses 
potential hazards to the natural and man-made environment in proximity to the pipelines. In this work we 
report experimental measurements of the thermal radiation levels generated by fireballs from two full-
scale, below-ground, natural-gas pipeline ruptures. The tests were carried out at the DNV GL’s 
Spadeadam Test Site simulating the rupture of a 1219 mm diameter pipe carrying high pressure natural 
gas (at 13.4 MPa -nominal gauge pressure). The duration of the fireball and the maximum heat fluxes (as 
high as 70 kW/m2 at 200 m downwind) were well predicted by current simple mathematical models when 
a reasonable radiative fraction of the total energy release was assumed. The empirical radiant fraction 
equation adopted by OGP was shown to overpredict the incident heat flux in these tests. In the second test 
the grass surrounding the test location was ignited and other vegetation showed significant thermal 
damage. To interpret such data correctly and to evaluate the hazards, to natural and man-made 
environments, more information is needed on the effects of short exposure times (of the order of a few 
seconds) to high transient heat fluxes.  

KEYWORDS: Thermal radiation, fireball, gas pipeline. 

INTRODUCTION 

With worldwide demand for gas is  set to rise until 2034 [1]. This will inevitably lead to 
environmental receptors being located closer to gas transmission installations and pipelines. In the 3 
years from 2013 there were 60 gas pipeline releases within the EU [2, 3]. To assess the 
environmental risks from a pipeline release, credible scenarios need to be considered for each site 
which can include unignited or ignited releases the magnitude of which will depend on the size and 
rate of the release and the timing of ignition after the initiation of the release. Of the potential 
scenarios and consequences, the full-bore rupture of an onshore pipeline and a resulting fireball 
represents a worst-case scenario for pipeline operators. 

In the event of a rupture of an onshore natural gas transmission pipeline, high pressure gas will be 
instantaneously released, leading to the formation of a crater. The initial phase will be highly  
transient, with the formation highly turbulent jet with a mushroom cap. This initial phase typically 
lasts 30 seconds. The gas cloud will increase in height due to the momentum of the release and the 
entrained air, gradually dispersing until an almost steady state plume is developed [4]. 

If ignited shortly after the rupture event, combustion of the turbulent gas cloud will lead to the 
generation of a fireball and crater fire. Whilst missile and overpressure hazards are also generated, 
experience has shown that from experiments by DNV GL, the hazard ranges associated with these 
are smaller than thermal radiation hazards [5]. 



Part 5. Fire Dynamics 

861 

In the case of immediate ignition, the radiant heat flux emitted will vary significantly from the 
combustion of a steady state release. There are a variety of simple models for estimating thermal 
radiation heat flux levels from gas jet fires [6, 7] i.e. the steady state fire which develops after a 
fireball event. Such models have been extensively validated and refined. Publicly available data on 
thermal radiation data from fireballs following a large scale gas pipeline ruptures with immediate 
ignition are limited to few sources [8, 9]. There are however, several simple correlations for the 
estimation of fireball diameters and durations which have been validated for BLEVE’s [7]. The 
International Association of Oil and Gas producers (OGP) recommend the use of one these models- 
discussed in detail later - to predict the thermal radiation levels for fireballs from pipelines [10]. 

The main aim of the present work is to provide experimental measurements of the thermal radiation 
levels generated following the ignition of flammable gas from a full-scale, below-ground, natural-
gas pipeline rupture and to understand the implications this has for current models used in assessing 
the environmental risks. Evidence of thermal damage to surrounding and strategically placed 
vegetation will also be obtained, and this will be compared to the measured radiative fluxes and 
used to build up a library of vegetation damage evidence that could also be useful for investigation 
of pipeline fireball incidents or other thermal radiation incidents. 

METHODOLODGY 

The fracture propagation facility at DNV GL’s Spadeadam Test Site was used to accommodate the 
48-inch (1219 mm) diameter test pipes. The test layout consisted of two 48-inch (1219 mm) 
diameter pipe reservoirs each with a length of approximately 165 m, at a nominal test pressure of 
13.5. The reservoirs were spaced with a gap between the reservoir ends of approximately 130 m 
where the test section comprising of eleven pipe lengths could be installed. The length of the 
reservoir on each end of the test section was such that it simulated an infinitely long pipeline, thus 
enabling that gas decompression from the test section to replicate actual pipeline conditions (at an 
initial 13.4 MPa gauge pressure) without experiencing any pressure reflections during the fracture 
event. The outer end of each of the reservoirs was terminated with a dome end and fitted with 
connections to a 12-inch nominal bore (323 mm) diameter gas recirculation loop through full bore 
isolation ball valves.  

The recirculation loop incorporated a set of fan units providing a circulation velocity of nominally 
0.5 m s-1 in the 48-inch (1219 mm) diameter test pipe to ensure that a homogeneous gas mixture was 
achieved throughout the test rig. A heat exchanger supplied with an ethylene glycol/water mixture 
and circulated through two refrigeration units was used to control the temperature of the gas. To 
reduce any heat loss or heat gain throughout the system, the flow loop, reservoirs and test section 
were insulated with spray applied polyurethane foam. 

The circulating loop incorporated injection points with meters to measure both the natural gas 
content (injection was from an LNG source) and the volume of gas in the test rig. 

To prevent reservoir movement during a test, both reservoirs were installed within large concrete 
anchors. Four anchors were equally spaced along each reservoir to resist any bending forces applied 
during the test and one at each end supported by steel piles to resist axial thrust. The reservoirs were 
also protected at their inner ends by wire wound crack arrestors, in the event that the fracture failed 
to arrest within the test section. 

Prior to carrying out a pneumatic test of the rig, instrument and cable locations were covered with a 
layer of sand padding and then backfilled with indigenous clay type soil so that the top of the test 
pipes was 0.9 m below ground level. A photo of the eastern end of the test section before being 
backfilled is shown in Fig. 1. 
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The test was initiated using a 1 m long explosive cutting charge in the centre of the initiation pipe. 
Although there was a high probability that ignition of the test gas on initiation would occur, ignition 
sources were also deployed at both at high and low level by firing of pyrotechnics into the area of 
the cloud at the same time as the test initiation.  

 

Fig. 1. Image of the test section prior to being backfilled. 

 

Fig. 2. Radiometer locations. 

The thermal radiation resulting from the fracture test was measured using an array of Medtherm 
wide angle radiometers (total field of view of 150o) distributed around the test area. In the north-
south direction (nominally crosswind from the prevailing wind direction), radiometers were placed 
at distances of 200 m and 500 m north of the initiation point. On the east-west axis, radiometers 
were placed at 200 m and 500 m west of the initiation point and distances of 200 m, 500 m, 750 m 
and 1000 m east of the initiation point. A diagram showing the locations and nomenclature for the 
radiometers is shown in Fig. 2. The radiometers have a response time of 1 s and an accuracy of ±5% 
and were calibrated prior to testing in a black body furnace over five different heat fluxes. Each 
Medtherm radiometer is fitted with a calcium fluoride window that transmits light in the wavelength 
range 0.3 to 11.5µm and employs a Schmidt-Boelter thermopile to measure incident thermal 
radiation. Incident thermal radiation is absorbed at the sensor surface and transferred to an integral 
heat sink that remains at a temperature below that of the sensor surface. The difference in 
temperature between two points along the path of the heat flow from the sensor to the sink is 
proportional to the heat being transferred, and is, therefore, proportional to the incident thermal 
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radiation. Medtherm radiometers have thermocouple junctions fitted at two such points. These form 
a differential thermoelectric circuit, providing an EMF between the two output leads which is 
directly proportional to the incident thermal radiation. The radiometers will be aimed at the nominal 
predicted centre of the fireball. 

Two full scale rupture experiments have been carried out. These tests were identical in the 
experimental set-up with respect to the purposes of the study presented here. However, due to a 
malfunction of the data loggers the East and North radiometer recordings were lost in Test 2. 
Additionally, there were environmental differences between the tests which are summarised in the 
Table 1.  

Table 1. Test conditions 

  Date Ambient 
Temp (°C) 

Atmospheric 
Pressure 
(mbar) 

Relative 
Humidity 
(%) 

Wind 
direction 
(°) 

Wind 
speed 
(m/s) 

Test 1 28th March 11 967 94 295 7.6 

Test 2 6th June 9.7 984 94 253 7 

RESULTS AND DISCUSSION 

In the first test, a peak thermal radiation level of over 70 kW/m2 at 200 m was observed (see Fig. 3). 
It took 6 seconds to reach this thermal radiation level. At 750 m it took over 20 seconds for the 
thermal radiation level to fall below 1 kW/m2. The fireball mushroomed from the release point and 
was observed to be tilted by the prevailing wind direction (295°, 7.6 m/s) as shown in 4. Thus, the 
peak thermal radiation level was observed on the eastern radiometer. As a peak of 35 kW/m2 
observed on the western radiometer also located 200 m from the release point, the thermal radiation 
field was found to be asymmetrical.  

 

Fig. 3. Thermal Radiation Measurements from Test 1. 
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Comparison to calculated maximum heat fluxes 

Using the same method as Wang [8], which has the same form as the OGP method [10], the peak 
thermal radiation at a given distance can be calculated using the equations for the maximum 
diameter, duration and height of the fireball: H�Kb � 6.48J<.61e (1) f � 4.35J<.666 (2) �g � 2.60J<.$`i, (3) 

where Dmax is the maximum diameter of the fireball (m), M the mass of fuel involved (90,000 kg), H 
(m) the height of the fireball from ground level and td (s).  

The distance (X) from the fireball to the receiver is: 

j � √�1 � f1 (4) 

where l is the distance to the point on the ground beneath the fireball. 

  

Fig. 4. Fireball from Test 1 (view looking east). Fig. 5. Maximum thermal radiation (predicted and 
observed)  as a function of the ground level distance 

from the centre of the release location. 

The view factor (vf), transmissivity (τ) and surface emissive power (E) are given by: 

l� � mnopq1r s1 (5) 

t � 2.02	 u 	v/5L mj � nopq1 sw#<.<x (6) 

y � ∆z	{	|}~nopq� ��, (7) 

where R is the relative humidity (0.94 for Test 1), Pw is the water saturation pressure (1312 Pa) and 
ΔH is the heat of combustion (52 MJ/kg). The fraction of heat radiated (Fr) is given by Wang as: P� � 0.275�<.61 (8) 

where Pb is the pipe design pressure in MPa (13.4 MPa was used which is pipeline pressure before 
rupture) .  
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The radiation (I) received by an observer at distance X is: � � l�	t	y (9) 

The maximum thermal radiation levels predicted using the above model, as a function of distance 
from the fireball vertical axis, are shown as a solid blue line in Fig. 5, where they are compared with 
the measured data. Good agreement (within 20%) is shown in the far field, at distances over 700 m 
and low heat fluxes. In the near field the theoretical calculation overpredicts the measured values by 
an order of 60%. 

Examination of the outputs from each of the above equations indicates that the main source of the 
difference is the larger than expected radiative fraction (Fr) calculated from Equation (8).  The 
equation gives a value of Fr of 0.61 which is much larger than a generic value of 0.3 for large 
hydrocarbon fires and fireballs. The radiative fraction is strongly dependent on the soot content and 
temperature of the flame, but measurements above 0.4 are rare. The rational and origin of the 
relationship are unclear, but it has been adopted by OGP [10], and therefore it is significant to show 
that it results in overprediction in this case. Equation (8) is an empirical relationship with no link to 
the physics of the phenomena. Interestingly Wang and Co-workers [8] used the same expression 
giving Fr = 0.7, in their case. They also showed good agreement with their data from LNG 
experiments, which will have different sooting characteristics to the current case. Additionally, a 
low heat of combustion was used in Wang et al [8], without explanation.  

As a comparison Eq. (8) in the above model was replaced with Fr = 0.3 (i.e. the generic value 
typically used radiative fire hazard calculations). The results are shown as a dashed line in Fig. 5, 
and clearly demonstrate a much better agreement with the experimental test data from this work.  

Worthy of note is the result from Eq. (3), with a duration of the fireball from this release of 17.4 s, 
which compares well with the duration of the thermal pulse indicated in Fig.3. 

Thermal damage to vegetation  

During the second test, two types of plants (Laurustinus and Portuguese Laurel) were located at 
each of the radiometer locations. During the second test the leaves of the Portuguese Laurel at 
200 m showed scorching (shown in Fig. 6). However, grass located 150 to 250 m from the release 
point was ignited. 

In fire hazard calculations the minimum heat flux required either for pilot ignition or autoignition of  
solid material is a very important parameter, as it defines the ignition propensity of the material. As 
it is the minimum heat flux that is of interest then necessarily the exposure times are long. For 
example for wood the minimum heat flux required to achieve piloted ignition, is typically quoted as 
12.5 kW/m2,while for autoignition it is 29 kW/m2 [11]. However, it should be understood that at 
these heat fluxes it may take several minutes before ignition occurs. 

The exposure time to fireballs resulting from pipeline ruptures, or other transient events, is short but 
the actual incident heat fluxes are large.  For this reason, the minimum heat flux data for pilot 
ignition or autoignition of the material is of little use in establishing the thermal threat level that 
these events pose to their surroundings. More work is needed in this area to develop a database of 
ignition propensity to short high intensity heat fluxes.  

With respect to the second test, it is possible that hot embers and debris could have fallen onto the 
grass to cause piloted ignition in patches, as shown in the debris field in Fig. 7. However, it is also 
likely that the radiative flux was sufficient to ignite the grass in June when most likely it was dryer 
than in March. 

There are many variables which will affect whether vegetation will ignite: Type of solid (thermally 
thin or thick), ambient conditions, size and orientation of object, heating methods, moisture levels, 
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fuel arrangement, topography. Also, different species will have varying resistance to fire, for 
example juniper trees have a thin bark and a lack of other defence mechanisms, so will be sensitive 
to fires [12]. 

Moisture levels are an important variable for vegetation, as a substance needs to be dry for 
combustion. to occur and, as water has a high latent heat of vaporisation, considerable thermal 
radiation is needed to dry out a substance [13].  

  

Fig. 6. Scorching to Portuguese 
Laurel – Test-2, 200 m. 

Fig. 7. Debris field. 

Ignition of cellulosic materials determined in the laboratory is likely to have been conducted on 
substances which have been dried out. However, as shown in the second test, the intensity of 
radiation from the fireball phase is sufficient to dry out a substance and cause combustion to occur. 

Weather conditions also play a role, as a long dry period, will make the ecosystem easier to ignite. 
Damage to grass was limited in the first test, which is likely to be due to significant rain and snow in 
advance of the test.  

In the event of a real release, the fireball phase will be followed by a steady state fire. The duration 
of this steady state fire will be dependent upon how easily the plant is to isolate. In 2004, an 80 bar, 
40-inch gas pipeline ruptured [14]. Thermal damage was caused, extending to a radius of 
approximately 200 m which is equivalent to 125,000 m2. Figs. 8 to 10 show damage to trees, grass 
and timber pallets around the building. 

In the UK, environmental risk assessments can be carried in line with the Chemical and 
Downstream Oil Industries Forum (CDOIF) guidance on environmental risk tolerability [15]. 

To determine whether there is the potential for a major accident to the environment (MATTE) the 
following steps can be carried out: 

1. Deduce credible scenarios to assess; 

2. Determine whether there is pathway to cause harm to a receptor (i.e. thermal radiation); 

3. Calculate the hazard distance to determine which receptors would be affected; 

4. Assess the area of damage caused for different receptors against the CDOIF guidance; 

5. Determine the duration of the harm. 
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Fig. 8. Damage to trees 210 m from the crater [14]. 

 
Fig. 9. Damage to grass. View 400 m from the crater [14]. 

 

Fig. 10. Damage caused to wooden pallets 130 m from the crater [14]. 

In the case of a pipeline rupture, Figs. 8 to 10 show that harm can be caused by a pipeline rupture to 
environmental receptors. Area criteria for assessing damage to environmental receptors start from 
0.5 hectares (5,000 m2) or 10% of the area, if less for sensitive receptors and 10 hectares 
(100,000 m2). The experimental data have shown that in the initial fireball phase of a pipeline 
rupture, visible damage to vegetation is caused to plants within 200 m of the release. Most of the 
burnt area in this case was grass. Grass has an unusual growth mechanism in that it starts from the 
stem, rather than the tip [13]. Therefore, unless the soil is badly damaged it is likely for the grass to 
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re-grow. In assessing the possible impacts for grass, it is likely to recover within 3 years and so 
therefore, it is in accordance with the CDOIF guidelines, such an incident would not be classed as a 
MATTE.  

Other criteria are included with the CDOIF guidelines and further information is required in 
assessing the consequences more sensitive receptors. 

CONCLUSIONS 

Two large scale tests of fireballs from full-scale, below-ground, natural-gas pipeline rupture enabled 
experimental measurements of the thermal radiation levels generated to be made. The duration of 
the fireball and the maximum heat fluxes were well predicted by current simple mathematical 
models when a reasonable radiative fraction of the total energy release is assumed. The empirical 
radiant fraction equation adopted by OGP was shown to overpredict the incident heat flux. In the 
second test the grass surrounding the test location was ignited and other vegetation showed 
significant thermal damage. To interpret such data correctly and to evaluate the hazards presented 
by such pipeline ruptures to natural and man-made environments more information is needed on the 
effects of short exposure times of the order of a few seconds to high transient heat fluxes.  
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Measuring the Energetics of a Lithium Ion Battery 

in Thermal Runaway 
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University of Maryland, Department of Fire Protection Engineering, College Park, MD, USA 
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ABSTRACT 

A calorimetry technique is developed to measure the energetics of an 18650 Li-ion battery in thermal 
runaway. The technique uses the battery as a calorimeter with temperature and mass loss measurements to 
analyze the energetics. Runaway is induced by heating of the battery. Only one battery is investigated 
over a range of heating power and state of charge (SOC). The dynamics of the battery are investigated 
including time events, temperature, mass lost and energies. The total energy in runaway is manifested by 
the internal energy stored in the battery and the enthalpy of the ejected mass. Combustion of the ejected 
gases is not studied here. Here a safety vent first causes the release of gases, then this is followed by the 
more dominant ejection during runaway. Vent times decrease dramatically with heating power. The 
duration of runaway decreases with the SOC, and runaway energy increases with the SOC. The total 
energy measured in runaway is compared to an alternative technical to show its accuracy. The need to 
assume a specific heat of the ejected mass in the current technique has an effect on accuracy. Also the 
possibility of melting in runaway is not included in the current technique. 

KEYWORDS: Batteries, calorimeter, Li-ion, thermal runaway. 

INTRODUCTION 

Lithium ion batteries have a high electrical energy density. These batteries are used extensively in 
commercial products from electronics to powering automobiles. As with any new technology they 
can cause unanticipated safety issues. It has become well known that such batteries are prone to 
“thermal runaway” that can lead to fire and explosion hazards [1-3]. In general, thermal runaway is 
a process that is accelerated due to temperature. It involves a feedback mechanism in which the 
exothermic energy produces an increase in temperature, and the temperature causes an increase in 
the rate of energy generated. In runaway of a Li-ion battery, many exothermic decomposition 
reactions are triggered among its components, and modeling all of the electrical and chemical 
processes in runaway is very complex [4-6]. The primary hazard from the runaway of a battery is 
the transfer of this energy to other batteries causing a possible chain reaction, and the transfer of 
energy to the surrounding materials to cause fire and possible explosion in a confined system. The 
energy dynamics of runaway are key in the design of safety mitigation systems to prevent the 
consequences from runaway.  

A typical Li-ion battery consists of a cathode of a lithium metal oxide on aluminum and a graphite 
anode on copper. The electrolyte is an organic solvent and is combustible. A plastic membrane 
separator, within the electrolyte, limits the ion transfer between the anode and cathode. The 
separator is a key failure point in the initiation of runaway. Failure can be initiated in several ways: 
(1) a manufacturing defect that produces dendritic growth breaking the membrane, (2) heating to 
cause the membrane to melt, (3) direct accidental puncture, and (4) over-charging. Failure of the 
membrane leads to an internal short circuit and thermal runaway. 
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The internal energy generated within the battery in runaway is composed of resistive heating and the 
sum of several exothermic decomposition reactions involving the cathode, anode and electrolyte [6]. 
Gases produced in early reactions pressurize the battery and are first intentionally vented by a 
pressure-relief device. This is followed by a more catastrophic ejection of mass during runaway. 
The energy output of a battery in thermal runaway is composed of (1) the internal energy from 
resistive heating and decomposition, (2) the thermal energy of the vented materials, and (3) 
potentially combustion energy of the vented gases. The vented materials can include gases 
composed of CO2, CO, H2, CH4, other hydrocarbon and possibly a little oxygen, and solids 
composed of copper, graphite and molten aluminum [3]. These three energies comprise the potential 
fire hazard to the surroundings.  

Measurement techniques have been used to measure the thermodynamic energy and the rate of 
energy from batteries during runaway. A commercially available technique is an adiabatic 
Accelerating Rate Calorimeter (ARC) but it is limited to temperature ranges well below the 
temperatures after the onset of runaway. In Roth et al [7] an ARC measures energy rates up to about 
160 ºC. A novel technique was developed by Walters and Lyon [8] and Lyon and Walters [9] using 
a standard oxygen bomb device, but with an atmosphere of nitrogen. The “bomb” and ARC 
methods are closed systems and will measure both the energy internally generated in runaway and 
the energy vented from the battery. Another technique using the battery itself as a calorimeter was 
developed by Liu et al [10] and Said et al [11] in which they address runaway rates and energies for 
several Li-ion batteries. Results will be presented here for a similar battery calorimeter. These 
results are based on a report by Quintiere et al [12] that also included the combustion energy as 
measured in a combustion calorimeter [13]. 

BATTERY CALORIMETER DESIGN 

The calorimeter design is based on an energy balance for the battery. An 18650 battery (18 mm in 
diameter and 65 mm in length) was considered without its plastic covering. Although the battery is a 
cylinder, its internal battery element consists of a thin rectangular battery pouch wound into a 
cylindrical shape. A measurement of the battery temperature and its mass over time in runaway is 
used to compute the various energy components. The battery is heated by a wrapped powered 
Nichrome wire to induce runaway. An electric arc is used to ignite the escaping gases at the 
battery’s vented end. A holder for the battery consisted of a tight thin copper sleeve (0.6 mm), 
covered by thin ceramic paper with a winding of Nichrome heating wire around its outside. Power 
(P) to the wire was measured by current and voltage. The entire battery and holder assembly is 
continuously weighed; and temperature is measured by a flattened thermocouple sandwiched 
between the copper sleeve and the outer steel shell of the battery. The entire battery and holder is 
wrapped in thick low density (48 kg/m3) ceramic blanket and jacketed by a steel 70 mm diameter 
cylindrical shell. The components of the assembly are illustrated in Fig. 1. A schematic is shown in 
Fig. 2. 

      

Fig. 1. Calorimeter components.   Fig. 2. Schematic of calorimeter. 
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CALIBRATION OF CALORIMETER 

The battery calorimeter is calibrated by using an energy balance with a solid aluminum cylinder 
identical in size to the 18650 batteries. The specific heat of the aluminum is taken as 1.05 kJ/(kg·K) 
at 125 ºC. A control volume (CV) is selected to encompass the aluminum cylinder, copper and 
ceramic paper sleeves, and the nichrome heating wires. Heat is lost from the control volume to 
surroundings comprising the ceramic blanket wool and the exiting electrical wires for power. The 
aluminum is inert so the mass of the CV-contents is constant and taken as that of copper (21.5 g) 
and aluminum (47 g). The masses of the ceramic paper and the 24 AWG (0.5 mm diameter and 46 
cm in length) resistance wire are neglected. Applying the conservation of energy to the CV with the 
following assumptions: (1) the battery and copper cylinder are considered thermally thin at the same 

homogeneous temperature, and (2) the heat loss rate ( lossQɺ ) is by conduction into a semi-infinite 
media, gives 

( ) ( ) lossCu Al

dT
mc mc P Q

dt
 + = − 

ɺ .
 

(1) 

The heat loss rate to the ceramic insulation and from the wires is assumed to be of the form 

( )loss iQ T T t= β −ɺ . (2) 

The specific heat of aluminum was derived from the calorimeter analysis and compared to its 
literature value. The analysis used β =1.4 W·s1/2/K and a specific heat for copper of 0.39 kJ/(kg·K) 
in two repeated tests each with a power input of 26.4 W. Figure 3 shows the computed specific heat 
for aluminum. For early times and for corresponding low temperatures, the thermally thin 
assumption is not appropriate. However, as the heat loss is small in this early period, the aluminum 
calorimeter appears to give a good calculation for its specific heat.  

 
Fig. 3. Calibration of the calorimeter using an aluminum battery surrogate. 

BATTERY 

In this study only one battery was tested. It was a Li-ion 18650 battery with a LiCoO2 cathode 
having a nominal 3.7 V and 2600 mA-hr rating. This gives a nominal maximum stored energy of 
34.6 kJ. The battery mass was 44.2+0.1 g over the series tested in which the power input to initiate 
runaway was varied from about 10 to 74 W, and the State of Charge (SOC) was varied from about 0 
to 100 %. Here the SOC is found by a discharge of the battery from its rated capacity. 
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Temperature uniformity of battery 

Several tests were made to investigate the assumption of the battery and copper sleeve as thermal 
thin and uniform in temperature at any time. The internal battery temperature was measured at its 
axial and lateral center along with the normal calorimeter temperature measured on the outer center 
of the battery between it and the tight fitting copper sleeve. Figure 4a shows the results. Also Figure 
4b shows the results for the outer center and end of the battery in another test. The results indicate 
that the battery temperature is reasonably homogeneous within about 20 ºC, however there is an 
anomaly for the center-outer temperature after runaway. From Figure 4a it can be seen that there is a 
delay in response to the outer battery shell of about 20 s and about 60 s for the interior of the 
battery. So the thermally thin assumption for the system is reasonable after 60 s. 

      
Fig. 4a. Temperature within battery and outer shell.  Fig. 4b. Outer center and end temperatures. 

 
Fig. 5. Typical determination of the battery specific heat before runaway. 

Specific heat of battery 

The specific heat of the battery was determined for each thermal runaway experiment during the 
inert battery phase before runaway. This inert period was primarily below 200 ºC for this battery. 
Equation (1), with the battery substituted for the aluminum, was used to reduce the data. Figure 5 
shows a typical determination for the battery specific heat. The inaccuracy below about 100 ºC is 
due to the delayed temperature response of the battery. The specific heat did not significantly vary 
over the range of testing this battery and was found to be 0.95+0.03 kJ/(kg·K). This value was taken 
as constant for all analyses in the tests, in spite of mass lost from the battery during runaway.  
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MODELING THE DYNAMICS OF BATTERY RUNAWAY 

In these tests runaway was induced by heating of the outer battery. The heating power was varied in 
the tests as well as the SOC of the battery. The heating likely melted of the plastic membrane 
separator and caused an internal electrical discharge and runaway. This electrical and chemical 
energy is manifested within the battery as a generation term 

bQɺ , and outside of the battery by an 
ejection term of enthalpy from the battery. The conservation of mass for the system CV yields that 
the rate of mass ejected is equal to the rate of change for the battery mass, m. As shown in [14], the 
conservation of energy states that the rate of internal energy plus the rate of ejected enthalpy is 

equal to the sum of the heating power (P) and the generation term ( bQɺ ) minus the heat loss into the 

ceramic wool ( lossQɺ ) given by Eq. (2). Rearranging to solve for the internal generation term gives 

( )
( ) b

b Cu b loss g

d mTdT dm
Q mc c Q P c T

dt dt dt
= + + − −ɺ ɺ . (3) 

The values for the constants in Eq. (3) are: (mc)Cu = 8.4 J/K, cb = 950 J/(kg·K), and cg is assumed as 
1050 J/(kg·K). The value of the specific heat for the ejected materials is selected for expedience as 
their components are not known and can comprise gases of hydrogen, carbon dioxide, methane and 
others, as well as possibly molten aluminum. At 1000 K, the specific heats of hydrogen, carbon 
dioxide and methane are respectively, 15000, 1200 and 4500 J/(kg·K). Therefore the uncertainty of 
the specific heat for the ejected mixture as well as ignoring any possible melting leads to an 
underestimation for this ejected energy term defined as 

dT

dm
TcQ gg ≡ɺ .  (4) 

It will be shown that the battery undergoes very rapid changes during runaway. As a consequence 
the computation of time derivatives from the temperature and mass measurements can be 
problematic. Moreover the practical manner to assess the hazard of the battery in runaway is not to 
have the precise rate of energy released, but to have the total energy, realizing this is a potential 
transfer to the surroundings in a short time. Therefore, Eq. (3) is integrated to obtain the energy 
released over time 

( ) ( ) ∫∫∫ −−+−+−==
m

mg

t

lossiibiCub

t

b
i

TdmcPtdtQTmmTcTTmcQdtQ
00

)( ɺɺ , (5) 

with the ejected energy as 
i

m

g g
m

Q c Tdm≡ ∫ . Equation (5) will be used to reduce the data for a series 

of tests on the battery varying SOC and P. In all the tests the heating power was initiated at the start 
and kept constant throughout the test. An electric arc was manually initiated at the start of venting to 
attempt to ignite the gases. This was not always successful due to timing and location, and at times 
auto ignition could occur before the arc was struck. 

TYPICAL DATA AND ANALYSES 

Test 17 using a heating power of 25.6 W and a SOC of 100% is examined to show the typical 
results for this battery. The raw data of battery temperature and mass are shown in Figure 6. There 
is a nearly linear rise in temperature until about 500 s when the pressure safety vent opens and 
releases white vapors. In general these vapors could be ignited but ignition was not achieved in this 
test at the first vent. These vapors continue to vent until about 550 s where thermal runaway occurs. 
The feedback between battery temperature and decomposition takes place over several seconds. 
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This is seen as a nearly vertical jump in temperature and drop in battery mass. Runaway is a violent 
process with a high velocity jet from the pressure safety end of the battery. This ejection is about 
35% of the original battery mass. In several seconds the battery temperature jumped from about 200 
ºC to 800 ºC. Runaway is a dramatic event. 

 
Fig. 6. Battery temperature and mass at 100% SOC and heating power at 25.6 W. 

      
                              Fig. 7. Temperature at jump.                Fig. 8. Internal generation rate of energy. 

The runaway event is examined more closely over the jump period (551.5 to 554.5 s). Figure 7 
shows the temperature jump and Fig. 8 shows the rate of internal energy computed, 

bQɺ . The 
dramatic jump in 3 seconds shows the characteristic of thermal runaway in a battery. While the rate 
of internal energy generation can be computed, its distribution over time may not be as significant 
as the total energy dumped in this process. However ejected energy from the battery commenced at 
the first vent (~ 500 s) at about 190 ºC; then most of this category of energy was released during the 
jump after the second vent (~ 550 s). Consequently most of the battery energy converted from its 
original electrochemical energy is primarily transferred in this jump period, and will be represented 
by Qb and Qg over the entire heating period of the battery as given in Eqns. (4) and (5). 



Proceedings of the Ninth International Seminar on Fire and Explosion Hazards (ISFEH9) 

876 

Figure 9 shows the specific energy terms in Eq. (5) individually computed for Test 17. As Qb is 
computed from the algebraic sum of the RHS terms some inaccuracy can be noted as its value is 
about –1.5 kJ before the jump instead of zero. However after the jump this internal energy 
computed is 30 kJ. Qg reaches about 18 kJ. Therefore the total energy of the battery released during 
runaway is about 48 kJ, compared to its rated energy at 100 % SOC of 34.6 kJ. Of course this does 
not include the combustion energy that can be released if the vented gases are ignited. 

 
Fig. 9. Battery energy terms over time. 

OVERALL RESULTS DEPENDENCE ON SOC AND HEATING POWER 

About 25 tests were made with the same battery to assess the effects of the heating power the SOC. 
It might be expected that energy in runaway would be related to the electrical energy stored, and 
that the heating power should affect the time to runaway. 

EFFECT OF HEATING POWER 

In this series the battery SOC was maintained at 80% and the heating power varied from about 10 to 
74 W for the duration of each test. The heating power reduces the time for runaway, as the safety 
vent operation and for the second venting at thermal runaway both decrease with heating (Fig. 10). 
In the configuration of the battery in the calorimeter, all heating powers were able to initiate 
runaway. The duration of the runaway event varied from 3 to 12 s without a definite trend with the 
heating power.  

Although the times for venting and runaway varied significantly, the associated temperatures only 
varied slightly. Figure 11 shows these slight trends where the trigger temperature for runaway is 
about 220 to 300 ºC. During runaway the temperatures rise to over 750 ºC in 3 to 12 s. This rapid 
rise is indicative of the battery hazard in thermal runaway. Figure 12 shows the mass loss fractions 
of the battery after the first safety vent and the runaway vent occur. The mass loss fractions are not 
significantly dependent on the heat power. About 10% of the original mass is ejected during the 
safety venting and up to 40% is lost after runaway. This indicates that more hot stuff is ejected 
following runaway, and much of this is combustible.  

Figure 13 shows a slight effect of heating power on the internal energy and on the ejected energy. 
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The former is about 30 to 35 kJ for this 80% SOC and the latter is about 10 to 18 kJ. Hence heating 
power significantly effects the time for venting and runaway, but not significantly the vent and 
runaway temperatures, and mass ejected and energy produced. 

              

    Fig. 10. Vent times as a function of heating.                   Fig. 11. Temperature at onset and after runaway. 

              

       Fig. 12. Battery mass lost at venting.  Fig. 13. Battery runaway energies vs heating rate. 

EFFECT OF STATE OF CHARGE 

The effect of SOC is now examined. Here the heating power is essentially constant for all the tests 
at about 25+2 W. Figure 14 shows the times to safety vent (1st) and runaway (2nd) are nearly 
invariant with SOC. The temperatures at of the 1st vent and the onset runaway are also invariant 
with SOC, but the final temperature of the battery increases with the SOC (Fig. 15). The 1st vent 
temperature is indicative of the designed pressure relief vent configuration, and is due solely to the 
heating power. The 2nd vent temperature is indicative of the onset of thermal runaway that depends 
on the battery and its heat loss environment. The temperature after runaway depends on the internal 
energy remaining in the battery and its ejected energy.  
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  Fig. 14. Vent times vs SOC.              Fig. 15. Temperature vs SOC. 

  
  Fig. 16. Battery mass vs SOC.         Fig. 17. Battery energies vs SOC. 

  
     Fig. 18. Runaway time period vs SOC.          Fig. 19. Average runaway power vs runaway period. 

Figures 16 and 17 show that, at runaway, the mass ejected and the energies released (internal and 
ejected) are directly related to the SOC. If runaway is perceived as an internal short circuit, then a 
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portion of the original battery energy would be represented as resistance heating. As the remaining 
portion of the energy is due to decomposition dependent on temperature then it too will increase 
with SOC as Fig. 15 shows the temperature after runaway increases with SOC. As the mass ejected 
increases after runaway, so does the combustion potential hazard of these gases.  

Here the “runaway period” is defined as the time increment from just after the onset of runaway to 
just before the end of runaway as indicated by battery temperature. The runaway period decreases 
dramatically with SOC – from nearly 100 s at 20% to as low as 0.5 s at 80% at which the runaway 
temperature nearly reached 1400 ºC (Figs. 15 and 18). The average runaway power in this period 
can be computed from the total energy released. Figure 19 shows how this varies with the runaway 
period. Nearly 100 kW can be released in ½ second! 

DISCUSSION OF RESULTS 

For this thermally induced runaway in a battery, the SOC has a strong dependence on the battery 
hazard. Studies have also found this increase in hazard with SOC for other Li-ion batteries [8-12]. 
Figure 20 shows a comparison of the current results for the same battery with Liu et al [10], along 
with their combustion energy measured in the Cone [13]. Similar decreases in combustion energy at 
high SOC were also noted for other batteries [12]. The heat of combustion of the ejected gases was 
found to range from about 1 to 18 kJ/g for various batteries [12].  

The accuracy of the current results can be tested by a technique developed to measure the overall 
energy [8] that used an Oxygen Bomb apparatus but with an atmosphere of nitrogen. A comparison 
of their results with the total energy measured here for the same battery is shown in Fig. 20. Recall 
that a weakness of the current method is the uncertainty of the specific heat of the material ejected, 
and no consideration in the analysis for melting. The “Nitrogen Bomb” is more accurate in 
capturing the total energy released, especially above 80% SOC. The total energy is approximately 2 
times higher than the corresponding rated energy at the SOC. Also the variation in the results for a 
given SOC could be attributed to the chaotic nature of runaway.  

 

                    Fig. 20. Current method with Liu et al [10].        Fig. 21. Current method with nitrogen bomb [8]. 
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CONCLUSIONS 

The hazard of a Li-ion battery is shown to increase with the SOC. The hazard as measured here is 
composed of the sudden release of energy to produce a very hot battery and the ejection of hot 
material containing combustibles.  
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ABSTRACT 

The main features of Lithium-ion (Li-ion) batteries are high energy and power density, which make this 
storage technology suitable for portable electronics, power tools, and hybrid/full electric vehicles. 
Moreover, during conditions that lead to failure, Li-ion battery cells could undergo into a process called 
thermal runaway, which has resulted in numerous fire accidents. Thermal runaway implies a rapid 
increase in battery cells temperature, accompanied by the release of flammable gases. These flammable 
gases could be easily ignited by the battery’s high temperature, resulting in a fire. In addition, the 
combustion of these gases when venting from the battery poses another safety concern: the accumulation 
and potential explosion of the gases themselves. Thermal runaway may also be responsible for 
mechanical effects such as the projection of fragments as well as the release of toxic gases and vapours. 
This study reports and discusses the results of fire tests performed on single Li-ion cells. Lithium Nickel 
Manganese Cobalt oxides cells from Panasonic were used in the tests. The tests were carried out in a cone 
calorimeter changing the state of charge of the cells and the radiant power of the conical heater. In order 
to assess the ignition and combustion characteristics, ignition time, mass loss, heat release rate and 
surface cell temperature were measured and recorded. The volatile organic compounds released during 
the tests were also measured by a photoionization detector. Since the appropriate fire prevention and 
protection measures have not yet been developed, this paper investigates the effects of thermal abuse 
conditions on Li-ion cells of battery systems for hybrid/full electric vehicles, in order to develop safe 
instructions and procedures for a rescue team that is called to respond to accidents involving these 
vehicles. 

KEYWORDS: Li-ion battery, thermal runaway, fire, explosion, cone calorimeter, heat release rate. 

INTRODUCTION 

Li-ion batteries are characterised by high energy and high power density, which make this 
technology the most suitable choice for feeding portable electronics, power tools, and hybrid/full 
electric vehicles [1]. The electrical work performed by Li-ion cells consists of exchanging lithium 
ions through electrolytes between positive and negative electrodes separated by ion-permeable 
polymer membranes. Lithium salts dissolved in high purity linear and cyclic organic carbonates are 
the typical electrolytes used in Li-ion cells and these materials are combustible [2]. In normal use 
conditions, electrons flow through the terminals and lithium ions pass from the anode to the cathode 
through the electrolyte in a process that is quasi-reversible, with no significant changes in the 
chemical structure of the cell components. In case of a Li-ion cell failure due to an internal short 
circuit, the generated power rapidly surpasses the cell external heat losses, thus the polymer 
separator and the electrodes melt due to the temperature increase. Subsequently, electrolytes mix, 
then react and thermally decompose. The thermal decomposition produces both flammable gases 
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and oxidants that are generated within the cell, making the ignition and the combustion of batteries 
quite different compared to the mechanisms of ordinary hydrocarbon fuels, since the fuel is not 
exposed and no external oxygen is required. The Li-ion battery failure mechanism that could lead to 
a fire or an explosion (or both) is called thermal runaway [3]. 

Besides the related thermal hazard (fires, explosions), thermal runaway may also be responsible for 
mechanical effects such as projection of fragments as well as toxic gases and vapours [3]. The Li-
ion cell gases formed during the thermal runaway can establish a variety of exhaust gas 
concentrations and components. However, the majority of the Li-ion venting gases components is 
made of carbon, hydrogen, and oxygen. As the temperature increases within a lithium battery cell, 
the organic compound begins to react with other components of the cell. The reactions lead to the 
increase in cell temperature and the production of flammable hydrocarbon and hydrogen gases. 
Thermal cracking, an additional possible mechanism for the conversion of organic compounds into 
smaller hydrocarbon molecules, occurs when sufficient heat is applied [5]. 

A special regulation has been issued by the International Air Transport Association Dangerous 
Goods Regulations for Li-ion battery transport [6]. Moreover, following some major air accident 
during the transportation of Li-ion batteries, a series of real scale tests was conducted by US Federal 
Aviation Administration to determine the flammability characteristics of primary lithium batteries, 
as well as and the dangers associated with shipping them in bulk on cargo aircrafts [7]. 

Li-ion batteries can be non-rechargeable – also called primary type batteries – or rechargeable. 
Primary batteries are practical for applications that draw occasional power, but they can get 
expensive when in continuous use. They are generally more hazardous than secondary ones. Among 
the rechargeable families, the most spread Li-ion batteries are based on Lithium Cobalt Oxide 
(LCO), Lithium-Iron Phosphate (LFP), Lithium Manganese Oxide (LMO) and Lithium Nickel 
Manganese Cobalt Oxide (NMC). 

LCO was the first material used for the cathodes in secondary cells. Its major limitations are the 
high cost, low thermal stability, and fast capacity wane when at high current rates or during deep 
cycling. Low thermal stability refers to the release of significant amounts of energy, when the 
cathode break down occurs. The onset of chemical breakdown is at a relatively low temperature 
(about 200°C). LCO has the lowest thermal stability of any commercial cathode material [8]. 
Among them, LFP cathodes do not break down with the release of oxygen until much higher 
temperatures (400-500°C) releasing much less energy [9]. Alternatively, Lithium-polymer batteries 
have evolved from Li-ion batteries. Lithium-polymer differs from other battery systems in the type 
of electrolyte used. Instead of using a liquid lithium-salt electrolyte (such as LiPF6) held in an 
organic solvent, the battery uses a solid polymer electrolyte such as polyethylene oxide, 
polyacrylonitrile, polymethyl methacrylate or polyvinylidene fluoride.  

Recent studies on the safety issues of Li-ion batteries have focused on chemical, electrical and 
environmental features related to the components materials and battery parts: separators, 
electrolytes, additives, electrodes [10-13].  

Large scale fire tests were also conducted to determine fire protection guidance for warehouse 
storage of cartoned Li-ion batteries [14]. The fire tests conducted utilizing an external fire as the 
ignition source showed a rapid fire growth of the carton packaging, causing heating of the stored Li-
ion batteries. It could result in the potential involvement of many Li-ion batteries before a sprinkler 
system operates. 

In this study, fire tests were performed on single Li-ion cells. Lithium NMC cells from Panasonic 
(NCR 18650 BM) were used in the tests. They were carried out in a cone calorimeter by varying the 
state of charge (SoC) of the cells and the radiant power of the conical heater. The volatile organic 
compounds (VOC) released during the tests were measured by a photo ionization detector (PID).  
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The heat flux used in the cone calorimeter simulates the conditions that can occur when a cell is 
involved in a fire, i.e. when a EV or PHEV catches on fire. The aim of this paper is to investigate 
the effects of thermal abuse conditions on Li-ion cells of battery systems for hybrid/full electric 
vehicles, in order to develop safe instructions and procedures for a rescue team in case of accidents. 

EXPERIMENTAL SET-UP AND PROCEDURES 

The Heat Release Rate (HRR) is a critical parameter for the evaluation of compartment fire growth  
[15]. The measurement of the HRR is used to quantify the test specimen's ability to ignite and 
contribute to the fire [16]. It is based on the observation that, generally, the net heat of combustion 
of a material is directly related to the quantity of oxygen required for its combustion. 

During the test, specimens are exposed to ambient air conditions, while being subjected to a certain 
value of radiant heat (generally 10 to 100 kW/m2) in the presence of a spark ignition source. The 
oxygen concentration changes and exhaust gas flow rate are monitored and, from these data, the 
HRR is calculated. The ignition time and mass-loss rate are also measured.  

In the case of batteries the electrochemical energy is released inside the battery for different reasons: 
a manufacturing defect, mechanical abuse, heating in a fire. The heat flux used in the cone 
calorimeter simulates the conditions that can occur when a cell is involved in a fire, i.e. when a EV 
or PHEV catches on fire. Such technique has been directly applied to study the energy release 
characteristics, during combustion, of energetic material like Li-ion cells. Using these tests, thermal 
hazard parameters of cells with different chemistries, sizes and state of charge have been compared 
directly [17-19].  

In this study the HRR was calculated following the calculation method proposed by ISO 5660-
1:2015 [16]. The methodology to establish the HRR is based on Oxygen Consumption Calorimetry 
(OC).  It was originally based on the observation that HRR is proportional to oxygen consumption 
during the combustion of most organic liquid and gaseous fuels [20]. The energy released per mass 
unit of O2 consumed for a given fuel is assumed constant (13.1 kJ/g O2). Recently, it was used for 
combustion analysis conducted for major single organic solvents and their mixtures used in lithium 
ion battery technology [12]. This methodology allows estimating the HRR directly from 
measurements; the knowledge of the material chemical composition or the combustion chemistry is 
not necessary and the HRR can be estimated also for composite and non-homogeneous materials, 
like Li-ion cell batteries.  

Recently, some authors claimed the OC calorimetry is inappropriate for determining HRRs from 
lithium ion cell venting and combustion, because significant percentages of CO2 are formed through 
pyrolysis process rather than combustion [13]. In order to figure out the validity of HRR data 
obtained by the cone calorimeter for Li-ion cells, the HRR was calculated by employing 
thermochemistry (TC) technique also, and comparisons of the two HRR results were made [17 ]. 
Heat release rate results of the three carbonate solvent mixtures obtained by these two separate 
methods are found to be in good agreement. Moreover, Ribiere et al. [19] determined total 
combustion heats and its kinetic of production as a function of the cell state of charge using the 
method of O2 consumption. The resulting combustion heat is revealed to be consistent with 
cumulated contribution values pertaining to each organic part of the cell (polymers and electrolytes) 
as calculated from thermodynamic data. Thus, oxygen consumption calorimetry is considered to be 
an appropriate technique to determine the heat release in fires of lithium ion cells. 

THE CONE CALORIMETER 

The Cone Calorimeter is a suitable tool to measure and quantify critical information such as the heat 
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release rate and total energy released from the combustion of a material. The main components of 
the cone calorimeter are depicted in Fig. 1.  

  

Fig. 1. Main components of the cone calorimeter. Fig. 2. A picture of a single cell Panasonic NCR 
18650 BM. 

A horizontal specimen, is exposed to a conical radiator pre-set to 15-50 kW/m2 in these tests 
mounted beneath an instrumented hood and duct. A spark ignition is used and the specimen is 
mounted on a load cell in order to get the mass loss during combustion. The O2 concentration is 
determined. The fire model of the cone calorimeter always appears to be well ventilated. The cone 
calorimeter and test procedure are describe in details in the international standard ISO 5660-1:2015 
[16]. 

LI-ION CELL SPECIMENS DESCRIPTION  

The cells used for the tests are the Panasonic Li-ion NMC named NCR 18650 BM. According to the 
producer datasheet, these NCR 18650 BM Li-ion cells have high energy and voltage. They also 
show long stable power with flat discharge voltage, therefore they are ideal for application such us 
portable communication, portable computing, robotics, and electric vehicle, e.g. Tesla. The 
specification of the NCR 18650 BM batteries is reported in Table 1. 

Table 1. Panasonic NCR 18650 BM specifications 

Rated Capacitya Min. 2700 mAh 

Capacityb Min 2570 type. 2900 mAh  

Nominal voltage 3.6 V 

Charging CC-CVd, Std. 1925 mA 4.20 V, 3.0 hrs 

Temperature Charge 0 to 45°C. Discharge -20 to +60 °C. Storage -20 to + 50 °C 

Energy density Volumetric 577 Wh/l. Gravimetric 214 Wh/kg 

Length 65 mm 

Width  18 mm 
aAt 20°C; bAt 25°C; cBased on bare cell dimensions. 
aCC= constant current; CV=costant voltage 
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The test specimens have a positive electrode made of lithium nickel manganese cobalt oxide and a 
negative carbon electrode. The electrolyte is organic and mainly composed of alkyl carbonate: a 
mixture of ethylene carbonate (EC), ethyl methyl carbonate (EMC), or diethyl carbonate (DEC). 
The cell enclosure is made of plastic. Figure 2 shows a picture of a single cell. 

TEST PROCEDURE 

The cells were charged at a constant current of 12 A with a maximum limit voltage of 4.2 V to 
obtain 100% of SoC or a maximum limit voltage of 3.7 V to obtain 50% of SoC. The tests were 
carried out in a cone calorimeter by varying the SoC of the cells and the radiant power of the conical 
heater. HRR and surface temperature were recorded during the test as well as VOC released, which 
were measured by a photo ionization detector (PID). The VOC are expressed as ethyl methyl 
carbonate concentration (ppm). Each specimen was weighed before and after each test to determine 
the total mass loss. 10 cells at a given SoC were tested by varying the radiant power from 15 to 
50 kW. The tests were also recorded by a videocamera. Table 2 contains the experimental test 
conditions and the measured parameters.  

Table 2. Experimental test conditions and measured parameters 

Test 
Id 

SoC 
(%) 

Radiant 
power 

(kW/m2) 

HRR max 
(kW/cell) 

T max 
(°C) 

Gas 
venting 
time (s) 

Explosion 
time (s) 

Mass 
loss (g) 

Total 
Energy 
(kJ/cell) 

1 100 15 0.9 367 580 810 28.08 184 

2 100 25 1.3 703 300 385 24.27 132 

3 100 35 1.1 328 274 315 34.14 65 

4 100 50 0.8 497 171 226 20.89 28 

5 100 35 1.1 735 236 294 43.53 72 

6 100 50 11 (0.9) 440 240 272 20.24 304 

7 50 25 0.1 726 470 580 10.73 15 

8 50 35 1.2 367 246 324 17.33 62 

9 50 50 1.0 643 204 230 43.97 40 

10 0 50 1.3 487 138 196 8.31 33 

The gas venting time was defined by a clearly audible sound, immediately followed by an 
appearance of aerosol jets emanating from the safety vent ports. The explosion time is the time 
when the failure of cell was observed.  The error of HRR values was calculated to be about 20%. 

Figure 3 (a) shows the specimens under constant current charge while Fig. 3 (b) depicts a cell before 
and after cone calorimeter test. 

RESULTS AND DISCUSSION 

The tests showed that fire behaviour of cells can be characterized in three major phases: i) the onset 
of thermal runaway; ii) the venting and accelerating heating with flame and/or smoke; iii) the cell 
failure with flame. These phases are shown in Fig. 4, as an example, for 50% SoC cell during test at 
35 kW/m2. The results of the tests reported in Table 2 show that the venting time and the explosion 
time decrease as the radiant power increases up to 35 kW/m2 than remain almost constant. On the 
contrary, the HRR increases as the radiant power increases. 
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a) b) 

Fig. 3. Experimental setup: (a) specimens under charge; (b) specimen before and after cone calolimeter test. 

  
(a) 246 s; venting (b) 250 s; flame 

  
(c) 322s; smoke (d) 324s; cell failure 

Fig. 4. Stages of cell thermal runaway of NMC cell at SoC 50% during test at 35 kW/m2.  

The HRR data for single NMC cells as a function of SoC are shown in Fig. 5 for tests at 50 kW/m2. 
The dependence on SoC for the onset of heat release is evident. The cell tested at 100% SoC shows 
a first very rapid HRR onset at 80 s, and a secondary peak when the failure of cell occurs (280 s). 
This first peak (11 kW) was observed in correspondence of the venting of gases from the cell and 
their subsequent ignition, the second when the cell failure occurs (0.9 kW). On the contrary the 50 
and 0% SoC samples have a similar behaviour with a slower HRR onset and a prolonged period of 
heat evolution when the cell fails.  
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In correspondence of the HRR peak due to the cell failure, a peak of VOC concentration is 
observed, which decreases as the SoC of cell increases. The VOC release is an indication of the 
incomplete combustion of the cell materials, which is higher as the energetic content of the cell 
decreases. It can be also argued that for 100% SoC cell the first HRR peak is due to the combustion 
of the vented electrolyte vapours or flammable gases obtained by the decomposition of the 
electrolyte and its reaction with other components of the cells.  

The results relevant to the tests at 35 kW/m2 are reported in Fig. 6. In this case one peak of HRR is 
observed for 50% SoC cell and two peaks for that at 100% SoC. Moreover, the first peak of 100% 
SoC cell occurs earlier than that at 50% SoC, and is accompanied by a smaller quantity of VOC 
released. 

 

 

 
Fig. 5. HRR, surface temperature and VOC concentration (ppm) during tests at 50 kW/m2. 

Finally, comparing the results of tests relevant to cells at the same SoC (50%), but heated up by 
different power (35 and 50 kW/m2), the higher radiant power determines a faster increase of 
temperature cell and an higher HRR, with higher release of VOC (Fig. 7). 

The HRR profile integration allows the estimation of the overall dissipated combustion heat. The 
calculated values were reported in Table 2, corresponding to a maximum total energy released of 
6.4 kJ/g of cell. The SOC has the most influence on the total energy released by a cell decreasing 
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from 300 kJ/cell to 60 kJ/cell as SOC decreased from 100% to 50%. The effective heat of 
combustion of the cell contents is then calculated dividing the total energy release by the weight 
loss. The values ranged from 1–15 kJ/g.  

 

 

   
Fig. 6. HRR, surface temperature and VOC concentration (ppm) during tests at 35 kW/m2. 

CONCLUSIONS 

This study reports results of a series of fire tests of Li-ion cells performed in a Cone Calorimeter test 
rig. The tests were conducted varying the SoC of the cell specimens and the radiant power. The tests 
showed that fire behaviour of cell can be characterized in three major phases: i) the onset of thermal 
runaway; ii) the venting and accelerating heating with flame and/or smoke; iii) the cell failure with 
flame. At 100% SoC these phases occur at shorter times and the peak of the HRR and the total 
energy released are higher compared to the cells with a 50% SoC. The observed behaviour as a 
function of SoC implies that the onset of the thermal event is related to the electric Li-ion cell 
energy content which provides the activation energy needed to initiate the thermal runaway or the 
combustion of electrolyte. 

The maximum overall dissipated combustion heat was calculated equal to 6.4 kJ/g of cell, while the 
effective heat of combustion of the cell contents is in the range 1–15 kJ/g. These values are in 
agreement with those reported in literature for secondary cells of different chemistries and 
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geometries. It was found that the combustion energy ranged in approximately 1–4 kJ/g of original 
battery and the effective heat of the combustion ranged in approximately 2–25 kJ/g [18]. 

The heat flux used in the cone calorimeter simulates the conditions that can occur when a cell is 
involved in a fire. Therefore, data generated from these tests can be used in the design and 
implementation of fire risk mitigation strategies for battery modules and packs that are used in EVs 
and PHEVs. This information can also be used in developing safe practices and priorities when 
responding to accidents involving E-vehicles. 

 

 

 
Fig. 7. HRR, surface temperature and VOC concentration (ppm) during tests at 50% SoC. 
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ABSTRACT 

With the increase of lithium-ion batteries energy density and capacity, the thermal explosion is becoming 
a significant issue that can't be ignored. In this work, one kind of commercial 18650 lithium-ion battery 
with different states of charge (SOCs) and cycling times is used to evaluate the thermal explosion hazards 
by a ramp heating method in an extend volume accelerating rate calorimeter (EV-ARC). Some thermal 
characteristic parameters are selected and analyzed from the experiment trails, such as the cell surface 
temperature, temperature raise rate, canister internal pressure and average canister temperature. The 
experiment results show that the maximum surface temperature of the battery and the maximum canister 
internal pressure increase with the increase of SOC when the thermal explosion occurs. The thermal 
energy released from the battery under different SOCs during thermal explosion is calculated using the 
initial and the maximum temperature on the battery and the canister surface. A fully charged fresh battery 
can release 61.7 kJ energy when it gets into thermal explosion, which could be converted to an explosion 
TNT-equivalent of 5.57 g. Compared with fresh batteries, aging batteries are more prone to get into 
thermal explosion and the thermal explosion hazards increase. 

KEYWORDS: Lithium-ion battery, EV-ARC, thermal explosion, thermal runaway. 

INSTRUCTION 

As a new type of clean energy, lithium-ion battery has been widely used in electric vehicles filled 
for its high energy density and long-life span, but thermal runaway (TR) with fire or even explosion 
will occur under some abuse conditions such as overheating, overcharging, crush and short circuit 
[1-3]. Nowadays, with the decreasing numbers of basic units in the battery pack and the increasing 
vehicle energy density, the new generation lithium-ion batteries would have higher energy density 
and specific capacity. Once the battery with higher specific energy got into thermal explosion (TE), 
it would certainly cause more severe damage. Hence, it is very vital to conduct the study on the TE 
hazards of high specific energy lithium-ion battery. 

The safety behaviors of lithium-ion battery is affected by electrode materials, SOCs, cycling times, 
etc. [4-14]. The safety rank of cathode materials is LiFePO4 (LFP) > LiMnO4 (LMO) > 
LiNixCoyMnzO2 (NCM) > LiCoO2 (LCO) [4-7]. Furthermore, the charged cells are more dangerous 
than discharged cells [8, 9], meanwhile the cells at high SOCs would release more energy when it 
gets into TR [10-12]. Aging also play an important role in lithium-ion battery safety, the cell which 
cycled many times at specific temperatures usually has a reduced thermal stability [13], e.g. the 
aging cells create an additional decomposition reaction before the fresh cells under the same abuse 
conditions [14]. Liu et al. [11] investigated the thermally-induced failure of 18650 cells with a 
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Copper Slug Battery Calorimetry, the results showed that for LCO, LFP and NCM cells, the LCO 
cells released the highest energy of 37 kJ/cell at 100% SOC. Besides, the combustible materials 
released from failure cells would translate into another fire and/or explosion if the ventilation was 
poor. Lu et al. [10] also calculated the energy released by 18650 LCO cell at 4.2 V. The released 
energy measured by vent size packet 2 (VSP2) with a customized stainless steel canister was 
converted to 1.77 g TNT-equivalent. Chen et al. [9] improved the TNT-equivalent method [10] for 
the conversion of battery TE energy, and they found that the TNT-equivalent mass for one 18650 
LCO cell at 100% SOC was 1.9 g. However, in research [9] and [10] the thermal energy absorbed 
by the air and canister were ignored, and these two parts of energy were also ignored in our previous 
work [15]. Yayathi et al. [12] analyzed the energy distributions exhibited for runaway lithium-ion 
batteries by extend volume accelerating rate calorimeter (EV-ARC) with a sealed canister, and the 
energy absorbed by the canister was 45-55% of the total energy. Christopher et al. [16], explored the 
influence of cell sizes on thermal runaway energetics on cells from 3 to 50 Ah, and the results 
showed that the normalized total heat released is relatively constant over that cell size range and the 
normalized heating rate increased with the increase of cell sizes. 

In this paper, one kind of 18650 NCM battery was tested by the EV-ARC with a sealed canister. 
The total energy released form the cells was calculated and the value was converted to a TNT-
equivalent. The cell surface temperature (Tsurf) and the canister internal pressure (Pinter) during the 
whole test were recorded. The effects of SOCs and cycling times on TE hazards of sample cells 
were also discussed. 

EXPERIMENTAL SETUP 

A series of tests were carried out by the EV-ARC (THT Inc. England) [17] with a sealed stainless 
canister. The canister mass is 0.7 kg with a specific heat capacity of 0.5 kJ/(kg·K). There are 6 ports 
on the canister and the internal volume is 292 ml. One port is designed for the introduction of the 
thermocouple into the canister and one 1/16'' port is to connect the pressure measurement line, the 
other 4 1/8'' ports could be used for voltage monitoring wires, gas flushing, nitrogen inerting or for 
additional thermocouples. In our tests these four ports were tightened with plugs and the canister is 
initially filled with air [18]. To ensure the canister with leakage during the tests, the thermocouple 
port was sealed with epoxy (Araldite 2014-1) and the hole in the middle of the canister was sealed 
with a viton O-ring. Three thermocouples were set at different positions on the canister surface to 
get an average temperature. 

A ramp heating method was used to induce the sample cells to get into TE. Compared with common 
EV-ARC tests, in this mode the "Start Temperature" value was set to 300 °C and the EV-ARC 
would overheat the sample until it got into TE. The advantage of this "ramp heating method" is that 
it can greatly reduce the duration time of the test (about 70-90 min for per test) and at the same time 
the TE onset temperature (T0), the max cell surface temperature (Tmax), the max canister internal 
pressure (Pmax) and the average canister temperature (Tavg) could be picked up from the experiment 
trails. The battery explosion heat could be calculated using these data. However, the experiment 
results couldn't be used to estimate the exothermic onset temperature and the apparent kinetic 
parameters of the sample cells. 

Figure 1a shows the picture of the sample cell located in the canister before tightening the lid and 
Fig. 1b shows the final test apparatus in the EV-ARC. In order to ensure reproducibility, at least 2 
tests were conducted under each operating condition. 

Figure 2 shows the picture of pre- and post-tests sample cell. The jelly roll was ejected from the can 
when the cell got into TE. The test sample is a commercial 18650 lithium-ion cell with 2000 mAh 
capacity, the cathode and anode materials are Li (Ni0.5Mn0.2Co0.3) O2 and graphite, respectively. The 
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operating voltage range is from 2.75 V to 4.2 V. In this work, the SOCs of fresh cells were 25, 35, 
50, 65, 75, 85, and 100%. And before being charged to the special SOC with a rate of 0.5 C, the 
fresh cells were cycled 3 times with 0.5 C at ambient temperature (25 °C). For the aging cells, they 
were cycled with 1 C at ambient temperature with 100, 200, 300 and 400 times and were finally 
fully charged with 0.5 C. 

 

Fig. 1. The illustration of the canister (a) [15] and the final test apparatus in the EV-ARC (b). 

 

Fig. 2. The picture of the sample cells before and after the EV-ARC test. After the test the cell can ruptured and 
some broken electrodes ejected from the cell. 

RESULTS AND DISCUSSION 

The initial temperature of thermal explosion 

According to Fig. 3a, the whole experimental progress could be divided into 3 stages with 2 critical 
temperatures (Tvent and T0) [19, 20].  

Stage 1: The Tsurf and the Tavg rises slowly, as shown in Fig. 4. The rise rate of Tsurf is also 
relatively moderate. In stage 1, the battery capacity starts to fade that is caused by the fact that 
lithium-ion deintercalated from anode [21, 22]. Then the solid electrolyte interface (SEI) starts to 
decompose. Without the protection of SEI the anode begins to react with the electrolyte to release 
some heat [23, 24]. When the temperature continues to get higher, the separator starts to melt, thus 
making some micro short circuit points appear. Although the separator melting reduces the 
temperature rise rate, soon an accelerating process appears because of the micro internal short 
circuit [25]. 

Stage 2: When the cell surface temperature gets to Tvent = 176 °C, a temperature rise rate reduce and 
a small pressure rise can be observed as shown in Fig. 3. At Tvent, the cell safety valve opens and 
some gas leak from the cell to reduce the cell internal pressure. In stage 2, the internal short circuit 
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continues and the cathode begins to react with the electrolyte [2, 3]. Besides, the temperature rise 
rate is significantly higher than that in stage 1. 

Stage 3: When the cell surface temperature gets to T0=234 °C, the temperature growth rate increases 
rapidly and a significant pressure rise can be observed as shown in Fig. 3b. In Fig. 4, the cell surface 
temperature begins to rise exponentially, thus meaning the sample gets into TE. So, T0 was defined 
as the initial temperature of TE in this paper. 

  

Fig. 3. The test data profiles of fresh cell at 75% SOC: (a) cell surface temperature rise rate versus cell surface 
temperature; (b) canister internal pressure versus cell surface temperature. 

INFLUENCE OF THE SOC ON THERMAL EXPLOSION HAZARD OF FRESH CELLS 

Transient data was collected throughout each test for Tsurf, Tavg and Pinter. All tests were conducted 
when the Tsurf reached 30 °C. Figure 4 shows the temperature (both Tsurf and Tavg) and Pinter profiles 
for 4 picked tests. Noting that the O-ring would get damaged when the pressure exceeds about 24 
bar, so the peak pressure for high SOC (75, 85, and 100%) samples got down in several minutes 
rather than maintained for stable value, as shown in Fig. 4. All peak temperatures and pressures are 
marked in each figure. The trend of three curves of each test is consistent as shown in Fig. 4; Tsurf is 
lower than Tavg until the sample gets T0, then Tsurf goes up exponentially and there is also a rapid 
increase for Pinter. T0 is a critical point between Tsurf and Tavg. Before this point, the canister is heated 
directly by the EV-ARC and then the cell is heated by the hot canister, so the Tavg is higher than the 
Tsurf. After this point, there is a series of violent exothermic reactions happening in the cell [2, 3], 
which release amount of energy to make the cell and canister temperature rise instantly. The Pinter 
has two jumps during the entire experiment: (1) The cell safety valve opens to release a bit of gas 
and energy, which makes the pressure rise slightly by about 1.46 bar (an average value for 15 tests). 
This slight ejection also causes the cell surface temperature to decrease slightly, but it rebounds 
quickly; (2) The cell gets into TE, a large amount of gas, tiny solids and energy are ejected from the 
cell to make the pressure increase significantly. Besides, some energy is absorbed by the canister, 
causing a sharp temperature jump of the canister. 

Figure 5 shows the change curves of Tsurf and Pinter with time under different SOCs. It can be 
observed that, overall, the time from cell started to be heated to TE (tTE) increases as its SOC 
decreasing, and 100% SOC is about 13 min earlier than 25% SOC. Meanwhile, when a cell gets into 
TE, the higher the SOC is, the higher the maximum cell surface temperature and the canister 
internal pressure is. In Fig. 5, the maximum pressure is 36.2 bar at 682 °C of 100% SOC, while for 
25% SOC it's 14.2 bar at 476 °C. 
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The critical statistics of fresh cells is summarized in Table 1. When the battery gets into TE, overall, 
the maximum temperature and the maximum pressure increase with the increase of SOC, but the 
initial temperature/pressure of vent and TE varied little from 25 to 100% SOC, while in high SOCs 
(75, 85, and 100%) these values get a little lower. It’s probably caused by the experimental errors. 
The mass loss at 100 and 85% SOC are higher than other conditions, the quality of the loss includes 
electrolyte solution and some electrode materials. Tmax increases with the increase of SOC as shown 
in Fig. 6, and the value between 25 and 35% SOC is very close as well as for 75 and 85% SOC. 

  

  

Fig. 4. The sample data of typical operating conditions: fresh cell at 25, 50, 75, and 100% SOC. 

The pressure increase trend is more obvious and regular. As shown in Fig. 6, the pressure values 
could be approximated as an arithmetic progression with a tolerance of 3 from 25 to 85% SOC until 
it suddenly rises at 100% SOC. The pressure value at 100% SOC is about 1.3 times of the value at 
85% SOC, and about 2.5 times of the value at 25% SOC. This may be caused by the violent internal 
reaction of 100% SOC, which caused more flammable gas releasing and at high SOCs even a gas 
explosion [26] would occur in the canister. Besides, the cell doesn't go to TE at 0% SOC and some 
electrolyte solution released from the cell was found on the bottom of the canister, Wu et al. [27] 
had confirmed this point in their research.  

Table 2 shows the state of health (SOH) of these aging cells, the capacity loss is not obvious when 
cycle times is less than 300. When the cells are cycled 400 times, the capacity decreases to less than 
80%, which can be regarded as scrap [24, 28]. Compared with fresh cells (0.5 C, 3 cycles at ambient 
temperature), the tTE of aging cells are advanced, and the more cycles the cell has, the easier the 
cells get into TE. In Fig. 7, both the peak temperature and peak pressure of fresh cells and aging 
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cells are close, but the aging cells are more prone to get into TE. For 400-cycles-cell, the tTE is about 
15 min ahead of fresh cells. 100, 200 and 300-cycles-cells have similar capacity fade and thermal 
profiles. Although their capacity fade is not obvious, the tTE is still shorter than fresh cells. This may 
be caused by some irreversible changes, including active material loss, electrolyte reduction and 
lithium deposition [13, 14, 29]. 

  
Fig. 5. The test data profiles of fresh cells at different SOCs: (a) the comparison cell surface temperature;  

(b) the comparison of canister internal pressure. 

Table 1. Summary of the experimental data from the fresh cells 

SOC, 
% 

Mass, 
g 

Loss 
mass, g c 

Vent b Start of TE Thermal  Explosion 

Tvent, °C Pvent, bar T0, °C P0, bar Tmax, °C Pmax, bar 

25 44.16 6.98 197.0 2.4 265.5 6.8 454.2 14.4 

35 d 43.62 8.99 191.3 2.0 251.5 6.1 462.8 15.0 

50 44.00 6.33 185.5 1.9 246.2 6.2 528.7 18.2 

65 d 42.98 7.26 184.3 1.9 267.2 5.8 632.9 20.5 

75 43.56 7.87 167.1 1.6 248.8 5.6 687.6 23.3 

85 43.91 10.45 177.2 1.7 247.5 5.8 689.5 27.0 

100 44.05 12.88 169.4 1.5 237.3 4.6 727.6 36.3 
a All calculations were the average of two tests except 100% SOC, in this condition there were 3 tests. 
b T is the cell surface temperature, P is the canister internal pressure, 1 bar = 100000 Pa. 
c Pre-test and post-test mass were measured to determine the overall mass loss of the cells. 
d These data come from our previous work [15]. 

Table 2. The state of health (SOH) of ageing cells 

Numbers Initial capacity, mAh Remained capacity, mAh SOH 

Fresh  - - 100% 

100  2010 2000 99.5% 

200  2100 2000 95.2% 

300  2040 1972 96.7% 

400 1925 1574 79.2% 
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Fig. 6. The maximum battery surface temperature and the pick pressure of fresh cells. 

INFLUENCE OF CYCLE TIMES ON THE THERMAL EXPLOSION HAZARD OF CELLS 

Table 3 shows the average of the two experiment results. Except for the T0 and Tmax, the other key 
experimental values are very close. The 400-cycles-cell shows the lowest T0, 205 °C, which is about 
32 °C lower than the fresh cells. The fresh cells show the highest Tmax, 728 °C, while the Tmax of 
400-cycles-cell is only 552 °C, but still higher than 100-cycles-cell, which has the highest external 
pressure, 36.9 bar. 

  
Fig. 7. The test data profiles of aging cells at 100% SOCs: (a) the comparison of cell surface temperature;  

(b) the comparison of canister internal pressure. 

Table 3. Summary of the experimental data from the aging cells 

Cycle Mass, g Loss mass, g 
Vent Start of TE Thermal Explosion 

Tvent, °C Pvent, bar T0, °C P0, bar Tmax, °C Pmax, bar 

Fresh 44.05 12.88 169.4 1.48 237.3 4.51 727.6 36.33 

100 44.24 13.11 158.8 1.16 228.1 4.84 534.8 39.31 

200 43.69 14.42 161.5 1.98 219.7 5.43 635.8 34.08 

300 43.65 15.09 159.0 1.92 220.3 4.65 699.3 35.87 

400 43.23 14.20 156.7 1.36 205.0 4.68 551.7 36.63 
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ENERGY CALCULATION AND CONVERSION 

By knowing the mass, the specific heat capacity and the transient temperature profiles, the total 
energy released from batteries during the TE can be calculated. The total energy is a combination of 
the energy which raises the cell temperature and the canister temperature, we ignore the energy 
raising canister internal gas temperature because it is difficult to calculate and the value is very 
small [8, 12]. The calculation method is shown in Eq. (1) 

( )max 0-PH C m T T∆ = , (1) 

where H∆  is the energy (kJ), PC  is the specific heat capacity (kJ/(kg·K)), m is the mass of sample 
cell or canister (kg), Tmax is the maximum temperature of the cell surface and canister surface (the 
average value) (°C), T0 is the initial temperature of cell surface and canister surface (°C). Note that 
the temperature of canister is an average of three data and the PC  of sample cell is measured by the 

EV-ARC, which is 1.06 kJ/(kg·K), for canister PC  is 0.5 kJ/(kg·K). In order to get a more intuitive 
interpretation of the energy released from the cells, we use the TNT-equivalent method to convert 
the thermal energy to TNT-equivalent [10]. The conversion method is shown in Eq. (2) [9] 

1/3
TNT

H
W

H

η∆= ,  (2) 

where W is the TNT-equivalent (g TNT), η  is the empirical mass of TNT (1-15 mass%, in general) 
and in this study we take 15% [9], HTNT is the explosive heat of TNT, for which a typical value is 
4.437 kJ/g. The amount of gas produced from the cell is calculated using the ideal gas law and the 
pressure data, note that we replace the gas temperature with the Tsurf for there is only one 
thermocouple port on the canister. The estimate method is shown in Eq. (3) [19, 30] 

0
0

0

p VpV pV
n n

RT RT RT
= − = − , (3) 

where P is the recorded pressure (Pa), V = 2.92×10-4 m3 is the canister internal volume, T is the cell 
surface temperature (K), R = 8.314 J/(mol·K) is the ideal gas constant. The calculation results are 
shown in Table 4. For fresh cells, the total energy released from the cells increases with the increase 
of SOC, and the average 100% SOC energy release is 61.72 kJ, which is equivalent to 5.57 g TNT. 
Furthermore, 116.6 mmol gas is released by the cell during the whole test. For aging cells, over all, 
the total thermal energy is lower than fresh cells at 100% SOC, which is close to fresh cells at 75 
and 85% SOC. However, the 400-cycles-cell releases 148 mmol gas and there is only 72.3 mmol 
and 92.3 mmol for 75 and 85% SOC. The total energy released from 300-cycles-cell is higher than 
other aging cells, the value is 56.5 kJ which is close to fresh cells at 100% SOC. In this situation the 
cell is at the junction of capacity fade and thermal stability decreasing. Although the 
electrochemical energy stored in the cell body is the same as fresh cells, the internal state is similar 
to 400-cycles-cell. So, the 300-cycles-cell releases much more thermal energy while it still 
maintains the similar thermal profiles to 100 and 200-cycles-cell. 

Figure 8 shows the energy distribution and the normalized θ  [12]. The fresh cells at 100% SOC 
release the highest energy and the thermal energy absorbed by the canister is the 54-69% of the total 
energy in all experiments. For fresh cells, the normalized θ  decreases with the increase of SOC, 
but for the aging cells it increases with the increase of cycle numbers. This ratio indicates that the 
thermal energy caused by cell thermal explosion is higher than the electrochemical energy stored in 
the cell. 
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Table 4. Characteristic calculated average values in the thermal-explosion experiments 

Item 
Cell 

energy, kJ 
Canister 

energy, kJ 
Total 

energy, kJ 
Electrochemical 

Energyb, kJ 
W, g 
TNT 

 aθ  
N, 

mmol 

Fresh-25% 8.84 12.49 21.33 6.51 1.92 3.28 53.73 

Fresh-35% 9.77 14.74 24.51 9.13 2.21 2.69 56.66 

Fresh-50% 13.17 18.59 31.76 13.25 2.86 2.40 64.75 

Fresh-65% 16.63 22.53 39.16 17.41 3.53 2.25 65.23 

Fresh-75% 20.26 28.88 49.15 20.08 4.43 2.45 72.29 

Fresh-85% 20.58 25.88 46.45 22.81 4.19 2.04 92.28 

Fresh-100% 22.91 38.80 61.72 27.57 5.57 2.24 116.6 

Cyc-100 14.36 31.90 46.27 27.59 4.17 1.68 165.0 

Cyc-200 19.28 29.74 49.01 27.81 4.42 1.76 122.1 

Cyc-300 22.16 34.37 56.53 27.47 5.10 2.06 113.7 

Cyc-400 15.77 30.37 46.14 22.24 4.16 2.07 148.2 
a The dimensionless θ  factor is the total calculated energy released to the electrochemical energy ratio. 
b The cell electrochemical energy was obtained from the battery test system. 

 

  

Fig. 8. Comparison of the energy distribution and the 
ratio ( θ ). 

Fig. 9. The explosion equivalent versus the peak 
canister internal pressure. 

According to Table 1 and 4, the total energy increases with the increase of SOC, but the regularity 
of the maximum surface temperature is not very clear, which is related to the accuracy of the 
thermocouple and the calorimeter. On the contrary, the peak pressure has the similar variation 
tendency to the total energy released from the fresh cells. Figure 9 shows the relationship between 
peak pressure and explosion heat equivalent. It can be seen that the explosion heat equivalent is a 
linear function of peak pressure, that is, the greater the external pressure, the higher the explosion 
heat equivalent of the battery, and the higher the thermal explosion hazards, which is more 
convenient and intuitive than calculating the total energy released from the batteries. 

CONCLUSIONS 

The thermal explosion hazards of a commercial 18650 NCM cell at various SOCs and cycle 
numbers were studied by extend volume calorimeter with a ramp heating method. In this study, both 
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fresh cells and aging cells were charged to specific SOCs, and then put into the EV-ARC to be 
heated until them got into thermal explosion. A sealed canister was designed to measure the external 
pressure and the considerable energy released from a thermal runaway battery. The experimental 
results indicated that the thermal explosion hazards of 18650 lithium-ion battery increase with the 
increase of SOCs and cycle numbers. For fresh cells, the cells at 100% SOC released the highest 
thermal energy of 61.7 kJ (equivalent to 5.57 g TNT), the highest runaway temperature of 728 °C, 
the highest peak pressure of 36.3 bar and the most gas of 116.6 mmol. For aging cells, the time from 
started to be heated to thermal explosion decreased with the increase of cycle numbers, and the time 
for 400-cycles-cell was about 15 min ahead of fresh cells at 100% SOC, besides, the 400-cycles-cell 
had the lowest initial temperature at 205 °C, which was 32 °C lower than that of fresh cells with the 
same SOC. For fresh cells, the peak pressure showed a much more similar tendency to the total 
energy released from the cells at different SOCs, so it could be used as one of the judge standard of 
the thermal explosion hazards that the higher the peak pressure, the higher the thermal explosion 
hazards. 
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ABSTRACT 

The development of external thermal insulation in buildings has given rise to a risk of fire spread by the 
façade of buildings, as was demonstrated by the recent Grenfell Tower fire. In order to assess this risk, 
several countries have enforced mandatory real-scale tests, but these test methods are very different from 
one country to the next. In these tests, the fire performance assessment is based on different criteria, such 
as temperature thresholds or propagation. Considering all these differences, comparing the results 
obtained between different façade fire tests is difficult. The aim of this study is to develop an alternative 
approach based on a numerical tool (FDS), in order to compare façade fire tests. The analysis focuses on 
the dynamic evolution of the incident heat flux and its surface distribution. Results indicate that this new 
approach is able to discriminate between the test benches, and a correlation was exposed between surface 
impact and heat flux. 

KEYWORDS: façade fire, modeling, CFD, thermal stress, comparison methodology, test bench. 

INTRODUCTION 

Fire is one of the main hazards in high-rise buildings, especially the risk of fire propagation from 
one floor to the next. For this reason, most building regulations impose fire-protection systems to be 
implemented in these buildings, especially to prevent the fire to reach the staircases (containment). 
Another way of fire propagation is via the outside [1], where the fire can make contact with 
additional fuel, namely the External Thermal Insulation Component Systems (ETICS). These 
systems are made of a thermal insulation layer (like mineral wool, Polyurethane or 
Polyisocyanurate), assembled with a wooden or metal structure, sometimes associated with an 
external cladding (which can be burnable or inert) and an air gap. If the insulation system is not 
correctly designed, the flame propagation on the façade can be dramatically increased, as it was the 
case in the Grenfell Tower fire. 

These insulation systems often require a specific fire test to be performed to assess their effect on 
fire spread. Test methods varies considerably from one country to the next, but are often based on 
full scale test benches, which consider both reaction and resistance to fire. In these tests, a post-
flashover room fire scenario is assumed, where the fire destroyed the room’s window and is venting 
through the opening. The ETICS to be tested is fitted on the bench’s wall, exposed to the flame. 

As these benches are very different from one another (on both geometry and fire source), it is 
difficult to compare their results and requirements [2,3]. The only common point between these test 
benches is that they have a compartment fire venting through an opening, with the test wall above 
the opening. In the literature, experimental data can sometimes be found on reference tests 
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performed without an ETICS fitted on the benches. Based on geometrical features, two groups of 
benches can be identified: 

• Corner tests, fitted with a side wall to add a corner effect to the plume. ISO [4], DIN 
(Germany) [5] and BS (UK) [6] are part of this group. 

• Flat wall tests that can include windows (which can be a parameter of the test procedure). 
LEPIR (France) [7] and SP (Sweden) [8] are example of that group. 

A review of the tests’ criteria was recently published by Smolka [3], pointing at the diversity of 
parameters considered during the tests. Most common parameters are visual flame spread and 
temperature levels at specific height above the fire source. Smolka also pointed the absence of heat 
exposure measurement in these tests, and named it a crucial parameter in the development of a 
harmonized test methodology. 

A possible way to evaluate the heat exposure is the incident heat flux on the ETICS, and its 
repartition over the tested surface. This parameter is of utmost importance, as the same amount of 
fuel can give very different heat exposure given the effect of the geometry, ventilation and wind, as 
was also pointed out by Smolka [3].  

From an experimental standpoint, as the heat flux is distributed on the surface, it would require a 
prohibitively large amount of heat flux gauges to measure it accurately over the entire exposed 
surface of a full scale test bench (test surface area is often around 25 square meters). Experimental 
data exists but was mostly aimed at obtaining a vertical distribution of heat flux above the opening 
[9, 10]. 

On the numerical side, simulation studies of different test benches were conducted [11, 12, 13]. 
However, these studies were mostly concentrating on the gas phase parameters like temperature and 
velocity profiles inside the plume. 

Thus, an alternative approach was developed, using numerical simulations and data treatment to 
gain insight on the surface distribution of the incident heat flux. Each test bench was simulated, and 
the data were used to build correlations representing the distribution of the thermal stress imposed 
by each bench on the ETICS’ surface. 

NUMERICAL SIMULATIONS 

Numerical tool 

The modeling tool used in the present work is FDS, v6.5.2 [14]. FDS solves an approximation of the 
Navier–Stokes equations appropriate for low-Mach number, thermally driven flows. The numerical 
algorithm employed is an explicit predictor/corrector scheme, second order accurate both in space 
and time, using a direct Poisson solver. Turbulence is treated using Large Eddy Simulation (LES), 
via the Deardorff subgrid scale model. A lumped species combustion model assuming a unique, 
Arrhenius piloted global chemical reaction is used to estimate the heat release and smoke 
distributions in the computational domain. The radiation transport is treated using a finite volume 
solver in which grey gas absorption coefficient for soot and gas species is linked to the products 
fraction. 

Modelling of testing facilities 

Three dimensional models of the façade fire tests were created by using a Cartesian mesh. The 
quality of the computational mesh and the resolution of flow field can usually be assessed by non-
dimensional ratio D*/Δd. Lin et al. [15] recommend D*/Δd ≥ 10 or more to predict with precision 
the radiative heat flux. The recent MaCFP workshop report [16] gave more insight on the 
importance of taking into account other length scales to select the mesh size. According to this 
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requirement, the cells dimensions should be order of 10 cm. Therefore, a uniform numerical grid Δd 
of 5 cm was chosen, as a result of a compromise between flow resolution and computational time. 
The computational domain is defined in order to contain the flame as a whole. The domain 
boundaries are located at a sufficient distance from the building (and the flame) so that they do not 
incorrectly affect the flame dynamics. Minimal distance between the solid walls and the domain 
boundaries is 0.5 meters. 

The test apparatus was dimensioned according to the experimental test facility. The dimensions of 
the test benches are adapted to fit within the chosen spatial discretization. The errors induced on the 
dimension are in the range of 5%. 

As initial conditions, the gas in the computation domains was set still with ambient temperature (T∞ 
= 23°C). At the domain borders, a zero normal gradient static (Neumann type) was employed. The 
atmospheric pressure is fixed at 101325 Pa and the humidity is defined at 50%. Thermal properties 
of the materials were unified between the different benches to focus the analysis on the effects of 
bench design and fire source. Table 1 details the material properties used in the simulations. Table 2 
lists the features of the tests benches, as defined by their respective standards, as well as the 
dimensions of the computational domain considered. 

Table 1. Material properties 

Property Combustion chamber Test wall 

Specific heat, kJ/(kg·K) 0.88 0.88 

Thermal conductivity, W/(m·K) 0.92 0.76 

Density, kg/m3 2500 1500 

DATA PROCESSING 

In order to compare the benches, data from the simulations should be extracted; this is usually done 
with localized sensors in FDS, measuring the values of a quantity through time at a pre-determined 
position in space. However, one would need a (very) large amount of sensors to obtain the complete 
heat flux mapping on the tested wall. In this paper, a new approach is presented, using the boundary 
files data. Boundary files are often used for qualitative observations, but are scarcely used for 
quantitative measurements, in no small part due to the fact that these files are encoded for 
Smokeview and not readily understandable for the user. 

The fds2ascii program is a small utility software used to extract data from the boundary files (.bf 
extension) in a human-understandable format. Using a MATLAB script to perform repeated calls of 
this software through a loop, the time-resolved incident heat flux data were obtained, using a 10 s 
time averaging. This 10 s averaging was deemed a good compromise between time resolution and 
data volume. These data are then converted in stacks of matrix format, whose dimensions are 
equivalent to the size of the considered wall (3rd dimension is the time). For test benches outfitted 
with a side wall, main wall and side wall are treated separately then the side wall piece matrix is 
appended to the main wall matrix. 

The matrix dimensions are limited by the mesh size used during the FDS simulations. In order to 
ensure a better behavior of subsequent image treatment algorithms, a bicubic interpolation scaling 
[17] was used to increase each dimension by a factor 5. 

By considering the heat flux matrices as images, a thresholding algorithm was then applied, 
converting the values in each cell to a zero or a one whether their values are below or above the 
considered threshold. Threshold values were chosen from 10 to 70 kW/m2, with 5 kW/m2 steps. An 
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example of the original Smokeview visualization and corresponding binary image is presented in 
Fig. 1. 

Table 2. Test benches features 

Standard ISO 13785-2 LEPIR II  SP FIRE 105 DIN E 4102-20 BS 8414-1 

Ref. [4] [7] [8] [5] [6] 

Country International France Sweden Germany UK 

Configuration Corner Flat wall Flat wall Corner Corner 

Vertical main  
test wall 

w ≥ 3.0 m 
h ≥ 4.0 m 

w = 5.0 m 
h = 6.5 m 

w = 4.0 m 
h = 6.0 m 

w ≥ 2.5 m 
h ≥ 5.5 m 

w ≥2.6 m 
h ≥6.0 m 

Vertical return 
wall (wing at 
90°) 

w ≥ 1.2 m - - w ≥ 1.5 m w ≥1.5 m 

Volume of 
Combustion 
chamber 

20 ≤ V ≤ 100 m3 30.3 m3 6.74 m3 0.7 m3 ≥ 4.275 m3 

Main opening 2.4 m² 2 x 1.5 m²  2.13 m² 0.7 m² 4 m² 
Secondary 
opening  
Natural 
ventilation 

- 
0.99 m²  

on rear face by a 
variable opening 

0.94 m² - - 

Heat source  
a/ Propane  
b/ Liquids  

c/ Wooden cribs 

Wooden cribs 
(x2) 

Heptane fuel 
a/ Wooden crib 

b/ Liquids 
a/ Timber crib 

b/ Liquids 

Fuel quantity  

a/ Calibration 
b/ ~ 60 liter  

(ex: Heptane) 
c/ ~400 kg 

300 kg each 60 liter 
a/ 30 kg 

b/ propane 

a/ Nominal total 
heat output of 

4500 MJ (30 min)  
at a peak rate 

 of 3 ±0.5 MW 

Test duration 23 - 27 min 60 min 15-20 min 
a/ 20 min 
b/ 30 min 

30 - 60 min 

Computational 
domain 
dimensions 

8.1 x 7.2 x 7.2 
m3 

7 x 8 x 7.2 m3 6 x 6 x 8 m3 4.5 x 3.2 x 6 m3 5.4 x 5 x 9 m3 

(h: height above the window opening) 

 

At each time step, each binary matrix is summed, and the result is then divided by the total number 
of cells in the matrix (minus the cells representing the openings). Thus, the time-resolved fraction of 
the surface area that received a heat flux superior to the threshold value is obtained. This parameter 
S/S0 will be called surface impact (S0 being the total surface area of the bench, minus the openings).  
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Using the same binary image, the maximum height reached by the threshold heat flux can also be 
measured (measurement axis being the centerline of the opening). Normalizing by the height above 
the opening give the second parameter H/H0, called height impact. Figure 2 resumes the quantities 
measured, using the ISO bench as an example. 

    

(a)    (b) 
Fig. 1. LEPIR Bench. (a) Incident heat flux as seen in Smokeview; (b) associated binary image  

(Threshold 20 kW/m2). 

  

Fig. 2. Measured quantities on the ISO bench. Fig. 3. Heat Release Rate (HRR) used for each 
simulation. 

The use of the opening centerline as an axis for the measurement of H warrants a discussion. One 
could argue that, due to the corner effect, maximum height will be reached at (or toward) the corner 
and not on the centerline. However, the available experimental data mostly give centerline 
measurements [9,10]. Furthermore, in order to maintain comparability between flat and corner 
benches, a compromise had to be made. In the future, the possibility to consider the tilt angle and 
length of the plume (instead of raw height) will be investigated. 

All the heat release rates (HRR) used in the simulations present a stationary stage (except SP), as 
described in Fig. 3. Hence, the surface fraction and maximum height associated to each threshold 
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value were averaged on the time window corresponding to this stationary stage. For the SP bench, 
as an experimental HRR curve was used [18], the averaging window was centered on the maximum 
HRR and spanned 2 min before and 2 min after the maximum. Table 3 gives the parameter used for 
the determination of the stationary state. 

Table 3. Stationnary state parameters used for each test bench 

Test bench Start time (s) End time (s) HRR (kW) 

ISO 330 1200 5687 

LEPIR 200 1000 5403 

SP 710 950 2500 

DIN 300 1200 340 

BS 135 620 2507 

RESULTS AND DISCUSSION 

Time-dependent measurement of surface area 

Figure 4 represents the obtained results of surface impact associated to thresholds of 20 and 
40 kW/m2, as a function of time. The behavior of the surface impact variable is following the HRR 
curves, with the exception of the ISO bench showing a general decreasing tendency after the initial 
increase. This figure also shows that the choice of the incident heat flux threshold value can change 
the relative position of each bench. For a 20 kW/m2 threshold, SP and BS are equivalent 
(considering maximum values), while SP reaches higher than BS for 40 kW/m2. 
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(a)      (b) 

Fig. 4. Surface impact as a function of time. (a) Threshold value 20 kW/m2; (b) Threshold value 40 kW/m2. 

Time-averaged values of surface area 

As explained previously, the obtained data were time-averaged on the duration of the stationary 
stage. This step was necessary to filter out the fluctuation associated with the turbulent fire plume. 
The results are shown on Fig. 5 as a function of heat flux values, where error bars are the standard 
deviation on the interval considered for the time-average. 

From these results, several conclusions can be drawn. It appears first that the ISO bench is 
generating the most thermal stress on the wall, being systematically above the other benches, 
surface-wise, on the entire heat flux range considered. The LEPIR bench, while using a slightly less 
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powerful heat source (5.4 MW vs 5.7 MW for ISO), has less of an impact on the test wall. It is clear 
that this difference is caused by the geometric features of the benches, especially opening 
dimensions and side wall. 
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Fig. 5. Surface impact as a function of incident heat flux (in picture: zoom on the SP, BS and DIN values). 

Comparing the SP and BS benches (both 2.5 MW) shows a different behavior. Except for 
10 kW/m2, where the BS surface impact is higher, both benches give similar results in terms of 
surface impact, despite their geometric differences. On the other hand, BS and DIN have very 
different surface impact, despite having very similar geometric features. This can be explained by 
the relatively low heat release rate used for the DIN test (340 kW). 

Surface impact data correlates extremely well with the incident heat flux qi’’, following a decreasing 
exponential law: 
 
<⁄ � �exp������ β⁄ !. Table 4 lists the exponential laws parameters α and β, as 
well as the correlation coefficients R² for each bench. So far, there is no physical interpretation of 
this correlation, as it is probably a combination of several parameters of the tests. More than likely, 
heat release and geometry both contribute to this correlation. 

Table 4. Exponential regression parameters for surface impact 

Test bench α β R² 

ISO 108.4 27.9 0.999 

LEPIR 72.4 19.2 0.997 

SP 30.6 23.9 0.990 

DIN 17.2 17.5 0.983 

BS 55.8 13.9 0.977 

Time-dependent measurement of height 

Figure 6 represents the maximum height obtained for the same thresholds. It is difficult to draws a 
conclusion when considering the height parameter, as this parameter is very sensitive to the 
geometrical features of the bench (corner effect, number of openings) as well as the effect of 
turbulence. It must be noticed that for a 20 kW/m2 threshold, the maximum height for the ISO bench 
equals the height of the bench (e.g. the flame reaches higher than the wall). This behavior is a 
potential source for uncertainties. 
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(a)      (b) 

Fig. 6. Height impact as a function of time. (a) Threshold value 20 kW/m2; (b) Threshold value 40 kW/m2. 

Time-averaged values of height impact 

The treatment used for surface impact was also applied for height data, and presented on Fig. 7. The 
transition from flaming region to plume region is difficult to identify on these data. Previous 
experimental work by Lee et al. [10] produced correlations between the external heat release (fuel 
burning outside of the combustion chamber) and the vertical variation of heat flux received on the 
wall. These correlations were relying on measurements of the flame height but such a parameter is 
difficult to access in a numerical simulation, as there are several possible parameters to consider 
(HRRPUV, temperature, etc.).  
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Fig. 7. Normalized height impact as a function of incident heat flux. 

Uncertainties and sensibility 

The existing literature on numerical simulation of this type of test benches [12, 13] yields 
uncertainties on numerical values of heat flux in the range of 15%. This means that uncertainties in 
the present results are to be expected on the higher heat flux values considered, as a constant 5 
kW.m-2 interval was used in this work. Height impact values appear to be more prone to variations 
that surface values. This is coherent with the fact that the flame oscillates more on the vertical axis 
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than on the horizontal axis; it is a reasonable assumption to consider that most of the variation in the 
surface impact values are generated by vertical variations. 

CONCLUSION AND FUTURE WORK 

In this work, numerical simulations of different façade fire test benches were conducted, and a 
numerical methodology was proposed for the heat flux data. This methodology is designed for data 
distributed over a planar surface, so it could also be used for wall temperature, or even accumulated 
thermal energy (using time integration of net heat flux). The proposed methodology gave access to 
the time-resolved surface distribution of incident heat flux for the test benches. From this 
distribution, two time-averaged parameters can be derived, namely surface impact and height 
impact. These values, being based on the incident heat flux, are representative of the thermal stress 
imposed by the test procedure on the surface. 

The most evident added value of these parameters is that they can be defined independently of the 
bench geometry (flat wall or corner). It can even be used for smaller test benches like ISO 13785-1 
or EN 13823 (Single Burning Item). As these parameters are based on the surface distribution of 
heat flux, they are less sensitive to local effects and completely independent of sensor positioning as 
the entire surface is the sensor. Height impact could be associated to flame height measurements, in 
order to check the available correlation of the literature. This would require a reliable numerical 
measurement of flame height. 

The presence of wind during outside tests (namely LEPIR) can tilt and/or stretch the flame, 
generating an oblique thermal imprint on the surface. This would likely have no influence on the 
surface impact values, but the height impact values can be severely affected by this phenomenon, as 
only the vertical direction was considered in the present work, and the measurement were made on 
the centerline. Future development will include numerical simulations with variable wind speed and 
orientation, as well as data treatment modifications to deal with oblique thermal plume. This 
development will also be used to investigate oblique plume generated by corner effects. 

If the façade material could be considered as a single, homogeneous material, a critical heat flux 
measurement could be used to evaluate immediately the minimal surface that is going to be burned 
during the test. However, most external insulation systems are assemblies of several different 
materials (insulation, cladding etc.) with different properties. The way the system is assembled is 
also a critical parameter, especially for ventilated air gap systems, like the one used on the Grenfell 
Tower. 

Given the scale of the test benches and the costs to run them, it is difficult to obtain validation data 
to compare the simulations with experiments. Furthermore, in the considered test benches, it is 
sometimes difficult to obtain an accurate measurement of the actual HRR, especially when using 
solid (wood cribs) or liquid (hydrocarbon) fuel. Analytical approach currently used to estimate the 
HRR/MLR of such type of fire source is designed for an open space fire and is not suitable for a 
semi-confined room fire. It is also difficult to determine the amount of fuel that burns outside of the 
combustion chamber. This fraction is of critical importance as it is responsible for the most part of 
the thermal stress imposed on the surface. Hence, it may be difficult to compare the present results 
with the existing correlations built on intermediate scale tests [1]. 

In order for the proposed methodology to be relevant, more experimental data will be required, 
especially on the true heat release rate to be considered. This might be a challenge given the size of 
the experimental facilities involved, but there is a need for reliable heat release data in order to 
consolidate this comparison methodology. 
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ABSTRACT 

Statistics show that the number of façade fires has been relatively large in the past few years. The 
surprising fact is that even in modern high-rise buildings, which are covered with non-flammable façade 
elements and equipped with high-quality fire-fighting equipment, we have recorded a relatively large 
number of fires spreading along the façades. They do not have disastrous consequences but they damage 
buildings, endanger people during evacuation and make the situation more difficult for fire-fighters. 
Many scientific studies refer to cladding and its functions. Besides its aesthetic function, it serves as 
thermal, acoustic as well as fire insulation. Building façades are threatened in three ways – by a direct 
flame from a burning element in front of the building itself, by a fire from the interior of the building, or 
by a heat radiation source coming from a neighboring building on fire. The choice of material and its 
application onto the building is important for the fire safety of façades. A wooden spruce façade 
containing two types of finger joints has been chosen for the experiment and the effect of the joint type 
using the selected evaluation criteria has been observed. Parts of the façade have been used for the 
experiment. Samples of 20 x 60 x 250 mm have been made, 15 pieces per each section. A thermal 
radiator of 1000 W, acted as the heat source, simulating the conditions of thermal radiation coming from a 
neighboring building. Weight loss and burning rate are the evaluation criteria. The experiment results are 
represented graphically. The experiment shows that the direction of the finger joints has an impact on the 
evaluation criteria as well as on the penetration of radiation heat into other parts of the structure thus 
increasing the probability of its ignition from the radiation heat source.  

KEYWORDS: Finger joint, wood ignition, façade elements. 

INTRODUCTION 

Fire, according to the Slovak legislation [5], is each type of undesirable burning damaging a 
person´s property, the environment or causing the death or injury of a natural person or an animal; 
fire is also defined as undesirable burning when a person´s property, the environment and the lives 
or health of natural persons or animals are at risk. Burning and fire are two phenomena which 
cannot be considered identical. 

In general, burning and fire are intentional and desirable processes with a particular use, burning in 
the desired time and space and using specified materials – fuel. The energy, which is obtained, is 
utilized. Fire represents unwanted burning, in unwanted space and time. All materials affected by 
the fire become fuel [3, 7]. Fire is characterized by several chemical and physical phenomena that 
are related to each other. According to civil engineers and security experts, it is the cladding which 
is at fault in the case of a fire. Cladding has various functions and it is, in many cases, made from 
highly flammable materials [2, 8]. The application of flammable materials (e.g. wood) for cladding 
has lately been preferred by designers and architects [4, 6, 11]. Their projects and designs require 
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further measures to be implemented to prevent a fire. These measures aim to prevent the 
uncontrolled spread of a fire on the surface or in the cavities. If these measures are implemented, 
wood can be used without lowering any safety levels in terms of fire protection. These measures can 
be divided into several categories [3]: 

• Material solutions; 
• Design solutions; 
• Certification; 
• Legal solutions in the field of fire protection. 

The problem arises with the addition of thermal insulation to buildings using flammable material as 
well as from an increased demand for wood from an aesthetic and functional point of view. In many 
countries, special attention is paid to wooden cladding of façades and strict criteria and conditions 
have been set out for such cladding. In general, it is based on fire scenarios of potential ignition and 
the subsequent fire of a façade which are shown in Fig. 1 [11]. 

 

Fig. 1. Fire scenarios for façade fires [11]. 

Scenario A 

The fire spreads from the neighboring buildings onto another building. For a larger cladding the fire 
risk is limited to an ignition risk assessment when the façade is exposed to a radiant heat source. If 
the buildings are close to each other, the analysis can be extended - including contact with flame 
and the flare-up of materials is being observed. This scenario also takes into consideration the 
spread of the fire from a neighboring building onto other neighboring buildings. For flammable 
façades, we need to take into consideration the heat from the burning façade - if the façade ignites - 
as well as radiant heat from cavities and flames coming from the vents on the façade of the 
neighboring building. Fire protection legislation for this fire scenario also deals with the issue of the 
distance between the adjacent buildings. 

Scenario B 

The fire spreads from an external source adjoining the façade (not a neighboring building) e.g. 
vehicle on fire, litter bin, and so on. A balcony fire might also fall into this category. 

Scenario C 

A vertical fire spreads through the vents from a fully developed fire inside the building. There is at 
least one vent on the façade. 
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Several authors [9, 12] monitored the effect of the construction itself - its surface, smoothness etc. 
(see Fig. 2), however, the types of joint elements used within the structure have not been 
monitored yet. 

 

Fig. 2. Examples of parameters affecting fire behavior of multi-story façades [12].  

THE EXPERIMENT 

The wood of Norway spruce (Picea abies (L) Karst.) was selected for the test. It is the second most 
widely used wood in Slovakia and the most important one from an economic point of view. Spruce 
is light, soft, elastic, easy to chop, easy to stain but more difficult to impregnate. The wood is free of 
defects and typically has symmetric and narrow annual growth rings (1 to 4 mm) with summerwood 
ratio in the annual ring ranging from 5 to 20 %. Primarily, it is used as construction lumber for 
above-ground structures. The wood is also used for residential roof structures, farm buildings as 
well as other special buildings. Spruce lumber is a part of frame constructions of panels for wooden 
buildings. Spruce wood is easy to dry, it is not prone to shriveling or crinkling [1, 10, 13]. 

A wooden façade made from spruce and one type of finger joint in two directions were chosen for 
the experiment. The effect of the finger joint direction in façade elements on the selected evaluation 
criteria has been observed. The control sample was jointless (compact). The type of joint and its 
direction is shown in Fig. 3. 

Fragments of the façade were used for the experiment - samples of 20 x 60 x 250 mm, 15 pieces per 
each section (including the control samples). A thermal radiator of 1000 W is used as the heat 
source simulating the conditions of scenario A – a fire coming from a neighboring building. 

The test method is not standard; however, it is flexible and suitable for testing not only different 
types of finger joints but also different types of wood and wood treatment methods - wood of 
different age classes, retarding treatment or other aesthetic adjustments of façades and their effect 
on ignition and the burning process. It is possible to change the delivery of the thermal radiator, or 
to replace the radiant heat source with a flame heat source. The power output of 1000 W as well as 
the distance of the sample from the source were, after carrying out some preliminary experiments, 
set to the values given above to prevent the sample from burning down – partially or completely. 
Thanks to these parameters, it is possible to observe whether the direction of the finger joint 
influences the ignition and burning of the sample that constitutes a part of the façade. 
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The thermal radiator is warmed up, - after reaching the given temperature, the samples are exposed 
to heat for 10 minutes. Fig. 4 shows the direction of the thermal radiator and the sample. The sample 
is placed 40 mm below the lower edge of the thermal radiator. 

The reason for doing so is a follow-up evaluation of the experiment, which is not the subject of this 
article. The whole surface of the sample was exposed to the heat of the thermal radiator. The finger 
joint is located in the center of the sample. The apparatus is shown in Fig. 4. 

 
(a) 

 
 

(b) 

Fig. 3. Finger joint: (a) vertical; (b) horizontal. Fig. 4. The apparatus – exposure of samples to radiant 
heat. 

Weight loss and burning rate are the evaluation criteria. Weight loss was calculated according to the 
following Eq. (1), 

δ��t! � �����! 100 � ���!#������!���! 100 (%), (1) 

where δm(τ) is the relative weight loss at a time τ, %, m(τ) is the sample weight at a time τ, g, 
m(τ+∆τ) is the sample weight at a time τ + ∆τ, g, ∆m is the weight difference, g. 

Relative burning rate will be determined according to the relation Eq. (2) and Eq. (3), 

l� � | ��o�� |(%/s),  (2) 

or numerically 

l� � |�o��!#�o�����!|��  (%/s), (3) 

where vr is the relative burning rate, %/s, δm(τ) is the relative weight loss at a time τ, %, δm(τ+∆τ) is 
the relative loss of weight at a time τ + ∆τ, %, and ∆τ  is the time interval where the weights are 
being subtracted, s. 
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EVALUATION AND DISCUSSION 

The experiment confirmed that the finger joint direction has an impact on the evaluation criteria and 
therefore on the penetration of radiant heat into other parts of the structure. This means that the 
finger joint direction affects the possibility of ignition from a heat source. When evaluating the 
experiment, it is necessary to point out that special attention has been paid to the homogeneity of all 
samples: their density (360 ± 10 kg/m3), moisture level (12 ± 2 %) and the quality of woodworking. 
The term homogeneity is understood as a selection of samples according to their density in the 
given interval, keeping the samples air-conditioned, since the density and moisture level of the 
samples could influence the experiment results and the finger joint direction does not need to 
manifest itself if not selected properly. These factors could have had an impact on the experiment 
results. This is why the samples were homogenized so that the impact of the type of finger joint and 
its direction would be the most clearly manifested. Photographic documentation was not done 
throughout the tests. The continuous burning rate and the change in weight were the only 
parameters recorded during the test, at 10 second intervals. 

As we can see from Fig. 5, the effect of the finger joint direction manifests itself from the very first 
minutes of the experiment. From the very first minute (which is relatively early), an increase in 
weight loss for the vertical finger joint samples was observed. In the second minute of the 
experiment, this increase is noticeable, and it is rising throughout the whole experiment. 

  

Fig. 5. The course of weight loss for a test sample and 
the effect of finger joint direction on weight loss. 

Fig. 6. Burning rate course of a control sample and 
the effect of finger joint direction on burning rate. 

There is a constant difference between the joint-less samples as well as between the finger joint 
ones. The final weight losses are as follows: jointless samples 15.51 %, horizontal finger joint 
samples 19.13 % and vertical finger joint samples 22.47 %. For the horizontal finger joint sample, 
the difference is 3.98 % compared to the control sample, for the vertical finger joint one it is 7.32 %, 
and there is a difference of 3.34 % when comparing the two types of finger joints. 

When assessing the second evaluation criterion (burning rate) we can come to similar conclusions 
as for weight loss. An increase in the burning rate can be observed immediately after the first 
minute of the experiment (see Fig. 6). The burning rate (for the control samples as well as the finger 
joint samples) gradually increases due to the exposure to the heat source. The increase in the 
burning rate is much more abrupt for the finger joint samples compared to the control samples. As it 
is obvious from Fig. 6, the burning rate is influenced by the finger joint direction; it is more intense 
for the vertical finger joints than the horizontal ones. In the case of vertical finger joints, the most 
intense burning rate was reached at the 330th second of the experiment and at the 510th second of the 
experiment for the horizontal finger joint. The burning rate for the control samples was recorded at 
the end of the experiment at the 600th second. 
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The peak values of the evaluation criteria are stated in Table 1. In addition to the basic ones, it also 
includes the time necessary to achieve the burning rate peak and the ratio of these two variables 
(maximum burning rate and the time when this value was reached). This table clearly shows the 
effect of finger joint direction on the evaluation criteria. The differences in the values were caused 
by two factors: a weak heat source and a very short time interval. In case of fire (a more intense heat 
source and a longer time of exposure), these disparities will certainly be higher. 

The a/b ratio has been chosen as an auxiliary indicator. It is an indicator that is used during some 
tests to determine the fire protection properties of wood. If the maximum burning rate is reached in 
the first "minutes" (at the beginning of the experiment), the material has a negative assessment for 
fire protection purposes compared to the same burning rate value reached in the middle or at the end 
of the experiment. (e.g. burning rate of 10 is achieved at the 1st , 5th and 10th minute of the 
experiment then the ratio is 10, 2, 1. The lower the ratio (a/b) is, the better the assessment of the 
material (finger joint) is. 

Table 1. Peak value of the evaluation criteria 

Evaluation criteria 
(peak value) 

Type of construction 

Jointless samples Vertical finger joint Horizontal finger joint 

Mass loss (%) 15.51 19.13 22.47 

a Burning rate (%/s) 0.004375 0.004638 0.004776 

b Time max. burning rate (s) 600 510 420 

Ratio a/b*106 7.29 9.09 11.4 

The burning rate has decreased/stabilized for the finger joints samples. For the vertical finger joints, 
this happens in approximately the 420th second of the experiment and approximately in the 540th 
second of the experiment for the horizontal finger joints. This slowdown in the burning rate can be a 
result of a charred layer being created directly inside the joint and functioning as an “insulator”.  

The charred layer slows down the burning rate, however, the degradation of the finger joint (for 
both types of joints – see Fig. 7 and Fig. 8) and the material continues even if the process has 
slowed down.  

 

Fig. 7. Charred layer – vertical finger joints. 

 

Fig. 8. Charred layer – horizontal finger joints. 

Carbonization sets in sooner for horizontal finger joint samples - it covers a larger surface but it 
does not have such an important impact. It just brings about a constant charring rate in a relatively 
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long period of time. In the case of horizontal finger joints, a steeper decrease in the burning rate can 
be observed as a consequence of a layer of compact wood coming after the charred layer and 
representing an “obstacle” preventing heat transfer from advancing. 

PSPP software was used to calculate the descriptive properties of the statistical data where the group 
called "finger joints - width" is labeled as VFJ and the group HFJ is short for "finger joints - 
thickness". Weight loss was the only parameter subject to the statistical evaluation (see Table 2 and 
Fig. 9).  

Table 2. Outputs of descriptive statistics 

 N Mean S.E. Mean Std. Dev. Variance Kurtosis 

VFJ 15 21.44 0.31 1.31 1.72 -1.10 

HFJ 15 19.15 0.20 0.77 0.59 -0.19 

 S.E. Kurt. Skewness S.E. Skew Range Min Max Sum 

VFJ 1.12 0.36 0.58 4.06 19.73 23.78 321.65 

HFJ 1.12 0.05 0.58 2.81 17.63 20.44 287.23 

Valid cases ′15; cases with missing values (s) = 0 

 
Fig. 9. Box plot for the given groups. 

The statistical data show that the weight loss was greater for VFJ samples compared to HFJ 
samples. VFJ samples showed a larger variability as evidenced by a higher standard deviation (SD) 
= 1.31 compared to the second group where the SD = 0.77. Maximum and minimum weight losses 
ranged almost in the same intervals for both groups. In general, they were slightly above and below 
the median values. Kurtosis for the VHJ group reached -1.10. It indicates that the values in the 
population deviate from the normal distribution in the population and the minus indicates that the 
distribution is shallower i.e. the values in the population are lower or higher than the mean. On the 
other hand, kurtosis for the HFJ group was significantly lower, i.e. -0.19, so most data were close to 
the mean. As for skewness, both VFJ and HFJ samples reach values very close to 0 (0.36 and 0.05), 
therefore the data in the population are distributed normally. 

CONCLUSION 

A relatively simple experiment confirmed that attention needs to be paid not only to façades and 
cladding material but also to the type of joint used. The evaluation criteria confirmed different 
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behavior patterns of finger joints made from spruce wood and the fact that the finger joint direction 
affects the test results. In order to evaluate the selected evaluation criteria, a heat source with a 
lower intensity has been chosen. The wood did not even ignite, which was the aim of the 
experiment. Despite this fact, the evaluation criteria confirm that the finger joint direction has an 
impact on the heat transfer through the joint. We should bear this fact in mind in practice. It is 
recommended that the finger joint made from a flammable material is protected by a fireproof 
material or coating from the other side to prevent the rapid ignition of the reverse side of the façade 
where, in the case of a vented type of a façade, it may result in the very rapid spread of the fire 
along the façade. 

The maximum burning rate for the vertical finger joints is achieved since the joint creates a direct 
heat bridge (free of obstacles) at a length of 220 mm. Although the joint is glued, radiant heat 
breaks through that length/surface of 4400 mm2 more easily than in the case of horizontal finger 
joint creating an obstacle by its own teeth. 

It is necessary to pay attention to other types of joints, e.g. metal fasteners, too. Metal fasteners may 
conduct heat faster than the surrounding material or its joint. As the experiment proved, the form of 
the joint may influence the spread and the speed of fire. Therefore, we also recommend, by means 
of a simple test, to test the other types of joints that are commonly applied onto façades. Attention 
should be paid to glued joints as well as the materials which form the load-bearing structure to 
which the elements of the façade are fixed. 
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ABSTRACT 

The work presented here is the first step of a larger study aiming at improving the description of fuel mass 
loss rate (MLR) in fire simulations, through multi-scale experimentation and model development. The 
final model, based on cone calorimeter scale measurements and on heat transfer modelling, is developed 
to predict full-scale fire spread over polyurethane foam slabs. In the present paper, small-scale tests 
performed in cone calorimeter are described, as well as a model predicting the material mass loss rate as a 
function of heat flux from the cone heater.  

Several irradiance levels were tested (from 20 to 70 kW/m2), and two simple mathematical functions were 
chosen to describe experimental curves of mass loss rate. Correlations between the functions parameters 
and cone calorimeter heat fluxes were computed, thus producing a model able to predict MLR as a 
function of time and irradiance level. The numerical results are in accordance with experimental data for 
intermediate heat fluxes (approximately 40 to 70 kW/m2). For lower heat fluxes, the model fails (by 
construction) to reproduce the combustion decay. This is not considered to be a problem, as the range of 
heat fluxes for which the correlations are valid can be easily estimated from the results. In conclusion, the 
proposed methodology allows to predict MLR results in cone calorimeter conditions (e.g. only for 5 cm-
thick samples) for various heat fluxes. After adding other sub-routines, it will be coupled to a heat transfer 
model in order to predict fire spread over polyurethane foam slabs. 

KEYWORDS: Cone calorimeter, fire testing, modelling. 

NOMENCLATURE 

a   coefficient in the hyperbolic tangent 
function (s-1) 

MLR  mass loss rate (kg/s) 
t   time (s) 

Greek 
φ   incident heat flux (kW/m2) 

σ   standard deviation (s) 

Subscripts 

1/3  time when one third of the mass has 
been burned  

end   time of flame out 

first  for the first stage of MLR 

ign   time of ignition 

max  maximum value of MLR 

INTRODUCTION 

Numerical simulations are now a major tool for fire engineers and investigators. They can produce 
valuable results, provided appropriate data and models are used. Among these, fuel mass loss rate 
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(MLR) is particularly important. This is usually done by prescribing a time dependent MLR (based 
on full-scale tests or engineering calculations), or by modelling pyrolysis (based on material 
properties and dedicated matter scale models). The first approach is often used for its simplicity, but 
is limited by the fact that experimental data may not be fully representative of the scenario being 
investigated. The second approach is more versatile (MLR is calculated based on the conditions in 
the simulation), but requires extensive input data, model calibration and computational resources. 
As long as pyrolysis models are not usable for engineering applications, an alternative seems 
necessary. The approach proposed here is to adapt fuel mass loss rate to the changes in heat flux 
during the simulation. This would be done using bench-scale MLR experimental data, thus avoiding 
the complexity of modelling chemical reactions in the condensed phase. This compromise would 
thus require a heat transfer model and a MLR model (to predict mass loss based on irradiance level, 
a so-called "thermal model" [1]). The work presented here focuses on the later, by describing a 
simplified approach to predict MLR at various heat fluxes at cone calorimeter scale. 

The fuel chosen to illustrate this modelling approach is polyurethane (PU) foam, as it is widely used 
in upholstered furniture, and is involved in many residential fires. Its burning behaviour is thus 
crucial to understand and model, for fire safety engineering but also for fire investigation. 
Upholstered furniture and PU foams have long been studied [2–6]. Although numerous models are 
available [4, 7–10], none of them suited the purpose described earlier. New data were thus acquired 
through an extensive cone calorimeter experimental campaign, as described in the next section, and 
used to build a model to predict MLR as a function of time and irradiance level. 

EXPERIMENTAL STUDY 

Experimental setup 

The polyurethane foam used here had a density of 30 kg/m3 (water blown, 2/3 polyol and 
1/3 toluene diisocyanate). Tests were performed in the cone calorimeter according to the ISO 5660 
standard [11] (5 cm thick samples), except for the specimen holder. For the latter, three setups from 
the literature were tested: 

1. Aluminium foil with steel frame [11, 12]; 
2. Aluminium only, on all sides [12]; 
3. Aluminium only, on the back and bottom centimetre of the sides [6]. 

The second one was chosen because it showed the highest repeatability, was more convenient to use 
(compared to the first configuration), and did not allow for side burning (as opposed to the third 
configuration). In addition to the aluminium foil, samples laid on a 1 cm thick gypsum substrate to 
protect the load cell. 

Heat release rates and mass loss rates were measured, and all the experiments were videotaped. For 
the tests used here, irradiance levels ranged from 20 to 70 kW/m2, and experiments were repeated at 
least three times.  

Results 

Only mass loss rate measurements will be presented here, as it was chosen to focus on the 
prediction of MLR (rather than heat release rate [HRR]). Indeed, the objective is to provide a fire 
spread model based on heat transfers: it seems a reasonable approximation to consider that mass 
loss mainly depends on heat transfers (and chemistry for material decomposition), whereas it is not 
for heat release, which can be more strongly affected by oxygen concentration for example. 
Moreover, mass loss is easier to measure than energy release, especially at larger scales. Similarly, 
the MLR is calculated with less parameters than the HRR [11]. Consequently, with measuring 
devices of equivalent precision, the uncertainties on HRR are higher than on MLR. 



Part 6. Material Behavior in Fires 

923 

MLR were post-processed using a low frequency filter defined as 

( ) ( ) ( )0.8 1 0.2filtered raw rawMLR t MLR MLR tt= − +   (1) 

The filter had to be efficient enough to soften the fluctuations of the signal without losing 
information such as the maximum value of MLR. This post-processing step is illustrated in Fig. 1. 

 

Fig. 1. Processing of mass loss rate data using a low frequency filter (irradiance level equal to 70kW/m2, 
one dashed curve per repeated test). (a) Raw data; (b) Filtered results. 

 
Fig. 2. Mass loss rate for polyurethane foam during cone calorimeter tests 

at irradiance levels ranging from 20 to 70 kW/m2 (one dashed curve per repeat). 

The results for irradiance levels from 20 to 70 kW/m2 are shown in Fig. 2. Two stages of MLR can 
be distinguished for high values of irradiance level (greater than 45 kW/m2). The first stage 
corresponds to a steady phase quickly reached after ignition, followed by a second stage where the 

(a) (b) 
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MLR grows toward a maximum value. These observations are in accordance with previous 
results [6] and a proposed decomposition scheme for polyurethane foam [13]. For lower irradiance 
levels, the MLR curves are quasi-stationary. Figure 2 also shows a good repeatability for the tests.  

DATA ANALYSIS 

Modelling functions 

Figure 3 shows a schematic representation of MLR results observed for irradiance levels higher than 
45 kW/m2. As mentioned before, PU burning in cone calorimeter can be divided in two stages (see 
solid red and hatched blue fills): a quasi-steady phase (see firstMLR ) followed by a rapid increase to 

a maximum MLR ( maxMLR ). The first stage accounts for approximately one third of the mass loss, 

so its end time is referred to as 1/3t . 

 
Fig. 3. Schematic view of the mass loss rate results observed for irradiance levels higher than 45 kW/m2. 

The parts referred to as first and second stages are represented in red (solid) and blue (hashed) respectively. 

In order to describe these two stages, simple mathematical functions were chosen. The first part (see 
solid red part in Fig. 3) could be approximated by an exponential or a hyperbolic tangent function. 
Both options were evaluated and the later showed a better agreement with the experimental data. 
This part of the mass loss rate was thus modelled using 

( ) ( )tanhfirstt a tMLR MLR= , (2) 

where firstMLR  is the asymptote of the hyperbolic tangent function (i.e. the MLR for the steady 

phase) and a  (s-1) describes the growth of the curve to its asymptote (the higher the value of �, the 
faster the growth toward firstMLR ). 

The second part of experimental MLR curves (see hatched blue part in Fig. 3) fits well with a 
Gaussian function given by 

( )2
max

max 2
exp

2
( )M

t
LR t ML

t
R

−
σ

 
 = −

 

, (3) 

where maxMLR is the maximum MLR value, maxt  is the time when it is reached (mean of the 

Gaussian function), and σ  the standard deviation (the width of the curve). The higher the irradiance 
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level, the smaller maxt  and σ . 

CORRELATIONS WITH HEAT FLUX 

In order to build a model predicting MLR based on incident heat flux from the cone heater, 
correlations between irradiance level and the parameters listed in the previous section (see also 
Fig. 3) were investigated. The authors note that here irradiance level refers to the radiative heat flux 
delivered by the cone calorimeter according to the ISO standard [11]: other important factors (e.g. 
heat flux from the flame) should be accounted for in the future to give more accurate results. 

For each parameter, values were extracted from average test results for three irradiance levels (25, 
45 and 60 kW/m2), and correlated to the heat flux. The other test results (i.e. 20, 50 and 70 kW/m2) 
will be used to assess the predictive capability of the model. 

Times of ignition and flameout, ignt  and endt  respectively, are based on the observations of the test 

operator (i.e. when the specimen ignited and when it extinguished). They were correlated to the 
incident heat flux as shown in Table 1 (where all equations are summarized). 

Table 1. Examples of empirical correlations (based on 25, 45 and 60 kW/m2 test results) 

Parameter (unit) Parameter values based on Correlation (heat flux φ  in kW/m2) 

ignt  (s) 
User input during the test (from 
first to last visible flames) 

21/ 0.015 .9 0 25ignt φ −=  (4) 

endt  (s) 81. 9 188endt φ += −   (5) 

1/3t  (s) Minimization of Eq. (12) 1/3 00.3 3.62 6t φ += −   (6) 

firstMLR  (g/s) Fit of MLR using Eq. (2) 

(for 1/3ignt t t< < ) 

40.00081 0.114firstMLR φ +=  (7) 

a (s-1) 42.8 .1 9 4a = φ +   (8) 

maxMLR  (g/s) 
Fit of MLR using Eq. (3) 

(for 1/3 endt t t< < ) 

( )max 00.0 1 exp 0. 222 88MLR = φ  (9) 

maxt  (s) max 1-0.5 986 0.t φ +=   (10) 

σ  (s) 0.425 38.3σ = − φ +   (11) 

The time to burn one third of the mass, 1/3t , corresponds to time it  which minimizes the following 

function: 

0 0

1
( ) ( )

3

end it t
MLR dt M ttt Rd L−∫ ∫ . (12) 

This procedure is illustrated with data from 60 kW/m2 tests in Fig. 4 (top graph). 

MLR for the first stage ( firstMLR ) was computed by fitting the chosen function (see Eq. (2)) on 

experimental data from ignt  to 1/3t , as illustrated in Fig. 4 (bottom left). This also provided 

parameter a . Equation (7) ( firstMLR  as a function of the irradiance level) is shown in Fig. 5 (left). 

The second stage was also fitted using the function described earlier (see Eq. (3)), to provide values 
for maxMLR , maxt  and σ . This is illustrated in Fig. 4 (bottom right graph), and the correlation in 
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Eq. (9) is shown in Fig. 5 (right plot). Note that the standard deviation σ  will be used to adjust the 
function in the next section (and can thus be modified).  

 

  
Fig. 4. Examples of how parameters were determined from average data for the 60 kW/m2 tests. 

Top: 1/3t ; bottom left: firstMLR  and a ; bottom right: maxMLR , maxt  and σ . 

 
Fig. 5. Values of mass loss rate for the first stage ( firstMLR ) and maximum MLR ( maxMLR ). 

Dashed line for correlations (see Eq. (7) and (9), respectively), symbols for experimental data 
(points with a + sign were used to compute the correlations). 

MASS LOSS RATE PREDICTION 

The previous section showed that key quantities describing the foam burning behaviour correlate 
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well with the incident heat flux (see Table 1). Two modelling functions were also chosen to describe 
the stages of the foam combustion (see Eq. (2) and (3)). To summarize, the model follows 

( )
( ) ( )( )

( ) ( )
1/3

2
max

max 1/32

tanh ,                     

exp ,  
2

,

first

M

MLR a t t t

t t
MLR t t

LR t

 φ φ <
  φ =  −

 φ − ≥
 σ  

.  (13) 

The junction at 1/3t  is made by satisfying 

( ) ( )( ) ( ) ( )2
max

max 2
tanh exp

2
first

t t
MLR a t MLR

 −
 φ φ < φ −
 σ 

. (14) 

If needed, σ  is increased until this condition is verified. The resulting standard deviation is shown 
in Fig. 6, along with the original correlation (see Eq. (11) in Table 1). 

  

Fig. 6. Standard deviation for the Gaussian function, 
see Eq. (3). Dashed line: initial correlation, Eq. (11); 

symbols: corrected values to satisfy Eq. (12). 

Fig. 7. Burned masses according to the model (black 
dots). The red rectangle shows the mass of the tested 

samples (14±1 g). 

As can be seen, the correction to satisfy Eq. (12) yields very large σ  values for low heat fluxes, 
which in turn produce unrealistic results. This was expected because the two-stage behaviour (on 
which the model presented here is based) was not observed at 20 or 25 kW/m2. However, it is 
believed that a simple threshold would allow determining the lowest irradiance level beyond which 
the model is not valid anymore (e.g. here around 40 kW/m2). This limit is in agreement with the 
predicted burned mass, shown in Fig. 7, as it is consistent with the sample mass (see red rectangle, 
14±1 g) for heat fluxes higher than 40 kW/m2. 

Comparisons with experiments at 20, 50 and 70 kW/m2 (i.e. that were not used to compute the 
correlations) are shown in Fig. 8. As expected, prediction at 20 kW/m2 is poor (combustion decay is 
not captured). Results at higher heat fluxes (50 and 70 kW/m2 in Fig. 8, but also 45 and 60 kW/m2) 
are far more consistent with cone calorimeter data. This confirms that this simple approach can 
produce valid MLR predictions at intermediate irradiance levels (i.e. approximately 40 to 
70 kW/m2). 
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CONCLUSIONS 

Numerous tests were performed in cone calorimeter, at irradiance levels ranging from 20 to 
70 kW/m2. The results, and more specifically mass loss rates, were used to determine modelling 
functions that could describe MLR evolution in time. Two stages were identified for irradiance level 
greater than 45 kW/m2 (in accordance with the literature [6,13]). A hyperbolic tangent function 
(Eq. (2)) and a Gaussian function (Eq. (3)) were chosen to model the first and second part 
respectively. The parameters for each function were then correlated to the heat flux (see Table 1), 
using part of the experimental data (25, 45 and 60 kW/m2). The resulting equations (Eq. (13)) were 
used to predict MLR from 20 to 70 kW/m2. As expected, the agreement is poor for low heat fluxes 
(approximately below 40 kW/m2) because foam did not display the two-stage behaviour (see data 
for 20 and 25 kW/m2 in Fig. 2). For higher irradiance levels, predicted MLR are close to 
experimental values, even for tests not used when establishing the correlations (i.e. 50 and 
70 kW/m2, see Fig. 8). 

 

 

Fig. 8. MLR predictions (solid black lines) compared to experimental data (blue points). 
Top left: 20 kW/m2; top right: 50 kW/m2; bottom: 70 kW/m2. 

The methodology presented here should allow predicting the MLR at cone calorimeter scale for 
various heat fluxes, based only on a few measurements. The parameters in Table 1 still have to be 
correlated to the net heat flux experienced by the sample, and not only the incident heat flux from 
the cone heater (e.g. by accounting for heat flux from the flame [4, 14] or for sample regression 
during the tests [15]). Application to full-scale foam combustion will require additional models, for 
thickness scaling for example [4]. 
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When finalized, the proposed modelling approach is meant to be coupled to a heat transfer model 
predicting the incident heat flux at the fuel surface (based, for example, on flame size/geometry, 
fuel type, etc.), in order to predict MLR, and consequently flame spread. The same methodology 
could also be applied to other fuels, by choosing appropriate functions depending on the observed 
fire behaviour. 
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ABSTRACT 

There is a growing concern about the impact of ultra- fine particulates released from fires on the health of 
humans in fires and the related environmental pollution. However, there is no requirement to measure 
particle mass or number from legislated test fires and hence there is minimum information in the literature 
on this toxic hazard in fires. This work compares particulates generated from freely ventilated and 
restricted ventilation pine wood fires using the cone calorimeter. The standard cone calorimeter with 
freely ventilated combustion was modified by adding a discharge pipe to the cone heater that enabled 
direct fire product sampling from the cone outlet. The controlled atmosphere cone calorimeter was used 
for the restricted ventilation fire with metered air fed to the enclosure around the test area. Both tests used 
a radiant heat flux of 35kW/m2. Real-time particulate number and size distribution were measured using 
the Cambustion DMS 500 particle electrical mobility spectrometer. The particulate size distribution 
showed a peak of ultra-fine aerosol particles of <100 nm in the early stage of the fire development and 
then changed to the larger size (100-1000 nm) with a peak of 200 nm as the fire progressed. The restricted 
ventilation fire generated more particles. There were high numbers of 20 nm particles throughout the fire 
and these have the greatest health risks. Toxic gases were also measured from the raw exhaust gases using 
a heated Gasmet FTIR gas analyser.  

KEYWORDS: Fire Particle size, Fire Toxic gases, Compartment Fires. 

INTRODUCTION 

Most fire deaths are due to smoke inhalation and associated toxic gases. Currently ‘smoke’ 
production is the only aspect of fire toxicity that is included in legislated fire tests of construction 
products, furniture materials, electrical cables, aircraft cabin materials and polymers. Smoke 
production in legislated testing is measured by optical obscuration and is related to visibility and 
impairment of escape through lack of line of sight to escape doors. The smoke regulations are not 
there because of the toxicity of smoke. The smoke production regulations have no requirement to 
measure the composition of the smoke either for soot particle size or toxic gases. The victims and 
some of the survivors of the Grenfell Tower fire in London had black lungs and some of those who 
survived had to have black particles flushed out of their lungs. The size of particles that reach the 
alveolar region of the lungs is <50 nm and particles of this size have no effect on light obscuration 
and so are not measured in the traditional fire smoke tests.  

In the mid-1990s, epidemiological data in the USA and UK showed that 1% extra deaths occurred 
for every 10 µg/m3 of PM10 in ambient air within days of the high particulates in the atmosphere [1-
3]. Epidemiological studies have linked fine particulates in air pollution with cardiopulmonary 
mortality. The only medical explanation of this effect is that particles <50 nm must be present [4] as 
they cause alveolar inflammation and blood thickening [5], which reduces lung function and places 
a strain on the heart. This epidemiological data is based on correlations of PM10 in the atmosphere 
and hospital admissions and asthma drug demand. The medical explanation [4] involves the 
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presence of solid nano-particles in the alveolar region of the lungs and the composition of these 
particles is not significant [4]. However, other evidence of health effects of fine particles include 
allergic reactions, chronic obstruction pulmonary disease (COPD), pulmonary fibrosis and lung 
cancer [6], indicate that the chemicals absorbed on the particles may also be part of the health 
effects of ultra-fine particles. 

There have been few studies of the ultra-fine particles generated in fires and they are not discussed 
in the fire literature as a cause of impairment of escape. However, in atmospheric particulate 
pollution the mass concentration limit is an annual 24 hour average of PM10 of 40 µg/m3. The 
present work will show that in wood fires huge numbers of particles are generated <100 nm and 
thus it is likely that breathing nano-particles in fires will be a major cause of impairment of escape 
and deaths in fires, that is currently not recognised. Gravimetric measurements [7] of particle mass 
in pine wood fires have shown that concentrations of particles >0.1 g/m3 occur in compartment 
fires, which is >104 times the atmospheric level of particle concentration where health hazards 
occur. In a fire, victims can breathe in one minute the equivalent of one day’s exposure to 
contaminated ambient air. Thus it is clear that the breathing of fine particles in fires could be a 
significant cause of death and impairment of escape. Despite the health hazards and the associated 
impairment of escape due to fine particulates in fires, very little research has been done on fine 
particulate exposure in fires. 

EXPERIMENTAL TECHNIQUES  

Fuel properties 

Wood is the most dominant combustible in fires, accounting for approximately 70% of CO2 
emissions and 65% of CO emissions [8]. Construction pine wood was used as fuel with 
characteristics shown in Table 1. Ultimate and proximate analysis were carried out using the 
Thermo Flash EA elemental analyser to determine the CHONS and the Shimadzu TGA-50 with a 
TA60WS processor to determine the water, volatiles, fixed carbon and ash content. The gross 
calorific value of the pine was determined using a Parr 6200 oxygen bomb calorimeter.  

Table 1. Fuel properties 

Parameter Pine Wood Sticks 

Proximate Analysis (Wt. %) (daf)  

Volatile Matter 86.54 

Fixed Carbon 13.46 

Ultimate Analysis (Wt. %) (daf)  

Carbon 53.95 

Hydrogen 6.79 

Nitrogen 0.11 

Sulphur 0.00 

Oxygen  
Stoichiometric A/F by carbon balance 

39.15 
5.89 

Gross Calorific value (MJ/kg) 18.9 

Moisture (as received) (%) 6.18 

Ash (as received) (%) 2.27 
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The cone calorimeter 

The cone calorimeter (ISO 5660) is designed to measure the heat release rate and flammability 
properties of materials. The cone calorimeter reproduces the oxidative pyrolysis stage (class 1b) and 
well ventilated flaming fires (class 2) classification of ISO 19706 [9]. The authors have adapted the 
standard cone calorimeter [10] for direct raw gas analysis of the fire products at the outlet from the 
cone heater and used it with both free ventilation and restricted ventilation fires. The controlled 
atmosphere enclosure around the 100 mm square test fire in the cone calorimeter was used as a 
compartment fire with a metered air supply to the enclosure to generate a restricted ventilation fire, 
3a classification of ISO 19706 [9]. It was operated with a controlled air supply designed to create 
rich combustion conditions that occur in air starved compartment fires. 

The controlled atmosphere cone calorimeter with associated instrumentation is shown in Fig. 1. It 
was used for the restricted ventilation experiment to simulate an air starved compartment fire and 
for comparison with free ventilation, without the controlled atmosphere enclosure. The load cell, 
sample holder and cone heater were enclosed in the steel box, which had an air supply through the 
bottom of the air tight box. The airtight box was 38 cm long, 30 cm wide and 33 cm high, with a 
volume of 0.0376 m3. In the process of developing this experimental method it was observed that 
there was excessive heat loss from the metal box which influenced the temperature of the test 
specimen and hence influenced the heat release rate, HRR. The airtight box design was improved by 
insulating the inside and the door from the outside, using an insulation board to avoid heat loss. The 
combustion process was observed through a glass window on the cone calorimeter enclosure which 
was also insulated when not being used for viewing the flame. An insulation board was also placed 
in the sample holder underneath the test specimen to prevent heat losses to the supporting metal 
cylinder leading to the load cell heating. 

The airflow introduced to the combustion chamber was from a compressed air supply and was 
measured using a variable air flow meter with the air flow varying from 6 – 28 L/min. This is 0.12 – 
0.56 g/s air mass flow. The air mass flow per exposed surface area of the test specimen (0.01 m2) 
was 12 – 56 g/cm2. The simple assumption that for all fuels there are 3.05 MJ of heat release per kg 
of air is another way of representing the ventilation conditions. This translates the air mass flow 
range into fire HRR in kW as 0.37 – 1.71 kW fires and in terms of the exposed surface area of the 
wood is 37 – 171 kW/m2. In the present work a single air flow was used of 192 g/cm2 or 58 kW/m2 

for the restricted ventilation condition. This is the maximum possible heat release rate (HRR) in the 
primary fire in the enclosed compartment. 

Differential mobility spectrometer (DMS 500) particle size analyser 

The Cambustion DMS 500 (Differential mobility spectrometer) was used to measure the particle 
size and concentration in real time. It measures particle sizes ranging from 5-1000 nm based on their 
electrical mobility. The DMS 500 responds to both liquid and solid aerosols. Liquid aerosols may 
occur from the volatile release from wood. Solid aerosols would comprise soot and ash particles. 
The DMS 500 is a transient instrument and can take numerous size distributions per second. In the 
present work, the size distribution as a function of the fire duration was measured.   

Experimental procedure 

The pine wood sample was exposed to the conical heater of the cone calorimeter radiating at 
35 kW/m2 for both free ventilation and with 192 g/cm2 air mass flow in the controlled atmosphere 
cone calorimeter. 35 kW/m2 is the standard heat flux for use in material evaluation for performance 
in fires using the standard cone calorimeter [10]. Also, 35 kW/m2 was recommended by Flecknoe-
Brown et al. [11]. Herzberg [12] noted that 35 kW/m2 was a "trade-off between a lower value, 
which possibly would have caused materials to pyrolyse only, and a higher value which might have 
provoked an unrealistically clean burning behaviour".  
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Fig. 1. The controlled atmosphere cone calorimeter. 

Five rectangular shaped pine sticks (100 x 20 x 20 mm) were arranged horizontally in a 100 x 100 
mm square sample holder of the cone calorimeter, exposing the top surface to the applied radiant 
heat flux. The initial weight of the wood was determined by the load cell as 127 g and 119 g for the 
two tests at different ventilations. The load cell was calibrated by checking with reference weights 
at the start of each test programme and was very stable. The 35 kW/m2 radiant heat flux caused the 
thermal decomposition of the samples leading to auto ignition of the evolved gases and the auto 
ignition delay time was determined in the tests at 29 s for the restricted ventilation test and 192 s for 
the freely ventilated test. The fire continued until flaming combustion ceased and there was only 
char burning. It will be shown that this transition from flaming combustion to char smouldering 
combustion was associated with a change in the particle size distribution. 

Sampling and analysis method 

Both cone calorimeter experimental setups were modified to enable a raw gas sample to be obtained 
from the exit of the chamber. A 20 hole X sample probe was mounted on top of the exit plane of the 
cone heater for the sampling of the mean composition of the raw gases. A single hole probe had 
been used but was shown to not give a mixed mean sample. The X probe was mounted in a 76 mm 
diameter duct with flanges to join the cone heater exit to the chimney. This gas sample probe duct 
was 40 mm long. An 80 mm diameter chimney, the same diameter as the cone outlet, and 210 mm 
long was mounted on top of the sample probe and the total chimney length was 250 mm. It was 
found that oxygen was detected in the sample probe with rich mixture combustion, which should 
not occur. It was concluded that air was back flowing down the chimney, partially because the FTIR 
sample flow rate was similar to the air flow into the fire compartment. To avoid the air backflow, a 
grid plate restrictor was placed at the chimney exit to increase the exhaust flow pressure loss, which 
then prevented back flow of air down to the sample probe. This orifice plate on the chimney outlet 
had a 90% blockage of the flow and this prevented any oxygen occurring in the gas sample for rich 
combustion fires. 

The schematic diagram showing the sample gas transport system to the gas analysers is shown in 
Fig. 2. The gases from the exhaust were transported via a heated 180 oC sample line to a heated 
pump (2.5-3 lpm) and filter. Another heated line was connected to the pump to transport the gases to 
the heated Gasmet FTIR. The raw gas sampling was used because it prevented any post oxidation of 
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Fig. 2. Schematic of the analysers. 

species by dilution of the gases with ambient air, as the gases were entrained into the cone 
calorimeter diluted flow metering section. It also prevented any losses of condensable gases that 
would occur if the exhaust was just thermally cooled [13]. The gas sample from the FTIR outlet was 
transported to a refrigeration cooler of about 2 oC via a PTFE tube and then to a silica gel column 
for the removal of water vapour before going into a paramagnetic oxygen analyser, after which it 
was discharged through the cone calorimeter discharge duct. 

A dilute sample was used for the particle size analysis, as shown in Fig. 1. The standard dilution on 
the cone calorimeter was used and this prevents water vapour from the combustion products 
appearing as droplets, by cooling and reducing the concentration. Another reason for dilution is to 
reduce particle agglomeration, which affects the size distribution and reduces the number of 
particles. Kittelson [14] advocated that a dilution ratio of around 100/1 or more should be used. The 
products of combustion from the cone heater outlet (chimney outlet in the present case) are diluted 
with ambient laboratory air before entering the exhaust duct of the cone calorimeter. Thus, the gas 
sample for particle size analysis was taken from the cone calorimeter dilution tunnel.  

A 55 oC heated sample line was connected to the dilution tunnel of the cone calorimeter to convey 
the sample to the Cambustion DMS 500 particle size analyser [15]. A heated line was used to allow 
dilution of the sample gas which serves to lower the dew point of the air so that condensation does 
not take place in the instrument.  The DMS500 particle size analyser has an internal 10/1 diluter and 
the particle concentration provided by the instrument as output includes this dilution.  The dilution 
from the chimney to the cone calorimeter was the ratio of the two air flow rates of 24 l/s for the 
cone calorimeter and between 6 and 28 L/min for the controlled atmosphere box or the air inflow 
for the standard freely ventilated test. This gave a dilution ratio range of between 240/1 and 51/1 for 
the controlled atmosphere setup. For the air flow used in the present work the cone calorimeter 
dilution was 146 for the restricted ventilation experiment and 26 for the freely ventilated 
experiment. The Cambustion number concentration was multiplied by 146 and 26 to give the 
concentration in the chimney. The overall dilution including the 10/1 in the DMS500 was 1460 and 
260/1, which would ensure no size distribution change in the dilution system. 
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RESULTS AND DISCUSSION 

Mass loss and heat release rates (HRR) 

Compartment fires and freely ventilated fires are compared for the same pine wood test specimen at 
35 kW/m2 cone radiant heating and both had a gas sample for toxic gas and oxygen analysis taken 
as a raw heated mean gas sample from the chimney fitted on the cone exit. The results of the 
secondary combustion after air dilution beyond the chimney are not presented, apart from for the 
particle number analysis. Figure 3 shows that the ignition delay was much shorter for the restricted 
ventilation fire, due to the richer mixtures during the delay period, shown in Fig. 7, which have 
shorter ignition delays than the lean mixture for freely ventilated fires. Figure 3 shows the mass loss 
rate and total heat release rate for the primary combustion in the compartment. Both tests showed a 
mass loss rate at steady state of 0.07 g/s, with a much slower burn rate during the char burn phase 
from 1200 s. The two peaks in the mass burn rates will be shown to be associated with peaks in 
toxic gas emissions and in particulate emissions. 

The oxygen mass consumption based heat release rate, shown in Fig. 3b, was computed from cone 
outlet chimney oxygen analysis, downstream of the FTIR. The wet based oxygen analysis (corrected 
for the water vapour removed based on the FTIR water analysis) is shown in Fig. 4. For the 
restricted ventilation fire Fig. 3b shows that the HRR peaked immediately after ignition and 
remained steady at 50 kW/m2, which was about one third of the freely ventilated fire where the 
steady state HRR was about 130 kW/m2. This was due to the low combustion efficiency with high 
CO, H2 and HC emissions in the restricted ventilation fire due to the low fire temperature. Figure 4 
shows that for free ventilation there was always surplus oxygen in the fire with high oxygen levels 
in the chimney. For the restricted ventilation fire the oxygen was close to zero for most of the time 
and combustion was completed in an external flame downstream of the chimney using the entrained 
oxygen from the dilution air. 

  
                                    (a)                                                                                          (b) 

Fig. 3. Mass loss rate (a) and primary heat release rate (b). 

  

Fig. 4. Oxygen in the cone outlet chimney.                   Fig. 5. Total LC50 FEC toxicity. 
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Toxicity, CO, hydrocarbon, fire equivalence ratio and combustion efficiency 

All the FTIR measured toxic gases were divided by the LC50 limit and then summated to give the 
FEC total toxicity. This is shown as a function of time in Fig. 5, which shows both ventilations had 
a peak toxicity in the initial flaming combustion phase, but for restricted ventilation there was a 
second large toxic peak just before the flame out and a second smaller peak for free ventilation. 
These two peaks in toxicity occurred at the same time as the two peaks in the mass burn rate in 
Fig. 3 and the two minimum in oxygen in Fig. 4. The CO and total hydrocarbon (HC) yields are 
compared for the two fire ventilation conditions in Fig. 6 and they had a similar shape to the total 
toxicity results. The fire mean equivalence ratio by carbon balance and the combustion efficiency 
computed from the energy content of CO and HC are shown in Fig. 7. The restricted ventilation fire 
had rich combustion with an equivalence ratio of 2.0 throughout the flaming period. In the burning 
period after the ignition delay the CO and HC yields were much higher for the restricted ventilation 
fire as a result of the rich combustion. The freely ventilated fire burned lean with an equivalence 
ratio of 0.4 for most of the flaming period. The CO and HC yields were very low once combustion 
started after the ignition delay, as expected from the lean combustion. During the ignition delay 
period the CO yield was almost 3 times higher and HC was about 7 times higher in the freely 
ventilated test. This was due to the long ignition delay period of 192 s compared to 29 s of ignition 
delay for the restricted fire, where the products of wood decomposition were present but not ignited. 
The free ventilation dispersed the products of thermal decomposition, reduced their concentration 
and delayed their auto-ignition. 

 
                                             (a)                                                                                   (b) 

Fig. 6. CO yield (a) and HC yield (b). 

 
                                             (a)                                                                                   (b) 

Fig.7. Equivalence ratio (a) and combustion efficiency (b). 

Particle number concentration 

The particle number concentration as a function of size and time is shown in Fig. 8. A bimodal 
distribution of the particle sizes was observed indicating the nucleation mode and accumulation 
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mode of the particle size distribution. The nuclei mode for both ventilation conditions was found to 
peak at 20 nm and the accumulation mode at 200 nm. The number of particles for the two modes, 20 
nm and 200 nm are compared in Fig. 9 as a function of time for both ventilation conditions. The 
particle concentrations were highest at the peak HRR of 50 and 130 kW/m2 for the restricted and 
free ventilated fires. For both ventilations, the 20 nm particle number was 104 higher than those at 
the roadside [16], where the health hazards are known to be high. The effect of restricting the fire 
ventilation was to increase the ultra-fine particle number, due to the richer mixtures generated, as 
shown in Fig. 7. However, even for free ventilation with lean combustion the particle number was 
high at 1000 times roadside levels [16] for 20 nm particles. These results show that ultra-fine 
particulate emissions in fires from wood burning are a potential serious toxic impairment of escape 
hazard and materials should be evaluated for their propensity to form ultra-fine particles in fires. 

 
                                             (a)                                                                                   (b) 

Fig. 8. Particle number concentration and size distribution; (a) restricted (b) freely ventilated. 

 
                                             (a)                                                                                   (b) 

Fig. 9. 20 nm particle number concentration (a) and 200 nm particle number concentration (b). 

Particle number comparison 

The particle number size distributions as a function of time in the fire are shown in Fig. 10 for freely 
and restricted ventilation fires. Both fires showed a nuclei mode with a peak at 20 nm and an 
accumulation mode at 200 nm. These two size ranges are shown as a function of time in Fig. 9. This 
shows that for restricted ventilation the particle numbers were higher than for free ventilation. 
However, the time dependency was different with fairly consistent peak numbers at 20 and 200 nm 
throughout the restricted ventilation fire. For the free ventilation fire there were two peaks in the 
particle number of both 20 and 200 nm particles. These peaks in particle number coincide with the 
two peaks in HRR in Fig. 3b. 

Relatively few investigations have been published on the particle size distribution in fires, 
especially in simulated compartment fires. Hertzberg and Blomqvist [12] used the low pressure 
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impactor particle size analyser, the Dekati ELPI, to measure the particle number from 60 nm to 
10 µm size range for different fire materials, using the standard cone calorimeter. Figure 10 shows a 
comparison between the pine wood test at both ventilation conditions with the unspecified ‘wood’ 
measured by Hertzberg and Blomqvist [12]. All their particle size distributions were monomodal. At 
200 nm, Hertzberg and Blomqvist [12] measured particle number of 106 p/cm3. In the present pine 
wood work, at 200 nm there were 109 p/cm3 for the restricted condition and 108 – 109 p/cm3 for the 
free ventilation condition. These higher particle numbers for restricted ventilation were due to the 
richer mixtures where carbon formation occurs. The 5-60 nm size range of particles, which account 
for the greatest health risk, was not measured in Hertzberg’s work for ‘wood’ [12]. This size range 
of particles accumulates in the alveolar regions of the lungs, and such particles penetrate into the 
blood stream [1-6]. The ELPI particle size analyser does not have the size resolution, below 50nm 
where the greatest toxic particle hazard occurs and thus is not a good instrument for assessing 
particle size in fires. It is much better for larger particles >1µm of interest in optical obscuration.  

 

 
Fig. 10. Comparison of particle number distribution with that of Hertzberg [12] using the ELPI aerodynamic 

size separation instrument for restricted (a) and freely ventilated (b). 

CONCLUSIONS 

1. The particle size distribution of pine wood was measured in real time under restricted and free 
ventilation condition showing a bimodal distribution of nucleation mode and agglomeration 
mode. 

a 

b 
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2. The nucleation mode showed a peak of 20 nm on a number basis and a peak of 200 nm in the 
accumulation mode. 

3. More particles were generated in the restricted ventilation fire due to richer combustion. 

4. Concentration of ultra-fine particles generated in the pine wood test was much higher than that 
found in the literature. These ultra-fine particles could be a significant cause of death and 
impairment of escape in fires. 

5. The cone calorimeter with ventilation controlled atmosphere around the combustion zone is 
good way to study the fire toxicity and particulate emissions of materials. 
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ABSTRACT 

Wood-based materials, which are more and more used in building construction, are often characterized by 
the normative tests such as cone calorimeter. Measurements of ignition time, mass loss or heat release 
rate, and temperatures are usually performed. The degradation dynamics of samples depends on a large 
number of variables (humidity, density, scale sample, experimental conditions), and it can induce flaming 
ignition. The autoignition phenomenon has already been studied, but opinions concerning the involved 
physical processes remain controversial. The ability of wood to self-extinguish in case of fire is also an 
important issue, especially concerning structure mechanical strength. The purpose of the present work is 
to study thermal degradation of glulam in the cone calorimeter with the dedicated experimental setup. In 
particular, we focus on ignition, extinction, and re-ignition. The cone calorimeter with vertical sample 
orientation was modified to study extinction and re-ignition so that the external heat flux can be quickly 
switched off. The samples were exposed to the heat fluxes at four values in the range from 15 to 
75 kW/m2. For the low heat flux, the transition was observed between pyrolysis and smoldering 
combustion at the temperature about 400 °C. The ignition only occurred at the heat flux higher than 
55 kW/m2. For 55 kW/m2, re-ignition was not consistent and random. However, for the highest flux, re-
ignition occurred for each new exposure to the external heat flux. Both the ignition and extinction times 
increased at each exposure. Char layer delays the ignition. 

KEYWORDS: Cone calorimeter, extinction, ignition, re-ignition. 

INTRODUCTION 

Wood is one of the oldest building materials because of its cost effectiveness, mechanical properties 
and ease to implement. Currently, among available solutions, wood appears to be an interesting 
material because of its environmental advantages. There is a global rise of wood-based materials in 
structure as well as in architecture. It now becomes a viable alternative to concrete and steel for 
modern structures.  

Before their usage, building materials are subjected to fire tests at different scales [1]. Cone 
calorimeter is one of them. It is a standard test (ASTM and ISO) useful for measuring the Mass Loss 
Rate (MLR), Heat Release Rate (HRR), ignition time and ignition temperature [2]. 

For fire safety concerns in construction domain, the study of fire behavior and flame propagation in 
wood structures is important due to its flammability. Nevertheless, some previous studies have 
shown that wood can exhibit encouraging resistance to fire, especially slow in-depth propagation 
and ability to self-extinction [3]. This ability is essential particularly for the rescue intervention or 
the structure resistance.  
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The fire behavior of wood has been widely studied for several years, mainly with regard to ignition 
criteria [4]. The sample exposure to an external heat flux or a flame leads to pyrolysis process 
within the sample, releasing pyrolysis gases. This process depends on several parameters such as 
moisture, density, heat flux and experimental conditions. It is consequently very difficult to clearly 
identify and characterize “the ignition conditions” [5, 6], even if it is well known that ignition 
occurs when the pyrolysis products, at a sufficient concentration, reach their flash point. The wood 
degradation by radiative heat flux leads to the formation of a char layer. Many studies have shown 
that the char layer tends to reduce the degradation process. Indeed, during the sample degradation, 
the heat release rate and mass loss rate decrease when the char is formed [7, 8]. This phenomenon is 
attributed to the forming of the char layer protecting the virgin wood from the direct exposure to 
heat flux. The flaming self-extinction of wood is also a process that generates an increase of 
interest. Some experiments were realized at the fire compartment and at cone calorimeter scale to 
estimate heat flux and critical MLR at self-extinction [9, 3]. Bartlett et al. [10] used fire propagation 
apparatus (FPA), and determined a critical mass loss rate below 3.48 g/(m²·s) and an incident heat 
flux below 31 kW/m2 conducting to the auto-extinction of samples (at ambient oxygen 
concentrations). In similar tests using cone calorimeter, Emberley et al. [11] reported a critical mass 
flux between 2.65 to 8.28 g/(m²·s) and a critical heat flux between 24.1 to 56.6 kW/m2 according to 
wood species. These values are determined after MLR decrease, at steady state. 

The material studied here was laminated wood (glulam) of spruce which is a re-composition of solid 
wood for structural wood of great lengths. This material is composed with laminated wood purged, 
joined then glued together in the direction of the wood grain. The glulam can be considered like 
solid wood if the wood layers and the glue are correctly chosen [12, 13]. 

The aim of this work is the study of the auto-ignition, auto-extinction and re-ignition of the glulam 
exposed to heat fluxes provided by a vertically oriented cone calorimeter. For that purpose, the cone 
calorimeter was modified to study sample extinction and re-ignition by suddenly applying or 
withdrawing the heat flux. This modification was useful for studying samples extinction and re-
ignition by suddenly applying or withdrawing the heat flux. A precision scale was used in order to 
record mass loss and to calculate MLR during the test. In addition, the radiation from the surface of 
wood samples during thermal degradation was recorded through the cone aperture thanks to a 
multispectral infrared camera. Infrared images were post-processed, involving a subtraction method 
between successive images, to withdraw the high incident flux from the cone calorimeter partly 
reflected by the sample. Then, the increase in intensity between two times steps was used to 
compute the increase of surface temperature as described in [14]. For each test, time-to-ignition and 
time-to-extinction was recorded and linked with surface temperature and MLR to determinate the 
critical MLR of extinction. 

EXPERIMENTAL SETUP 

Samples and cone calorimeter tests 

Figure 1 presents the experimental setup. In addition, to remove suddenly the heat flux, this 
configuration allows to measure continuously the surface temperature with the infrared camera. The 
selected glulam material was made of spruce glued with melamine-urea-formaldehyde (MUF). The 
sample sizes were 100 × 100 mm with a 50 mm thickness. The sample moisture content  was 9 % 
corresponding to an average density of 480 kg/m3. As specified in the standard ISO 5660-1 [15], the 
samples were wrapped with two layers of aluminum foil, except the top side exposed to radiative 
flux. After, the sample is placed in the sample holder with a ceramic plate behind the back side. The 
distance between the sample and the heater was 25 mm. The samples were exposed vertically to 
external constant heat fluxes between 15 and 75 kW/m2. The cone emission could be assumed to be 
close to those of a blackbody [16]. The sample was considered ignited with the appearance of the 
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flame, recorded by a fast camera to deduct the ignition origin. Once ignited, samples continued to be 
exposed to heat flux for different times (5, 10, 30 and 60 minutes) in order to observe the impact on 
the extinction. 

The radiative heat flux emitted by the cone was controlled before each test thanks to a Schmidt-
Boelter fluxmeter (by Medtherm). The heat flux was considered correct when the value was 
± 0.5 kW/m2 from the desired flux. In the original cone calorimeter device, an insulating screen is 
used to prevent the sample from being exposed to the radiative flux emitted by the cone, mainly 
during the initialization step of the test (acquisition of the baseline of the mass cell). When this 
screen is in front of the cone coil, heat losses are reduced (compared to the heat losses without the 
screen), and the electrical power required to maintain the cone coil at the temperature setpoint is 
reduced. When the screen is removed, losses increase, the temperature of the cone decreases, and as 
result the emitted flux also. So it will take a while for the temperature of the cone to reach the 
setpoint again. In the proposed modified device, the screen is no longer needed. The cone is simply 
translated in front of the sample. In this way the desired heat flux is stable from the beginning of the 
experiment. Figure 2 compares the heat evolution for the two configurations with an exposure of 
75 kW/m2 during 5 minutes. 

    

            (a)      (b) 

Fig. 1. Experimental setup: (a) the sample is not exposed to the cone; (b) the sample holder is exposed to the 
cone (the sample is removed from the sample holder to make the cone aperture visible. The infrared camera 

looks to the sample through this aperture). 

 

Fig. 2. Heat flux measured for the initial and new configurations (75 kW/m2). 
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Variations of heat flux are different during the first hundred seconds. For the new cone 
configuration, heat flux increases rapidly to the desired value and then remains constant. For the 
initial configuration, when the shield is removed, heat flux increases before decreasing suddenly due 
to the increase of heat losses as explained before. The desired heat flux is achieved after 90 s. 
Thanks to this new setup we can ensure a steady heat flux from the very beginning of tests. 

Temperature measurement 

Surface or ignition temperatures are usually measured using thermocouples. However, these 
measurements are punctual and could be inaccurate due to the heat sink along the thermocouple 
wire, direct exposition to the cone radiation or to poor contact between the thermocouple and the 
sample. This contact seems all the more difficult for the wood that is degrading, producing char and 
cracks [17]. In this work, surface temperatures were measured thanks to a multispectral infrared 
camera (Orion SC7000 by FLIR). This non-intrusive measurement allows studying temperature 
field evolution on a large surface. The contact problem is also eliminated. In fire safety, this 
measurement is increasingly used [18, 19], especially owing to its accuracy. During infrared 
measurements, the flame between the infrared camera and the sample surface may lead to 
mismeasurement of the temperature. Some studies have shown that the emission by flames is 
observed to be predominant in specific wavelengths where major combustion gases (CO, CO2 and 
H2O) can emit [20]. Outside these bands, only soot can emit, and since the optical thickness of 
flames involved in cone calorimeter experiments is very small, the flame can be considered as 
almost transparent in these specific wavelengths. For the present study, the selected wavelength 
filter for IR camera is 3.9 μm (2564 cm-1), which is outside the emission bands of combustion gases 
and corresponds to a wavelength where wood emissivity remains almost constant around 0.9 during 
degradation [16]. This type of measurement was already successfully performed by our team on 
other materials. More details are presented in [14]. 

Figure 3 shows the temperature field for a test at 55 kW/m2 when ignition occurs. The white circle 
corresponds to the studied area where the mean surface temperature is calculated. At 0.32 s, field 
temperature is homogenous and constant. This temperature increases during sample exposure. At 
74 s, there is the flame presence and some cracks (in yellow) appear. The field temperature is quite 
the same even if the cracks temperature is lower than that of the exposed surface. 

 
Fig. 3. Temperature field in Kelvin and studied area (white circle) for one test at 55 kW/m2. 

RESULTS 

Samples were exposed to three external heat fluxes (15, 55, 75 kW/m2). Flame ignition was 
observed only for tests at 55 and 75 kW/m2. For the test at 15 kW/m2, only smoldering combustion 
was observed. In the following, after first showing the benefits of the new setup, regarding the 
stability of the supplying heat flux, we will first present results regarding smoldering combustion 
only. Then we will focus on the ignition/extinction/re-ignition studies. 

t=0.32s       t=15s                  t=74s 

K 
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Study of smoldering combustion (no flame) 

For tests with a 15 kW/m2 external heat flux, total exposure time was 3600 s. After this time, the 
cone was removed. Tests were repeated three times. During these tests, no flame appeared but the 
smoldering combustion phenomenon was observed as discussed below. Figure 4 shows MLR and 
surface temperature evolution provided by the IR camera.  

 
Fig. 4. MLR and surface temperature for tests without ignition 

In a general way, MLR first increases to a maximum. Then MLR decreases, as the char plays the 
role of an insulator layer that reduces heat transfer within the sample, before reaching a plateau. At 
1100 s MLR suddenly increases. This increase is also observed for the temperature for which the 
transition occurs at around 410 °C. This phenomenon corresponds to the beginning of the 
smoldering combustion of the char that leads to an additional amount of released energy. Finally, 
the surface temperature reaches a plateau at around 600 °C at 1500 s, corresponding to a constant 
MLR of 2.1 g/(m²·s). 

Study of ignition and extinction 

Tests were also carried out with higher radiative heat fluxes for which ignition occurs. After 
different time of exposure, the cone was slid in order to measure the extinction time of the sample. 
Figure 5 shows the MLR and the surface temperature of sample evolutions for tests under 55 and 
75 kW/m2 for one hour of exposure. 

  
Fig. 5. MLR and surface temperature for tests with sample ignition. 
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Similar overall trends as previous tests without ignition are observed. The main difference is a 
drastic increase in MLR and surface temperature when the ignition occurs. Ignition occurs at around 
15 s for the test at 75 kW/m2 and around 35 s for the test at 55 kW/m2. When ignition occurred, 
three types of ignition were observed [21]: auto-ignition close to the exposed surface, auto-ignition 
far from the exposed surface, within pyrolysis gases, and ignition considered piloted by the coil of 
the cone. These types could influence ignition time if the imposed heat flux is close to the critical 
heat flux allowing auto-ignition.  

The corresponding temperatures at ignition were estimated at 600 °C for 75 kW/m2 and 618 °C for 
55 kW/m2. The maximum MLR is more important for the highest flux. After ignition, MLR 
decreases due to the protecting role plays by the char, as discussed previously. As stated by 
Emberley et al. [11] and Bartlett et al. [9], MLR has two distinct states: transient and steady after 
500 s even if MLR slightly decreases all along tests. For the test performed at 75 kW/m2, a decrease 
appears at 3000 s before the cone slid. This decrease indicates that the sample is completely 
degraded, there is no more wood to burn. 

After 3600 s of exposure to the external heat flux, the cone was slid. MLR and surface temperature 
decreased suddenly, and self-extinction occurred rapidly. The sample was considered extinguished 
when flames disappeared from the exposed surface. For the two heat fluxes where ignition occurred, 
samples auto-extinguished between 10 to 40 s. These extinction times are in agreement with those 
measured by Emberley et al. [3]. For most tests performed at 75 kW/m2 during one hour, auto-
extinction occurred before the cone removing because the virgin wood was already completely 
degraded. Table 1 shows the critical MLR for the test performed at 55 and 75 kW/m2 for different 
time expositions. 

Table 1. Critical MLR for self extinction for 55 and 75 kW/m2 exposed at different times 

Heat flux, kW/m2 
Critical MLR for self-extinction, g/(m²·s) 

5 min 10 min 30 min 60 min 

75  7.26 4.97 4.94 3 

55  5.9 4.94 4.7 3.7 

 
Generally, the critical mass loss rate decreases when the exposure to the heat flux increases. It 
seems logical with the MLR decreasing in time. Higher values are for the lower time exposures 
because it was still transient MLR state and the char layer just started to form. For 5 minutes of 
exposure, critical MLR is higher for 75 kW/m2 due to thermal aggression. From 10 to 30 minutes, in 
the steady state, critical MLR is quite the same whatever the imposed heat flux. It was estimated to 
4.89 ±0.13 g/(m²·s), in good agreement with Emberley et al. [11]. However, for one hour of 
exposure at 75 kW/m2, most tests were already extinguished after the cone removing as explained 
above. For those where the flame was still present, critical MLR is lower than other exposure times 
because residual virgin wood is protected by the char layer.  

Study of the re-ignition 

The new setup allowed to switch on or off the exposed heat flux, which was useful for cycling 
studies. Therefore, the study of the re-ignition of samples can be performed. The experiment 
consisted to expose samples to aheat flux during 5 or 10 minutes. After this time, the cone was 
removed for 2 minutes and the extinction time was recorded. This process was repeated three times 
for each sample with the same heat flux.Tests were repeated three times with two heat fluxes (55 
kW/m2 and 75 kW/m2). Figures 7a and 7b show the evolution of the MLRobtained when the sample 
was exposed for 5 and 10 minutes to a heat flux of 55 kW/m2. 
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Figure 7 shows a good repeatability in the evolution of the MLR. Table 1 gathers the ignition and 
extinction times in seconds. The maximum of MLR is at the first exposure, when the char layer is 
not yet formed. After the peak, MLR decreases before reaching a constant value. The withdrawal of 
the cone induces a decrease of MLR. The extinction of the sample happens in a few seconds after 
the cone removal. A new exposure to the heat flux results again in an increase of MLR. The latter 
tends towards a constant value close to that of the first exposure.  

  
(a)      (b) 

Fig. 7. MLR of tests with an exposure of 55 kW/m2 (a) 5 min; (b) 10 min. 

Table 2. Ignition time (tig) and extinction time (text) for samples exposed to 55 kW/m2
 

Tests Exposure 
5 min 10 min 

tig text tig text 

Test 1 

1st 45 15 40 10 

2nd -a - 180 5 

3rd - - - - 

Test 2 

1st - - 43 15 

2nd - - - - 

3rd - - 200 11 

Test 3 

1st 40 13 51 20 

2nd - - - - 

3rd 240 20 140 15 
aNo Ignition occurs, Consequently there is no extinction time. 

According to Table 2, re-ignition did not occur for any exposure. There was no ignition for test 2 
with an exposure of 5 minutes. Ignition time increased for the second exposure. When the cone is 
removed, the presence of a flame does not have an impact on the evolution of MLR. The char layer 
seems to increase the ignition time. However, when re-ignition occurred after a new exposure to 
heat flux, critical MLR for self-extinction were quite the same (around 5.9 and 4.9 g/(m²·s) for 5 
and 10 minutes, respectively). Figures 8a and 8b show the evolution of MLR obtained when the 
samples were exposed for 5 and 10 minutes to a heat flux of 75 kW/m2. 
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Figure 8 shows the good repeatability of tests. MLR evolution is very close to tests with 55 kW/m2. 
The imposed heat flux being more important, the value of MLR peak increases. The second and 
third exposure lead to an increase of MLR to the same constant value. 

Contrary to tests with an exposure of 55 kW/m2, ignition occurs for each test. Ignition time is 
between 13 and 20 s for the first exposure. For the second exposure, ignition time increases of about 
35 s like the extinguishment time. The re-ignition occurs close to the exposed surface in terms of 
cracks where the pyrolysis gases get out. Ignition time increases more for the third exposure, about 
45 s for an exposure of 5 minutes and between 60 and 100 s for an exposure of 10 minutes. Samples 
are more degraded for the exposure of 10 minutes and the char layer is thicker. The formation of the 
char layer protects virgin wood and explains the increase of ignition time. However, explained for 
tests at 55 kW/m2, critical MLR for self-extinction does not decreased after a new exposure (7.26 
and 4.97 g/(m²·s) for 5 and 10 minutes respectively). 

  
   (a)        (b) 

Fig. 8. MLR of tests with an exposure of 75 kW/m2 (a) 5 min; (b) 10 min. 

Table 2. Ignition time (tig) and extinction time (text) for samples exposed to 75 kW/m2
 

Tests Exposure 
5 min 10 min 

tig text tig text 

Test 1 

1st 20 14 14 19 

2nd 30 20 31 10 

3rd 40 30 80 16 

Test 2 

1st 13 13 15 18 

2nd 35 18 64 20 

3rd 45 30 100 35 

Test 3 

1st 17 18 13 20 

2nd 30 19 40 40 

3rd 47 30 60 50 
 

CONCLUSION 

A dedicated experimental setup was used in order to study the thermal degradation of spruce glulam 
under cone calorimeter. The new configuration allowed the cone to move horizontally for studying 
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sample extinction while measuring continuously mass loss and surface temperature. Cone removal 
made it possible to get a constant heat flux at the beginning of the test. The auto-ignition and the 
auto-extinction of the spruce glulam were studied by exposing samples to heat fluxes of 15, 55 and 
75 kW/m2 during different times. A precision scale recorded the mass loss during the test in order to 
calculate MLR. Surface temperature was also measured with a multispectral infrared camera. This 
temperature was determined using a filter to overcome the presence of the flame. The calculation 
was done by inverting Planck’s law. The sample extinguishment was characterized by the 
disappearance of the flame. 

The auto-ignition only occurred for heat fluxes beyond 55 kW/m2. For tests performed at 15 kW/m2, 
there was only smoldering combustion. MLR evolutions and surface temperature are linked and 
highlight well the transition from pyrolysis to smoldering combustion. The withdrawing of the cone 
led both to a decrease of MLR and surface temperature. The flame disappeared quickly, and the 
time-to-extinction was lower than one minute. The critical mass loss rate for the extinction depends 
on the exposure time to heat flux. For the lower exposure time, the degradation is transient and the 
value of critical MLR value is the highest because the char layer just started to form. This value 
decreases due to the constant degradation after 500 s of exposure and tends to 4.9 g/(m²·s). For one 
hour of exposure, the critical MLR for the self-extinction decreases since the char layer is thicker 
and thicker. 

The new configuration of the cone enabled the study of the glulam re-ignition, too. For 55 kW/m2, 
re-ignition was not systematic but the sample degradation seems to be the same even if there was no 
flame. For 75 kW/m2, ignition occurred for each new exposure but ignition time and extinction time 
increased. The char layer plays an important role in the protection of virgin wood. 

REFERENCES 

[1] V. Babrauskas, R.D. Peacock, Heat release rate: the single most important variable in fire hazard, Fire 
Saf. J. 18 (1992) 255-272. 

[2] V. Babrauskas, Development of the cone calorimeter- a bench-scale heat release rate apparatus based on 
oxygen consumption, Fire Mater. 8 (1984) 81-95. 

[3] R. Emberley, A. Inghelbrecht, Z. Yu, J.L. Torero, Self-extinction of timber, Proc. Combust. Inst. 36 
(2017) 3055-3062. 

[4] V. Babrauskas, Ignition of wood: a review of the state of the art, J. Fire Prot. Eng. 12 (2002) 163-189. 

[5] M. Janssens, Piloted ignition of wood: a review, Fire Mater. 15 (1991) 151-167. 

[6] K.L. Friquin, Material properties and external factors influencing the charring rate of solid wood and 
glue-laminated timber, Fire Mater. 35 (2011) 303-327. 

[7] Q. Xu, L. Chen, K.A. Harries, F. Zhang, Q. Liu, J. Feng, Combustion and charring properties of five 
common constructional wood species from cone calorimeter tests, Construct. Build. Mater. 96 (2015) 
416-427. 

[8] A. Bartlett, R. Hadden, L. Bisby, A. Law, Analysis of cross-laminated timber charring rates upon 
exposure to non-standard heating conditions, In: Proc. of the 14th International Conference and 
Exhibition Fire and Materials 2015, 2015, pp. 667-681. 

[9] A.I. Bartlett, R.M. Hadden, J.P. Hidalgo, S. Santamaria, F. Wiesner, L.A. Bisby, S. Deeny, B. Lane, 
Auto-extinction of engineered timber: Application to compartment fires with exposed timber surfaces, 
Fire Saf. J. 91 (2017) 407-413. 

[10] A.I. Bartlett, R.M. Hadden, L.A. Bisby, B. Lane, Auto-extinction of engineered timber: the application of 
firepoint theory, In: Proc. of the Fourteenth International Conference and Exhibition on Fire Science and 
Engineering Interflam, 2016, pp. 1381-1391. 

[11] R. Emberley, T. Do, J. Yim, J.L. Torero, Critical heat flux and mass loss rate for extinction of flaming 
combustion of timber, Fire Saf. J. 91 (2017) 252-258. 



Part 6. Material Behavior in Fires 

949 

[12] O. Grexa, H. Lübke, Flammability parameters of wood tested on a cone calorimeter, Polym. Degrad. 
Stab. 74 (2001) 427-432. 

[13] A. Frangi, M. Fontana, E. Hugi, R. Jübstl, Experimental analysis of cross-laminated timber panels in fire, 
Fire Saf. J. 44 (2009) 1078-1087. 

[14] Z. Acem, D. Brissinger, A. Collin, G. Parent, P. Boulet, T.H.Y. Quach, B. Batiot, F. Richard, 
T. Rogaume, Surface temperature of carbon composite samples during thermal degradation, Int. J. 
Thermal Sci. 112 (2017) 427-438. 

[15] ISO 5660-1. Reaction-to-fire tests-Heat release, smoke production and mass loss rate-Part 1: heat release 
rate (cone calorimeter method) (2002). 

[16] P. Boulet, G. Parent, Z. Acem, T. Rogaume, T. Fateh, J. Zaida, F. Richard, Characterization of the 
radiative exchanges when using a cone calorimeter for the study of the plywood pyrolysis, Fire Saf. J. 51 
(2012) 53-60. 

[17] J. Urbas, W.J. Parker, G.E. Luebbers, Surface temperature measurements on burning materials using an 
infrared pyrometer: accounting for emissivity and reflection of external radiation, Fire Mater. 28 (2004) 
33-53. 

[18] M. Chaos, Spectral aspects of bench-scale flammability testing: application to hardwood pyrolysis, Fire 
Saf. Sci. 11 (2014) 165-178. 

[19] J. De Vries, N. Ren, M. Chaos, Temperature measurements on solid surfaces in rack-storage fires using 
IR thermography. In Thermosense: Thermal Infrared Applications XXXVII. International Society for 
Optics and Photonics. (2015) p. 94850H. 

[20] G. Parent, Z. Acem, S. Lechêne, P. Boulet, Measurement of infrared radiation emitted by the flame of a 
vegetation fire, Int. J. Thermal Sci. 49 (2010) 555-562. 

[21] L. Terrei, Z. Acem, V. Georges, P. Lardet, P. Boulet, G. Parent, Experimental tools applied to the 
ignition study of spruce wood under cone calorimeter, 3rd European Symposium on Fire Safety Science, 
12-14 Sep 2018, Nancy, J. Phys.: Conf. Ser. 1107 (2018) 032022. 

 

 



 

Proceedings of the Ninth International Seminar on Fire and Explosion Hazards (ISFEH9), pp. 950-958 

Edited by Snegirev A., Liu N.A., Tamanini F., Bradley D., Molkov V., and Chaumeix N. 

Published by Saint-Petersburg Polytechnic University Press 

ISBN: 978-5-7422-6498-9     DOI: 10.18720/spbpu/2/k19-17 

950 

Fire Response of a Carbon Epoxy Composite: Comparison  

of the Degradation Provided with Kerosene or Propane Flames 

Chazelle T., Perrier A., Schuhler E., Cabot G., Coppalle A.* 

Normandy University, INSA Rouen, CORIA St. Etienne du Rouvray, France  
*Corresponding author’s email: alexis.coppalle@coria.fr 

ABSTRACT 

In the aeronautics, composite materials are widely used. An important issue is that they may be exposed 
to a flame, during a malfunction of the engines or after a crash. This work is a comparative study, at 
laboratory scales, of the degradation of carbon epoxy composites with impinging jets of kerosene and 
propane flames. The propane and kerosene burners have been developed to allow the exposition of small 
composite samples, of few cm sizes, to heat fluxes greater than 110 kW/m2. The sample holders were 
designed to carry out measurement of the mass loss rate and IR temperatures at the rear face during tests. 
For the two flame tests, the mass loss is nearly complete after 300 s, the resin is almost degraded 
throughout the sample depth, leaving the fibers naked on the front face, and a small amount of degraded 
resin on the rear face. However the speed of the degradation is slower with the kerosene flame, with a 
maximum temperature value reached at the rear face lower than for the propane flame. This is explained 
by the presence of high amounts of soot in the kerosene flame, while they are nearly non-existent in the 
propane flame. The high soot content in the kerosene flame induces the built-up of a black carbon layer 
on the front face, which may reduce the heat transfer between the impinging flame and the sample face.  

KEYWORDS: Composites, fire reaction, propane flame, kerosene flame. 

NTRODUCTION 

In the aeronautics, composite materials are now widely used. Unfortunately under some 
circumstances, as a malfunction of the engines or after a crash, they may be exposed to a flame. 
Then the composite is degraded and it losses its mechanical performances. In order to test the fire 
reaction of the materials, there are several standard tests specific to aeronautical applications [1], in 
particular some of them use propane or kerosene impinging flames [2-3]. In research at laboratory 
scales, most of tests are done with a cone calorimeter to apply a radiative flux on the sample [4-5]. 
Up to now, there are much less studies which have used a flame to induce thermal stress on the 
material [6-8]. The mains advantages of a flame exposure is that heat fluxes greater than 100 kW/m2 
can be easily reached and a direct flame impact is a more realistic stress for a lot of fire scenarios. 

An impinging jet flame induces both convective and radiative fluxes, with different contribution 
depending on the nature of the fuel. In the case of a non-sooting flame, like the one produced by a 
burner supplied in stoichiometric conditions, the convective flux is important. With a kerosene 
flame, the soot production is higher, which increases the contribution of the radiative flux. Another 
important issue is the soot deposition on the sample, which may be high with kerosene flames, and 
it can change the heat transfer inside the sample.  

The main aim of this work is to compare, at laboratory scales, the degradation of a carbon epoxy 
composite under the thermal stress provided by a kerosene or propane flame. The burner designs 
and the flames properties are presented. Details are given on the sample holders and measurement 
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systems. The results of mass loss rates and IR temperatures at the rear face, obtained during several 
tests are shown and discussed. 

BURNERS AND FLAME PROPERTIES 

The propane burner is similar to the one used in [8], and its design is schematized below on Fig. 1 a. 
The propane combustion is produced in a small chamber in stoichiometric proportions, and the 
combustion products are injected inside a long flame-tube (50cm long and 3.5 cm diameter), thus 
providing at the exit an homogeneous flux of hot gases at the surface of the composite sample. Fig. 
1 b shows a picture of the flame impinging one sample during a test. A screen put just above the 
sample holder can also be seen on the picture, and it avoids the hot gas recirculation on the rear face 
of the sample. The sample holder itself is placed 17 mm above the burner exit. The design of the 
sample holder is provided in Fig. 2. An aperture of 45mm diameter is made on both sides of the 
holder, on the front size to delimit the surface exposed to the flame impact and on the back side to 
enable the IR temperature measurement. The samples are square shaped with size of 50 mm. 

      

(a)                                                                 (b) 
Fig. 1. (a) Schematic view of the propane burner and the associated measurement setup (1 – mirror, 2 – 

infrared camera, 3 – sample holder, 4 – load cell, 5 – burner, 6 – air inlet, 7 – propane inlet); (b) picture of the 
flame impinging one sample during a test 

 

Fig. 2. Schematic of the sample holder for the propane flame case.  
1 – sample holder, 2 – insulation sheet, 3 – sample, 4 - screw 

The sample degradation by the kerosene flame is based on the same principle. The test bench used 
for this work is shown in Fig. 3 a. In it, a fuel domestic burner, fed with kerosene and with an air to 
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combustible ratio equals 0.85 of the stoichiometric value, generates a turbulent jet flame. This lower 
value of the air to combustible ratio for the kerosene burner has been required to obtain the same 
heat flux and temperatures as with the propane burner A tube is put around the exit of the burner, 
and it is ended by a flame-tube of 30 cm long and 5 cm diameter (Fig. 3 b). The sample holder is 
placed 50 mm from the flame-tube exit. A picture of the sample holder for the kerosene tests is 
provided in Fig. 4. An aperture of 50mm diameter is made alike on both sides of the holder, for 
delimiting the surface exposed to the flame and to enable the IR temperature measurement on the 
rear face. The samples are square shaped with a size of 100mm. 

Before each test and for both flames, heat flux and flame temperature measurements are carried out 
with the sample holder removed and at the same location in the free flame. The heat flux is 
measured using a water cooled heat flux sensor (Captec manufacturer) inserted into a movable steel 
plate, as shown for example in Fig. 5 for the kerosene flame. Likewise, the temperature is measured 
using a movable row of 5 type K thermocouples, the spacing between each thermocouple being 7 
mm. After the burner ignition, a period of ten minutes is necessary in order to reach steady 
conditions in temperature and flux. For the propane and kerosene flames, respectively, the mean 
temperature on the axis is 1110 °C and 1110°C, and the heat flux is 106 kW/m2 and 116 kW/m2. 

  

Fig. 3. (a) The kerosene burner and the measurement setup, (b) picture of the flame exiting of the flame-tube 
(without insulation). 

   

(a)                                      (b) 

Fig. 4.  Pictures of the sample holder for the kerosene flame case, (a) front face (b) rear face. 

MASS LOSS AND IR TEMPERATURE MEASUREMENTS DURING THE TESTS 

For the tests with the propane flame, the mass is monitored using a precision load cell, based on 
resistive foil technology (VPG transducers manufacturer), to which is attached the sample holder. 
For the tests with the kerosene flame, the sample holder is too heavy to use the same system. So it 
has been used a weigh scale on which the sample holder has been placed, as seen on Fig. 3 a. The 
precision of both systems is 0.01g. 

Burner 

Thermocouples 

Load cell 

IR camera 

Flux meter 

Sample holder 

Mirror 
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The temperature of the rear face of the samples has been observed using an IR camera. The propane 
and kerosene benches are equipped with a mirror located far away from the sample holder and an 
infrared camera model ThermaCam PM595 (Fig. 1 a and Fig. 3 a). With this layout, the camera is 
looking at right angle to the burner axis and it is outside the hot gas flow. The major drawback of 
the IR measurement method is ignorance, during tests, of the degraded surface emissivity. Therefore 
we assumed the emissivity to be constant and equal to 0.9, as measured on carbon fibers by Balat-
Pichelin et al. [9]. It is also a common value used in the literature for char [10]. However the 
method allows a temperature measurement of the whole sample surface and so to analyze the 
temperature homogeneity on the rear surface. 

 

Fig. 5. Picture showing the free kerosene jet flame exiting the flame-tube, the thermocouple row and the flux 
meter inserted into a steel plate. 

COMPOSITE MATERIAL 

The samples studied in this work are cut from a 2 mm thick plate, with 50x50 mm² and 100x100 
mm² sizes for the propane and kerosene flame respectively. The plate is epoxy-based reinforced 
with carbon fibers, this composite can be considered as a reference since it has been common CFRP 
material used in aeronautic structural parts for more than 30 years. The stacking sequence of carbon 
fiber (T300 3K) is 5-harness satin weave embedded in the polymer matrix. The mass fraction of 
fiber is 74%. The degradation onset temperature Td is 320°C and the peak of mass loss rate occurs at 
temperature Tp equal to 390°C, as shown in Fig. 6. 

 

Fig. 6. DTG results for the C/epoxy composite materials in N2 [8]. 
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RESULTS AND DISCUSSIONS 

The samples have been exposed during 300 s to the flame and then the sample holder is removed 
quickly. For each flame, three tests have been carried out in order to check the reproducibility of the 
experimental setup as a whole. 

Sample appearance after the test 

Fig. 7 shows the C/epoxy appearance of one sample, after 300s exposition to the propane flame. On 
the front side, there is no more matrix residue, the fibers are naked and the surface is slightly 
curved. A slight deposit has been observed on the front face. On the other side, not exposed to the 
flame, there is still a small amount of resin residue between the fibers. The back surface has 
remained more or less flat. 

On Fig. 8 is shown the appearance of another sample, after 300s exposition to the kerosene flame. 
The front side aspect is different, compared to the one obtained with the propane flame. An 
significant soot layer has been deposed and the surface is not curved. On the other hand, the back 
face looks like more or less the same as the one observed with the propane flame. 

       

                           (a)                                  (b)                                      (a)                                (b) 

Fig. 7. View of the C/epoxy sample, after 300s 
exposition to the propane flame, of the back face (a) 

and of the front face (b). 

Fig. 8. View of the C/epoxy sample, after 300s 
exposition to the kerosene flame, of the back face (a) 

and of the front face (b). 

Mass loss 

The mass loss of the C/epoxy samples exposed to the propane or kerosene flames is given in Fig. 9. 
First of all, one can see that the reproducibility of the measurements is good for the two 
experimental setups. However, there are important differences in the fire response of the composite. 
For the kerosene flame, the mass loss is much slower at the beginning and reaches, at 300 s, values 
that are lower than in the propane flame tests. For this last one, all the mass loss occurs during the 
first 100 s of the tests. While for the kerosene flame, the mass loss seems not finished at 300 s.  

 
Fig. 9. Mass loss fraction of the C/epoxy samples, exposed to the propane or kerosene flames. 
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Table 1. Mass before and after the three kerosene tests. All mass in [g] 

 Kero 1 Kero 2 Kero 3 

Sample mass before the test 29.94 27.78 29.08 

Sample holder mass before the test {A} 1879.68 1878.74 1880.61 

Sample holder mass with the soot deposit {B} 1873.41 1874.17 1874.89 

Sample holder mass without the soot deposit {C} 1873.22 1874.05 1874.78 

Total sample mass loss {A-B} 6.27 4.57 5.72 

Soot mass deposit {B-C} 0.19 0.12 0.11 

Soot mass deposit 3.0% 2.6% 1.9% 

Before and after each test, it is easy to measure the mass of the sample and its holder. Table 1 gives 
these values for the three kerosene tests. The differences between the sample holder mass before 
{A} and after {B} the tests provide the total sample mass losses. One could suspect that these 
values may be under estimated because of soot deposit. The mass difference between the sample 
holder with the soot deposit on the entire surface {B} and without {C} is equal or less than 3%. The 
exact value of deposited soot mass on the exposed surface of the sample is thus lesser, due to the 
ratio of the exposed surface exposed to sample holder. So the soot deposit occurs however it 
represents a small mass compared to the total mass loss. 

Temperature at the back face 

Figure 10 presents, for test ‘kero 1’, the back face temperature, as measured by the IR camera at 
150s. No temperature inhomogeneity is observed on the rear face zone delimited by the aperture of 
5cm made in the sample holder. This suggest that most part of the thermal flux applied on the 
corresponding zone on the front of the sample holder, and also delimited by an aperture of 5cm, is 
transmitted through the depth of sample, with a low radial flux. For all the other tests with kerosene 
or propane, pictures and similar temperature homogeneities, as the ones shown on Fig. 1, have been 
observed. 

   

Fig. 10. Back face temperature for test ‘kero 1’ 
measured by the IR camera at 150s. 

Fig. 11 Back side temperatures at the center of the 
samples and reported as a function of the exposure 

time 

Backside temperatures measured at the center of the samples and with the infrared camera are 
reported on Fig. 11 as a function of the exposure time. 

During the first 20 s, the temperature increases quickly and in the same way for both flame fluxes, 
indicating a strong thermal conduction through the sample thickness. The heating rate at the back 
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face approaches 750 K/mn. During this stage, the temperature gradient between the front-face and 
the back-face is very high, which must lead to high thermally-induced mechanical strains into the 
material, resulting in micro-cracks formation within the matrix and debonding between plies, as it 
has been shown in the previous work [8]. 

At the end of this first period, the temperatures lie between 250–300 °C. This temperature range 
corresponds to the thermal decomposition of the matrix as shown in Fig. 6. In the second period, the 
temperature increase slows down. For some tests (propane 1, Kero 1 and 3), the values drop 
significantly. This observation is associated with the occurrence of thermally induced cracks within 
the sample [8, 11-12]. It is assumed that the cracks act as a thermal barrier and therefore affect the 
thermal conduction through the sample. It is important to note that this phenomenon does not occur 
automatically since it is not observed for half of the tests. Another important question, that would be 
interesting to answer, is to determine if this cracks occur slowly and later for these tests. One can 
observe that, even when the cracks do not occur at the beginning, these samples reach the same final 
temperature as the others. 

This final temperature at the back face is lower for tests with kerosene, the difference is quite 
significant (>100°C). This can be explained by the soot deposit on the front face, which is non 
negligible for the kerosene flame. At the beginning of the tests, it seems to be low, since no strong 
differences of the temperature are observed on Fig. 11 during first period up to 20 s. After this 
period, it becomes bigger. It may act as a thermal barrier, reducing the heat transfer inside the 
sample, and thus the temperature increase is slowed down which delays also the degradation of the 
resin. This is observed on the mass loss curves on Fig. 9, which show that the mass loss rate is lower 
for the kerosene flame from the first moments of the tests. In order to check this assumption, the 
thermal resistance of a soot layer must be estimated. In a steady-state regime, the temperature 
variation inside the soot deposit is given by the Fourier law: 

eff

dT
k

dx
Φ = , (1) 

where Φ  is the heat flux at the exposed surface, x  is the coordinate along the depth and effk  is the 

effective heat conductivity of the soot layer. At the end of the test, the back face temperature does 
not vary any more with time, so the assumption of a steady-state heat transfer can be assumed. So 
the temperature gap inside the soot layer is given by the relation  

eff

l
T

k
∆ = Φ , (2) 

l  being the thickness of the layer. The effective conductivity of the soot deposit layer is a function 
of the porosity ε of the porous medium, which is defined by gV Vε = , where gV  is the volume of 

gas in the porous medium and V  its total volume. Tavman [13] has made an inventory of existing 
relationships to express the effective thermal conductivities of porous materials. As part of our 
study, we take the minimum and maximum values given by Tavman [13]: 

,

1 1

eff g pk k k⊥

ε − ε= +  (3) 

for the series mixing case, and 

( ), 1eff g pk k k= ε + − ε
�

 (4) 
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for the parallel mixing case. In Eqs. (3) and (4), gk  and pk  are the heat conductivity of the gas and 

of the particle matter respectively. In order to apply Eq. (2), the soot layer depth is supposed to be 
equal to 0.5 mm, and different extreme cases have been considered. They are given in Table 2. The 
heat conductivity of the gas inside the soot layer has been taken equal to that one of air at 600 K, 
0.046 W/(m·K), and those of the soot particle matter equal to the one of graphite at ambient 
temperature, 4.2 W/(m·K). 

It is hard to decide which case, series or parallel, is representative of the soot material. On the other 
side, the exact value of the porosity is certainly between the two extreme ones used in table 2. 
However some calculated ∆T values in this table may be real and close to difference observed 
between the kerosene and propane flames, at the end of the test. This crude estimation of the 
temperature gap shows that the soot deposit layer may act as a thermal barrier, reducing the heat 
transfer inside the sample. Further studies are necessary to determine more accurately the porosity 
and depth of the soot deposit, and to perform calculation in an unsteady regime, in order to explain 
the differences of temperature variations observed between the propane and kerosene flames. 

Table 2. For the soot deposit layer: values of the effective heat conductivity and the corresponding 
temperature gap, considering two different porosity values and using the series or parallel mixing laws 

Porosity ε  = 0.1 ε  = 0.9 

,effk ⊥ , W/(m·K) 0.42 0.052 

T∆ , Ka 130 1057 

,effk
�

, W/(m·K) 3.78 0.462 

T∆ , Ka 14 119 
a Φ  = 110 kW/m2. 

CONCLUSION 

A comparative study, at laboratory scales, of the degradation of carbon epoxy composites with 
impinging jets of kerosene and propane flames has been carried out. The sample holders were 
designed to carry out measurement of the mass loss rate and IR temperatures at the rear face during 
tests. Measurements obtained with three different tests and with the same conditions show that the 
reproducibility of the two test benches is good, and such systems are well designed to analyze the 
composite degradation at laboratory scales.   

Under a flux of 110 kW/m2, the mass loss is nearly complete after 300 s for the two cases, the resin 
is almost degraded throughout the sample depth, leaving the fibers naked on the front face, and a 
small amount of degraded resin on the rear. However, under the same flux, the speed of the 
degradation is slower with the kerosene flame, the maximum temperature value reached at the rear 
face is about 150 °C lower than the one obtained with the propane flame. This is explained by the 
presence of high amounts of soots in the kerosene flame. This high soot content in the kerosene 
flame induces the built-up of a black carbon layer on the front face. A rough estimation of the 
thermal resistance of this soot layer has shown that it may reduce the heat transfer between the 
impinging flame and the sample face.   

Further studies are necessary to determine more accurately the porosity and depth of the soot 
deposit, and to perform more accurate calculations of the thermal resistance of the soot layer on the 
front face. Comparison with large scale test results is also important and it will be done in future. 
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ABSTRACT 

The potential for Engineered Timber Products to self-extinguish is the focus of study of numerous 
researchers worldwide, but regardless of scientific efforts, a relatively high discrepancy still exists on the 
definition of the critical threshold for self-extinguish. This discrepancy can be attributed to the variability 
in the test sample material, testing conditions, and/or test methodologies executed. The work presented 
herein analyses the impact of the thermal boundary conditions imposed by the experimental setup, 
analysing the divergence of the thermal response from the idealized scenario usually proposed in 
theoretical frameworks. In particular, the impact of two key assumptions, a semi-infinite solid behaviour 
and the existence of one-dimensional heat transfer within the solid, are evaluated by means of a case 
study corresponding to a series of bench-mark experiments conducted in the Fire Propagation Apparatus. 
By means of a simple one-dimensional heat transfer model, it was found that in order to guarantee a semi-
infinite solid behaviour for a thermal exposure of 50kW/m2 during one hour, a minimum sample 
thickness of 150 mm is needed. Furthermore, the results of this numerical model have shown that 
imposing an adiabatic boundary condition in the back face of the sample decreases the time during which 
this assumption can be sustained, whereas having an exposed or heat sink boundary condition at the back 
face generates the opposite effect. Following, in order to assess the validity of assuming a one-
dimensional heat transfer regime during the tests, the radiative heat transfer between the heating elements 
and the sample was simulated. The results show the presence of additional heat fluxes through the lateral 
faces of the sample. The effectiveness of insulating the lateral faces of the sample, to minimize this 
undesired effect, was analysed by means of a set of experimental tests. The results show that the effect of 
the lateral incident heat flux over the sample can be minimized, but not discarded. Thus, it is not valid to 
assume a one-dimensional heat transfer regime within the solid. It is proposed that neglecting these 
effects can, therefore, cause an inaccurate determination of the thermal conditions imposed during testing. 

KEYWORDS: heat transfer, timber, fire propagation apparatus, bench-scale testing. 

INTRODUCTION 

The timber industry has experienced a renaissance in the built environment. Driven by the 
increasing need for eco-friendly construction and by the vast potential of engineered timber 
products, there has been a rapid growth in the design and construction of timber structures. 
Materials like Cross-laminated Timber (CLT), Laminated Vernier Lumber (LVL), and Glue-
laminated Timber (Glulam) stand as comparable alternatives to conventional construction materials 
such as concrete or steel. The equivalence (and sometimes advantage) of engineered timber is not 
only associated with load-bearing capacity, but also with a range of other considerations: cost, ease 
of construction, aesthetics, energy saving, and many others. 

Regarding fire safety, a number of regulations incorporate fire safety guidelines for the design of 
load-bearing timber structures; mainly by means of fire rated encapsulation. Nevertheless, driven by 
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the aesthetic aspect of timber, there is an increasing demand for timber to remain exposed; hence, 
vulnerable to the effects of direct exposure to fire. This presents a challenge that must be addressed 
before timber can be used with the same confidence we use other building materials and 
systems [1, 2]. 

The challenge of achieving fire-safe timber structures is not new; in the early 40s, the work 
presented by Hottel [3] concluded that a minimum incident radiant heat flux of about 32 kW/m2 was 
necessary to sustain flaming combustion of small-scale spruce test samples. Also, Bamford et al. [4] 
reported that flame extinction of deal panels occurred immediately after the external source of heat 
was halted and the critical mass loss rate of the sample was approximately 2.5 g/m2s. In the late 70s, 
Tewarson and Pion [5], and Petrella [6] formally validated the fundamental principle that the heat 
transferred from the flame impinging on the timber surface is not sufficient to sustain flaming 
combustion. This led to state that an external source of heat was required to sustain timber 
combustion. 

More recently, Inghelbrecht [7] reported that the occurrence of self-extinguishment is always 
attained for small-scale Cross-Laminated Timber (CLT) Radiata Pine samples after removing the 
external source of heat. In this work, the time to self-extinguishment varied because of heat-induced 
delamination of the lamellae of the CLT samples. For the samples that did not experience 
delamination, a critical mass loss rate of 4 g/m2s was registered when flame extinction occurred. 
Considering a more rigorous definition, Crielaard et al. [8] performed a series of bench-scale CLT 
samples and determined a critical incident radiant heat flux of 5-6 kW/m2 for the complete stop of 
combustion (flaming and smouldering). Emberley et al. [9], also testing bench-scale CLT samples, 
determined a critical mass loss rate of 4.0 g/m2s and critical incident radiant heat flux of 42 kW/m2, 
for the cease of flaming combustion. Bartlett et al. [10] tested bench-scale CLT samples and 
concluded that the conditions for flame extinction occur at approximately 32 kW/m2 and a mass 
loss rate of 3.5 g/m2s. Based on the numerous studies done to date, a relatively high discrepancy still 
exists on the definition of self-extinguishment of timber and the critical threshold for its occurrence. 

As presented above, the broad range of configurations and methodologies used to study self-
extinguishment of timber generates a high degree of discrepancy and uncertainties in the results 
obtained. As a result, inefficient design criteria are obtained. For example, a difference of a 30% on 
the critical incident radiant heat flux for self-extinguishment (considering values of 42 and 32 
kW/m2) can be translated into under- or over-sized CLT lamellae, decreasing the level of safety in 
the first case, and increasing production costs in the second. Furthermore, the inconsistencies among 
the results obtained at different scales of study prevent the formulation of guidelines that 
responsibly ensure the fire-safe use of engineered timber in load-bearing structures. 

The work described herein aims at tackling the inconsistencies associated with the study of self-
extinguishment of timber and the testing methods used for this, by developing a series of testing 
guidelines that homogenise the analysis of self-extinguishment at a bench-scale, and more 
specifically when using FM Global’s Fire Propagation Apparatus (FPA). The work is divided into 
two stages: modelling and experimental. 

METHODOLOGY 

Theoretical Background 

When timber is exposed to heat, the exposed surface will gradually heat up and influenced by the 
thickness of the test sample and the species of the wood, temperature in-depth will increase. 
Furthermore, a physicochemical degradation process will be triggered because of this temperature 
increase. This degradation includes moisture evaporation, generation of pyrolysis gases, char 
formation and oxidation, and as a result of the regression of the exposed surface [11, 12]. Figure 1a 
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presents a schematic of some of the processes involved in the heating and flaming combustion of 
timber. 

  

Fig. 1. Different heat fluxes and processes occurring during the burning of timber. (a) Complete scenario, 
adapted from [11]; (b) Simplified scenario proposed by Emberley et al. [13]. 

Due to the intrinsic difficulties that arise when dealing with this problem, it is often common to 
simplify this model by means of the following assumptions: 

1. One-dimensional heat transfer is considered. 

2. The sample is assumed to behave as a semi-infinite solid. 

3. The effects of cracks the material’s porosity [14], moisture migration [15], and surface 
regression at the exposed surface are neglected. 

4. Only the material’s thermal conductivity is considered as temperature-dependent. 

5. Pyrolysis is considered as an isothermal process happening at an infinitely fast rate at a 
temperature of pyrT . Consequently, the progression of the pyrolysis front can be described by 

tracking the pyrT  isotherm within the solid. 

Under these assumptions, Emberley et al. [9] proposed the following energy balance on the charring 
front: 

char p char e oxi char loss

T
c q q q q

t

∂ ′′ ′′ ′′ ′′ρ = + − −
∂

ɺ ɺ ɺ ɺ , (1) 

where eq′′ɺ  is the incident heat flux at the exposed surface of the char layer and it incorporates the 

heat flux provided by the flame and the one from external sources. The term oxiq′′ɺ  represents the 

energy added due to the exothermic oxidation reaction, and the term lossq′′ɺ  represents the energy 

losses. Following, the rate of energy transferred from the char layer into the pyrolysis front in depthq −′′ɺ  

is evaluated by means of the following equation, 

P

in depth p f
x

T
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 ∂ 

ɺ ɺ , (2) 



Proceedings of the Ninth International Seminar on Fire and Explosion Hazards (ISFEH9) 

962 

where pH∆  is the heat of pyrolysis and "
fmɺ  is the mass flow of pyrolysis gases being generated. 

Thus, combining these two last expressions, the following expression is obtained, that allows 
relating the mass flow of gases consumed in the flame with the different heat fluxes involved in the 
process: 

1

P

f e oxi loss char p char
xp

T T
m q q q k c

H x t=ε

  ∂ ∂′′ ′′ ′′ ′′ = + − − − − ρ 
  ∆ ∂ ∂  

ɺ ɺ ɺ ɺ   (3) 

From this expression, self-extinguishment can be evaluated through worst-case scenario analysis; 

the maximum burning rate achievable (that translates into the maximum flow of pyrolysis gases " *
fmɺ

) is obtained when the subtracting terms in the right side are minimized and steady-state conditions 

are reached. If self-extinguishment is achieved for " *
fmɺ , it will be achieved for every other mass 

flow smaller than this one. 

PROPOSED APPROACH 

From the theoretical formulation presented above, the experimental determination of a fm′′ɺ  only 

becomes valid if the assumptions used in the theoretical framework are met. The two most powerful 
and common assumptions made in this study are (1) that test sample exhibits a semi-infinite solid 
behaviour, and (2) that it experiences a dominant one-dimensional heat transfer in the direction 
transversal to the exposed surface. 

In order to quantify the impact of the first assumption, a one-dimensional transient heat transfer 
model was implemented. The model considered the heat diffusion equation presented in Eq. 4, with 
a uniform heat flux boundary condition on the exposed surface (Eq. 5): 
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where eq′′ɺ  is the total incident heat flux over the exposed surface, and the heat losses term lossq′′ɺ  is 

defined by means of a total heat transfer coefficient Th , evaluated as presented in Eq. 6, according 
to Hidalgo [16]: 

( )0.0761 9.5761T Sh T= +   (6) 

Where ST  is the temperature of the exposed surface, in Celsius. In particular, this model aimed at 
(1) determining the minimum sample thickness that ensures a semi-infinite behaviour, and (2) due 
to the spatial limitations of the experimental setup, the determined sample thickness may not be 
feasible. Thus, the effect of the back-face boundary condition needs to be quantified. This was done 
by simulating three possible scenarios: 

• Insulated (adiabatic) back face, described by a Neumann boundary condition: 
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• Exposed back face, described as 

( ) ( )( ),
,
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k h T T L t

x ∞
∂

− = −
∂

. (8) 

• Heat sink attached to the back face, described according to Carvel et al. [17] as 

( ), 1
p

HS

T L t T
k mc

x A t

∂ ∂ − =  ∂ ∂ 
  (9) 

Where m  and pc  are the mass and specific heat of the heat sink. For the thermal properties of 

timber, a moving-boundary model for a non-reacting solid was implemented. This model considered 
three different phases (wet timber, dry timber, and char) and was implemented following the 
approach proposed by Lautenberger and Fernandez-Pello [18], in which the solid’s density is 
assumed constant for each phase, while the thermal conductivity and specific heat capacity vary 
according to the temperature, as presented in the following expressions: 

( ) ( )* kn
rk T k T T=   (10) 

( ) ( )* cn
p p rc T c T T=   (11) 

Where rT  is a reference temperature, *k  and *
pc  are referential values of the solid’s conductivity 

and specific heat capacity (evaluated at rT ) and the exponents kn  and cpn  describe the variation of 

these properties according to the element’s temperature. The corresponding values used to evaluate 
these parameters can be found in [19]. 

Following, a comparison was made in order to determine which one of these scenarios resembles 
the most to the ideal one (semi-infinite solid). This comparison was based on the in-depth 
temperature profiles and the progression of the thermal wave for each one of the scenarios. 

In order to ensure one-dimensional heat transfer, the thermal boundary conditions under which the 
samples are tested were characterized and quantified. With this information, the need of additional 
measures (such as insulating the sides of the sample) was determined, and their effectiveness (based 
on how much the testing conditions resemble the one-dimensional scenario) analysed. 

Experimental setup 

The bench-scale experiments were conducted in the Fire Propagation Apparatus (FPA) developed 
by FM Global, under the specifications of the ASTM E2058-13a standard [20]. 

Figure 2 presents a schematic of the test apparatus. The upper portion of the calorimeter 
corresponds to an exhaust system that collects all the combustion-generated products that are driven 
to the gas analyser. This exhaust system is composed by an intake funnel, a test section where gas 
temperature and exhaust flow rate are measured, and a high-temperature sampling outlet from 
where samples of the gases are sent to the gas analyser. 

The lower part of the calorimeter corresponds to the combustion chamber which comprises a 
combustion air distribution chamber, sample holder, weighing cell, ignition device (ethylene pilot 
flame), and four infrared heaters. In order to evaluate the sample’s mass loss, a Tedea Huntleigh 
Load Cell was used. To characterize the thermal response of the sample, a set of type K 
thermocouples embedded into the sample and connected to a National Instruments NI-9210 data 
acquisition system was used.  
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                                         (a)                                                                    (b) 

Fig. 2. Schematic of the experimental apparatus. (a) General schematic of the calorimeter; (b) Geometrical 
configuration of the infrared heaters (all dimensions in mm).  

RESULTS AND DISCUSSION 

Semi-infinite solid behaviour assumption 

As previously mentioned, to determine the impact of the semi-infinite solid hypothesis, a numerical 
one-dimensional heat transfer model was implemented under the parameters presented in Table 1, 

and solved by means of an implicit finite-difference scheme [21, 22] ( ( )2,t xΟ ∆ ∆ , and taking t∆  = 

5 ms, x∆  = 0.25 mm). The model was validated by replicating the results presented in [19], were 
the same material thermal properties were used. A thermal exposure of 50kW/m2 during one hour 
was selected. Furthermore, this thermal exposure is imposed in order to match a set of experiments 
conducted by the author and not reported here. 

Table 1. Numerical simulation parameters 

Parameter Value 

Thermal exposure 50 kW/m2 during 3600 s 

Material White pine (Pinus sp., thermal properties from [18]) 

Dimensions Rectangular prism with a cross-section of 90x90 mm and variable length 

Figure 3a shows the modelled in-depth temperature profiles of a timber, for different times. As it 
can be seen, the moisture evaporation front (based on the 100 ºC isotherm) reaches a depth of 50 
mm after approximately 2650 s, almost 45 minutes. For that same time, the pyrolysis front (based 
on the 385 ºC isotherm according to [18]) has progressed to approximately 10 mm of depth. 
Furthermore, if an increase of 0.5 ºC in the original temperature is defined as the criterion to track 
the progress of the thermal wave (minimal resolution available in the experimental set-up, given by 
the thermocouple’s uncertainty), it was found that the thermal wave has propagated through the 
sample up to a depth of 150 mm. Therefore, this sample thickness is presented as a candidate for the 
optimal sample thickness.  

Following, the next step was to determine the effect and relevance of the boundary condition at the 
unexposed face (located at 150 mm from the exposed surface). The results of this stage are 
presented in Figure 3b. From the figure, it can be seen that the thermal behaviour of the solid is 
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almost independent of the boundary condition considered at the unexposed surface, except for the 
later portion of it. It was found that the heat sink (in a larger level) and exposed surface (in a lower 
level) boundary conditions overestimate the arrival of the thermal wave when compared to the semi-
infinite wave propagation curve. On the other hand, the adiabatic back boundary condition was 
found to underestimate the time of arrival of the thermal wave when compared to the same 
parameter. These results can be explained by the following reasons; an adiabatic boundary has a 
barrier effect on the propagation of heat, therefore facilitating the storage of it within the element 
and finally elevating its temperature. For the other two conditions, their effect is the complete 
opposite; if the element’s back face is exposed to the ambient (modelled as air at a constant 
temperature of 18°C) or to an adjacent heat sink (modelled as a 20 mm thick Aluminium block), 
there is an additional heat flux at this boundary, evacuating (by means of convection/radiation or 
conduction, respectively) any amount of heat that reaches this portion of the sample, allowing it to 
remain cooler for a longer period. 

  
                                         (a)                                                                    (b) 
Fig. 3. Thermal response of the modelled timber element. (a) In-depth temperature profiles for different times; 

(b) Time needed for the thermal wave to reach a certain depth, for different boundary conditions at the 
unexposed surface. 

From this first part of the study, it can be partially concluded that a timber sample of 150 mm thick 
with a heat sink element attached to its unexposed face it is expected to show a semi-infinite solid 
behaviour when exposed to a constant incident heat flux of 50 kW/m2. 

ONE-DIMENSIONAL HEAT TRANSFER ASSUMPTION 

For the next part of the present study, a set of experimental tests were conducted to determine the 
boundary conditions under which the samples are actually tested in the experimental setup described 
previously. One of the most relevant parameters in this point is to characterize the radiant incident 
heat flux over the exposed surface of the sample. This characterization was done by means of a 
numerical model that simulated the radiant incident heat flux over the sample. This model was 
calibrated using a set of experimental measurements conducted using a Medtherm Schmidt-Boelter-
type heat flux gage (model: GTW-10SB-8-36-40-484). The results of the model are presented 
in Fig. 4. 

From Fig. 4a, it can be seen that the heater’s configuration imposes over the exposed surface an 
incident heat flux over sufficiently homogeneous to partially enable the one-dimensional heat 
transfer assumption, as discussed Boulet et al. [23]. On the other hand, Figure 4b indicates the 
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presence of an unneglectable (approx. 40% of the maximum heat flux) heat flux over the lateral 
faces of the element. To completely validate the one-dimensional transfer assumption, it is 
necessary to mitigate the effect of this lateral heating by means of corrective actions. Figure 4c 
shows the data used to calibrate this model. In the figure, the black dots represent the 17 
measurements points considered in the calibration. An overall agreement can be seen between the 
data collected experimentally (Fig. 4c) and the results obtained by the model (Fig. 4a). 

 
                                         (a)                                                                    (b) 

 
                                                                                   (c) 

Fig. 4. Results of the numerical modelling of the incidental heat flux over the sample (all units in mm).  
(a) Normalized spatial distribution of the incident heat flux over the complete sample; (b) Normalized spatial 
distribution of the incident heat flux over the exposed surface. (c) Results of the experimental measurements 

used to calibrate the numerical model. 

The effectiveness of a corrective action consisting on protecting the sides of the sample with an 
insulating jacket was evaluated by means of an experimental study which compared the thermal 
degradation of samples (in terms of mass loss and in-depth temperature measurements) with and 
without insulation. A general description of this experimental campaign is presented in Table 2 and 
the results in Fig. 5. 

From Figs. 5 a and b, the relevance of the presence of lateral insulation is left in evidence; the 
temperature curves registered by the thermocouples placed at 35 mm from the exposed surface 
show temperature difference of approximately 150 °C after 900 s. Moreover, the heating profile 
described by the unprotected sample at a depth of 75 mm is with the range of the one showed at 55 
mm by the protected sample for the majority of the exposure time. This radical difference in the 
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thermal behaviour of the sample is also evidenced when looking at the thermal profiles presented in 
Fig. 5c; after 900 s the unprotected sample has lost approximately 40% of its original mass, while 
the protected on has lost approximately 10% of it. 

Table 2. Parameters for the experimental campaign 

Parameter Value 

Thermal exposure 50 kW/m2 (constant), during 15 min 

Sample dimensions Rectangular prism with an exposed surface of 90x90 mm, 150 mm thick 

Material Cross-laminated Timber (Radiata Pine) 

Sample preparation (1) Inner layer of 9 mm thick Ceramic Paper (SiO2-Al2O3 based material); 
(2) Outer lining of reflective material 

Thermocouples 12 Type K thermocouples (TC) in-depth placed at: 
35 mm (4 TCs), 55 mm (2 TCs), 75 mm (2 TCs), 95 mm (1 TC) mm centred 
about the sample. 
3 TCs at a depth of 95mm within the insulation (inner, middle, and outer) 

 
                                                       (a)                                                                             (b) 

  
                                                       (c)                                                                             (d) 
Fig. 1: Experimental evaluation of the effectiveness of lateral insulation. (a) In-depth temperature profiles for 
an unprotected sample; (b) In-depth temperature profiles for a protected sample; (c) Comparison of mass loss 

measurements; (d) Temperature profiles within the insulation, at a depth of 95 mm from the exposed surface of 
the test sample. 
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Regardless of the improvement in the thermal response of the sample due to the presence of lateral 
insulation, this corrective action is not sufficient to ensure one-dimensional heat transfer, as 
presented in Fig. 5d. The measurements shown in Fig. 5d correspond to the readings of the 
thermocouples positioned at a depth of 95 mm from the exposed surface, within the three insulation 
layers. The inner layer thermocouple was placed between the inner Aluminium lining (place at the 
sides of the test sample) and the first layer of Ceramic Paper, the middle layer thermocouple was 
placed in between the first two insulation layers, and the outer layer thermocouple was placed in 
between the last two insulation layers. From the figure, it can be seen that the temperature that the 
insulation reaches is higher than the one at the centre of the sample (at the same depth from the 
exposed surface). The presence of such high temperatures in the inner insulating layer indicates the 
heating of the sides of the samples during testing.  

CONCLUSIONS 

The present work has analysed the relevance of two of the most common assumptions used in 
scientific analysis experimental bench-scale timber fire studies; the semi-infinite solid behaviour 
and one-dimensional heat transfer within the solid sample. Meeting these assumptions in bench-
scale testing is not only relevant to achieve results that are consistent with the theoretical 
frameworks, but also enables the scaling up of these results in order to predict the full-scale fire 
behaviour of timber. In an attempt to evaluate the conditions necessary to meet these assumptions, a 
minimum sample thickness was determined by means of a numerical heat transfer model. 
Following, the unavoidable presence of lateral heating was also identified by simulating the 
radiative heat transfer between the infrared heaters and the test sample. Furthermore, experimental 
results show that for a thermal exposure of 50 kW/m2, after the first 15 minutes (900 seconds) of 
heating, an unprotected sample will lose up to 30% more mass than a protected sample. Also, results 
show that temperatures at a depth of 35 mm from the exposed surface can be more than 100°C 
higher when comparing unprotected and protected test samples. Regarding this last aspect, even 
though protecting the sides of the sample shifts the thermal response of the element towards an ideal 
behaviour (i.e. without lateral heating), the protection used within the scope of this work 
demonstrated not to be sufficient to achieve one-dimensional heat transfer during the full duration 
of a test. 

The presence of heating at the sides of the test sample is given by the need to use a standardized 
apparatus to perform standardized tests, using non-standardized test samples [20]. Neglecting this 
effect can, therefore, cause an inaccurate determination of the thermal conditions imposed during 
testing. This could explain the apparent discrepancy that exists in the determination of the critical 
conditions for the self-extinction of timber; especially between Inghelbrecht [7], Crielaard et al. [8], 
Emberley et al. [9], and Bartlett et al. [10]. 

Finally, in order to generate valuable scientific outcomes, the common theoretical frameworks must 
be modified to take into account the abovementioned conditions associated with fire testing of 
timber using the Fire Propagation Apparatus. 
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ABSTRACT 

Ignition of solid materials from radiative heat flux has been well studied, as it relates to common fire 
instantiation and propagation. Conventional testing involves a small (~10 cm) flat sample in a test 
apparatus such as a cone calorimeter exposed to fluxes in the range of 25-100 kW/m2. Higher heat flux 
ignition has been less-well studied, and the majority of scientific data come from similarly scaled 
experiments mostly on flat surfaces. High heat flux ignition is less well studied because it has a more 
limited application space given that fewer fire scenarios involve high (> 200 kW/m2) fluxes. We have 
been performing experimental investigations of the behavior of a variety of materials exposed to 
concentrated solar power with peak flux in excess of 2 MW/m2. Dozens of materials at a variety of flux 
conditions with varying scales and configurations have been tested thus far. While we have found good 
correlation in our new data to historical data and model constructs, some of our data are not well 
predicted by existing models and correlations. Present results suggest ignition on flat materials is not 
necessarily a good predictor of other materials and configurations, and that future testing would benefit 
from an increased emphasis on the geometry of exposed materials. 

KEYWORDS: Ignition, heat flux. 

INTRODUCTION 

Ignition from an incident radiative flux is well characterized for many materials under flux 
conditions typical of conventional hydrocarbon fires (25-100 kW/m2). Standards such as ASTM 
E1740-15 and ASTM E1354 govern this type of testing. We are focused on ignitions and fire 
behavior from much higher fluxes (100-10,000,000 kW/m2), which may be obtained from metal 
fires, propellants, lightning, directed energy, space exploration, etc.  

Historical data on ignition from high heat fluxes are not as plentiful. Notable compilations of data in 
this flux regime include Glasstone and Dolan (1977) [1] and Martin and collaborators [2-3]. 
Glasstone and Dolan correlated ignition for a variety of materials to the yield and distance from a 
nuclear weapon, a construct that is not particularly useful in other applications. Martin et al. 
represented their ignition data in terms of scaled flux and fluence, a more useful construct for 
extensibility. The Martin datasets are dominated by cellulose paper data and exposure areas of 
around 10 cm2, the primary focus of their efforts. They found various behavioral regimes 
characterized by different parameters. At low fluxes, the sample thickness and imposed energy were 
most significant. At higher fluxes, the incident energy was the dominant parameter. At even higher 
fluxes, the imposed energy and the flux magnitude had comparable significance. Different types of 
ignition were observed (glowing, sustained flaming, transient flaming). Transient flaming was 
defined by flaming that occurred only as the heat flux was incident on the object. Sustained flaming 
lasted beyond the exposure.  
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We have been adding to the body of work on high-heat flux ignition by testing materials under high 
flux (> 200 kW/m2) conditions using concentrated solar energy. Work began with a focus on flat 
materials with an objective to reach-back to the majority of the historical data [2-3], but has 
included enough geometric variation to begin to deduce the important role geometry has in the 
ignition behavior. Our prior reporting of this work illustrates the significant role of scale in the fire 
behavior [4], a new approach to the ignition and damage threshold modelling [5], and the effect of 
wind and gas phase radiation attenuation on the fire response of materials [6].  

Evaluations of the recent data suggest an additional significant feature of the materials that appears 
to affect the outcome of the event. The shape of the samples appears to affect the resultant ignition 
behavior. The effect of shape is not systematically studied in any of the historical datasets, and 
consequently is ignored in prior models and inferences derived therefrom. More complex shapes 
may tend to more easily ignite and sustain ignition. This paper examines the evidence for this 
statement in the context of the recent concentrated solar ignition tests. The purpose and value of this 
paper is in the identification of the important role that shape has on the propensity for sustained 
ignition from high heat flux events. The objective is to help motivate an increased exploration of the 
shape as an important factor leading to high heat flux ignition to better characterize a broader range 
of material response.  

METHODS 

The National Solar Thermal Test Facility at Sandia National Labs in Albuquerque has two main 
facilities that concentrate solar energy. One is the Solar Tower, that uses a heliostat field (an array 
of large mirrors with fine motor control that actively track the sun to maintain a relatively constant 
target location for the rays) to achieve a concentration factor greater than 2000 suns (1 sun is 
approximately 1 kW/m2), and a power of 6 MW at length scales of 0.3-1 m. The other is the smaller 
Solar Furnace that uses a single heliostat and a parabolic dish for smaller length scale testing (5-7 
cm). Several hundred high flux ignition tests have been conducted at these facilities including 
varying material types, thicknesses and shapes, while also varying flux, fluence, length-scale, wind, 
and ambient temperature. 

Tests were conducted in test phases. A Solar Furnace test phase involved approximately 50 test 
shots, while the solar tower test phase involved about 30 shots. The test matrix for each test was 
determined by a panel of researchers. Materials were selected from a list of relevant materials. Test 
and environment conditions were controlled as well as could reasonably be done for the facilities 
available. Test objectives were manifold, so the test programs were not apparently targeted in their 
approach to specific objectives. Rather, a wide variety of materials and test conditions were 
employed with the outcome of the tests being the identification of prospective subsequent tests to 
explore interesting observations from prior test phases. The three main programmatic objectives 
were: 

1. To produce quality datasets with sufficient repeatability to employ for validating 3D 
computational models of fire and related phenomena. 

2. To explore environmental factors with the intent of reach-back to historical datasets to 
understand material dynamics under various conditions. 

3. To explore practical or unique ignitions that are under-represented in the body of historical 
testing. 

Tests were split roughly evenly between the above three objective areas. The reason for testing in 
phases while incorporating multiple objectives is because of the uncertainties in funding cycles and 
the desire to have broad impact rather than narrowly focused program results. A negative 
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consequence of this method is that it may take multiple test phases to achieve sufficient data to 
quantitatively resolve phenomenology from the tests. An advantage of the method is that a targeted 
assessment is made after each phase of testing, and the subsequent plans are formulated after 
gaining insight from the results from prior phases.  

Table 1 shows some details of the sample tested. Flat samples were 23×11.5 cm at the solar furnace, 
and approximately 90×120 cm at the solar tower. L-shaped samples consisted of two chairs, 
photographs of which are shown in Fig. 1. A polypropylene patio chair and a wood/foam/fabric 
office chair were used. Chairs were oriented differently during the tests to optimize exposure to the 
incident flux. The polypropylene chairs were upright with the back of the seat back exposed to the 
flux, and the fabric chairs were on their side with the front of the seat back in direct exposure.  

Table 1. Details regarding the reported Solar Tower (ST) and Solar Furnace (SF) experiments 

Material Geometry Thickness (mm) ST SF 

Cellulose Flat 1.2-5.0  X 

Paper Flat 0.11-0.25 X X 

Fabric Flat/L 0.7-0.9 X X 

Biomass Irregular/Flat Variable X X 

Polyethylene Circular/Flat ≈ 3 mm X X 

Polystyrene (PS) Flat 0.5-3.2 X X 

Synthetic Rubber Circular/Flat Variable X X 

Polymethyl-methacrylate (PMMA) Flat 3.2-11.3 X X 

Polypropylene L/Flat Variable < 4 X X 

Vinyl Flat 1.1  X 

 

  

Fig. 1. Pre-test photographs of the polypropylene (left) and wood/foam/fabric chairs (right). 

INSTRUMENTATION 

A variety of instrumentation was deployed for the tests, the details of which may be found in the test 
series documentation. For this paper, highlights of the instrumentation are outlined only. Details on 
the instrumentation are available in the corresponding test phase documentation [3-6]. Each test 
included the following: 

1. Flux measurements to confirm the imposed thermal environment, and characterization of 
the day, time, and configuration of the flux source 
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2. Multiple angle fiducially accurate video imagery from standard, high-speed, and filtered 
optical cameras 

3. Atmospheric data from a weather station to confirm the ambient conditions 

4. Pre- and post-test photography 

5. A temporal fiducial to allow post-test synchronization of instrumentation results from 
various sources 

6. Controls output containing data on the temporal sequence for each test 

Tests mostly included: 

7. Pre- and post-test weight of samples 

Some tests included: 

8. Strategically mounted thermocouples for temperature measurements 

9. IR camera imagery for thermal response 

10. Witness strings as local air flow indicators  

11. Post-test 3D scanning for digital re-construction of the thermal crater 

Ignition and burn times are key to the analysis presented in this paper. These were deduced through 
post-test analysis of the video imagery. Ignition was often discernable through the observed flames 
in the video output. In some tests, the pyrolysis gases obscured direct views of the ignition. The 
ignition event usually included a rapid increase in the motion of the pyrolysis gases, in which case 
the flames were not directly observed but inferred based on the motion of the opaque gases and the 
presence of flaming later in the video.  

Characterization of Environment 

Tests were conducted within a few hours of solar noon on clear (cloudless) days. The environment 
was characterized using pre- and post-test analysis of heat flux instrumentation to verify the test 
conditions. Because of the response time of the test facility hardware, the imposed flux was a ramp 
to a constant hold, and a ramp back down to ambient.  

Fluence (defined as flux integrated with time) magnitude was a target condition, which explains the 
regularity of intervals in some of the fluence data. Fluence targets were usually round numbers, 
however post-analysis sometimes adjusted these away from the target values. For this paper, 
exposures are simplified to a fluence condition. Solar Furnace fluence was applied over a roughly 4-
6 cm diameter spot [7], Solar Tower exposures varied spatially, but spanned the samples. Peak flux 
and fluence was centered on each sample. 

Tests were conducted at different times of the year in an outdoor environment. Ambient 
temperatures for two Solar Furnace test series conducted in July/August were 20-35ºC. The second 
Solar Furnace phase was conducted in February/March, and mid-day ambient temperatures were 
between 5-25ºC. The Solar Tower tests were conducted from August-November, and ambient 
temperatures varied between 10-30ºC. Post-processing of the data has not suggested a significant 
effect of the initial ambient temperature on any resultant parameters over the range of variation.  

RESULTS AND DISCUSSION 

We grouped materials in a few categories for this analysis. The first main grouping is by material 
type. Cellulosic materials (plant matter, paper, wood, fabrics, etc.) are grouped, as cellulose 
constitutes a significant fraction of these materials. Synthetic polymers are also grouped. The 
second grouping consists of the shape of the test objects. Flat objects are primarily surfaces exposed 
to the flux, and represent the traditional way of assessing ignition at high heat flux. A few of the 
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samples consisted of significant L-shapes, and these are termed L-shaped materials. Some materials 
were round (tires and trash cans). They differ from the flat materials because there were no 
significant flat surfaces, and the curves were the dominant shape of the exposed surfaces. These are 
termed circular. Irregular shapes are generally biomass materials that are characterized by high 
surface area compared to the volume.  

The test series involved more tests than are exhibited here. Tests omitted include ones that defied 
characterization by the shape parameters (flat, circular, L and irregular), those that did not fit the 
material type categorization, as well as those that did not achieve flaming ignition.  

Combining the duration of burn results with the fluence imposed on the samples, a picture emerges 
suggesting a significant role that shape plays in the duration of burn. For convenience in plotting, 
burn durations greater than 1000 seconds have been truncated to 1000, and durations below 1 
second have been increased to 1. While this is not a hard rule, it turns out that tests that involved 
transient flaming all are below 10 s burn time, and the sustained flaming tests all fall at or above 10 
seconds. Figure 2 shows a plot of cellulosic materials on the fluence/burn duration plot. There is a 
very clear stratification between the data by shape. The few L-shaped tests show generally higher 
burn durations than other tests. The irregular shaped objects tend to have higher burn durations. The 
flat materials exhibit generally lower burn durations. There were no ‘circular’ samples for the 
cellulosic materials.  

 
Fig. 2. Duration of burn versus fluence for cellulosic samples. Solar Tower experiments are differentiated from 

Solar Furnace tests, having closed symbols instead of open. 

Because the tests were not systematically varied specifically for this parameterization, there is a 
need to interpret the meaning of these results in the context of a more representative evaluation 
including the other variabilities. The flat materials generally did not result in sustained burning. The 
general exception to this is flat materials that were sufficiently thin that the imposed radiant energy 
pyrolyzed the sample completely through. Figure 3 illustrates some sustained ignition of thin 
materials fitting the just described behavior. The fire was initially (post-exposure) localized to edges 
on the sample, typically a circular ring at the center of the sample. Thicker samples pyrolyzed, but 
would not sustain flaming if they ignited. The flat materials that sustained flaming were all 
sufficiently thin to burn in this manner. It is not a particular surprise to see the irregular shaped 
materials generally exhibiting longer burn times. When burning solid materials, the surface area to 
volume is widely recognized to be a very significant parameter. The three irregular samples that fall 
below 10 s burn duration were a mix of green and dry needles. The green needles alone did not 
ignite, and the dry needles alone generally burned profusely. The large-scale (Solar Tower) and 
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some of the small-scale tests were green plant materials. The trees at the Solar Tower were cut 
within 30 minutes of their exposure, and were well watered. Even with the high moisture content of 
a live tree that normally is expected to inhibit flaming, the irregular materials appear to result in 
much greater burn times than was typical of the flat biomass samples. This suggests a more 
significant effect of shape as compared to moisture in these tests.  

  
Fig. 3. Two thin rectangular Solar Furnace samples exhibiting sustained flaming at/within the rim of the hole. 

The left figure is a walnut veneer at 3.5 seconds, and the right figure is black polystyrene at 3.5 seconds. 
Figures were enhanced with adjustments to brightness and contrast. 

 
Fig. 4. Duration of burn versus fluence for synthetic polymer samples. Solar Tower experiments are 

differentiated from Solar Furnace tests, having closed symbols instead of open. 

A similar plot of burn duration versus fluence for the synthetic polymer samples is shown in Fig. 4. 
These data lacked samples that could be considered ‘irregular’, however included a number of 
samples that could be considered circular. The response of flat synthetic polymer samples was 
observed to be similar to that of cellulosics in that the tests tended to produce transient flaming 
results unless the samples were thin and holes were formed in the material at the center of the 
exposure. The L-shaped chairs exhibited the longest flaming, and this was surprising. The same 
polypropylene chair seats had been cut and tested at the Solar Furnace as flat panels at higher 
fluxes. They did not ignite, even with a higher flux/fluence condition. The differing ignition/non-
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ignition behavior was not particularly surprising, as PMMA flat panels behaved similarly with scale 
changes. What was surprising was that the flaming was sustained for a very long time without the 
immediate burn-through that seemed to be the contributing factor for flat materials to exhibit 
sustained burning. There were multiple L-shapes on the polypropylene chairs. The seat/back formed 
L’s. But the legs and seat also had smaller L-shaped structural members. It was at these that flaming 
was sustained. The chair back melted and sloughed during the exposure and was not able to 
maintain the L-shape through to the end of the exposure. The seat was made of thicker and more 
rigid material, and was oriented less orthogonal to the incident flux. The seat and legs remained 
mostly rigid during the test (one leg burned through long after the exposure).  

The circular materials were only tested at the Solar Tower, and resulted in transient flaming, 
consistent with flat surfaces. There was postulation ahead of the testing that the trash can with a 
circular cavity might augment ignition and burn prospects due to the ability of the material to retain 
more energy by radiating within the cavity. The tests did not suggest that this was a significant 
effect. The circular materials generally agreed with the flat materials in terms of burn duration.  

Because the burn duration relates to the size of the samples in the sense that full burn-out limits the 
potential for longer burn durations, there is a desire to filter the data to differentiate on this effect. It 
is also desirable to differentiate the comparatively thick samples that classically are only ignited in 
the transient mode. The normalization of the fluence is done by Martin et al. by the heat capacity of 
the material. The resultant parameter is not fully non-dimensionalized, as the scaled parameter 
retains units of temperature. Martin et al. found for cellulose that sustained flaming was generally 
attained when the scaled fluence was greater than 1000 K. Below 1000 K there was either no 
flaming or transient flaming depending on the magnitude of the scaled flux. The relation for the 
scaled fluence is: 

M	��0^	P�N0�	0 � �Y"���� (1) 

Here α is the absorptivity, q” is the imposed fluence (J/m2), ρ is the bulk material density (kg/m3), 
Cp is the specific heat of the solid (J/(kg·K), and L is the characteristic length (m), which is the 
primary thickness of the samples. Thermal properties were estimated from measurements (typically 
density, absorptivity, fluence, and thickness) and common literature sources (specific heat and select 
others), and are expected to be accurate to within at least 10%. This accuracy is believed adequate 
for the purposes of this analysis.  

We re-cast the burn duration data in terms of the scaled fluence in Figs. 5 and 6, providing a 
comparison back to the historical sustained flaming threshold. The cellulosic materials in Fig. 5 
show a reasonably consistent trend with the expected transition based on the data of Martin et al. to 
sustained flaming above 1000 K (the green line). Some transient flaming is observed for materials 
with higher scaled fluence than 1000 K. These flat materials were mostly the wood veneers. The 
irregular materials that fit this category included the mix of dry and green needles. Transient 
flaming data below 100 K scaled fluence included a stack of 50 copy paper pages. These ignited in 
an expected regime because the scaled flux was relatively high (even though scaled fluence was 
relatively low; the construct of Martin et al. allows for this). Some sustained flaming was observed 
for samples with lower scaled fluence than 1000 K. This included most notably the solar tower 
fabric test.  The L-shaped chairs had noticeably high burn duration compared to other samples at the 
same scaled flux, but were in a regime where ignition was not unexpected.  

Even though Martin et al. imply that scaled fluence ignition thresholds for different materials might 
be different, we have generally found the cellulose scaled ignition data to roughly coincide with the 
data from the common polymer samples we have been testing thus far. The synthetic polymer data 
in Fig. 6 might also be expected to transition between transient and sustained flaming at about 
1000 K on the scaled fluence axis. The L shaped polypropylene chairs are a notable exception. They 



Part 6. Material Behavior in Fires 

977 

are moderately below the threshold, yet exhibited the greatest burn duration. This is added evidence 
for the significance of the L-shape to the ignition and burn duration. A cluster of flat materials had 
scaled fluence around 2000 K but did not sustain ignition. These are solid vinyl and thicker 
polystyrene samples. The circular samples that did not sustain ignition all fall below 1000 K, 
suggesting that they were not necessarily expected to. All flat samples that sustained ignition had 
scaled fluence above 1000 K. These were mostly burn-through scenarios involving comparatively 
thin materials.  

 
Fig. 5. Duration of burn versus scaled fluence for cellulosic samples. Solar Tower experiments are 

differentiated from Solar Furnace tests, having closed symbols instead of open. 

 
Fig. 6. Duration of burn versus fluence for synthetic polymer samples. Solar Tower experiments are 

differentiated from Solar Furnace tests, having closed symbols instead of open. 

GENERAL DISCUSSION 

The results presented herein point to a significant effect of the shape parameter on the burn duration 
and on the ignition of a variety of materials. The fact that what we have called irregular shaped 
materials are more prone to longer burn durations is not a particularly surprising or novel 
conclusion. The basis for this expectation is in conventional fire starting where kindling is often 
used to initiate larger fires. The surface area compared to the volume is augmented, reducing the 
thermal sink and augmenting the fraction of energy that results in pyrolysis. One would assume the 
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same behavior and sensitivity might be applicable to high flux conditions as well. The more 
significant finding is that the chairs that have been characterized as L-shaped are significantly more 
prone to ignition and sustained burning. The mechanism differentiating L-shaped and flat materials 
is likely quite different than that between the irregular (high surface area/porous) and flat materials. 
From a surface area to volume ratio perspective, the L-shaped materials are much more closely 
related to the flat materials than the irregular materials. L-shaped materials may have two different 
features that contribute to augmenting the propensity for fire. First, they have the ability of the 
surfaces to emit or reflect radiation from one to the other, a feature not available to flat surfaces. 
Second, they create a different flow pattern for the product gases and will interact differently with 
ambient winds.  

Prior to testing these materials, the radiation (first) mechanism was anticipated to be the dominant 
mechanism that might augment the prospects of burning and ignition. Imposed radiative flux from 
the concentrated solar panels at these high flux conditions is expected to dwarf any reasonably 
expected convective heat flux. Post-test, there is reason to attribute greater relative significance to 
the convective (second) mechanism. Fig. 7 shows images from two chair fire tests. The 
polypropylene chair illustrated had sustained burning on one of the two symmetrically similar chair 
legs. Because the radiation flux was relatively symmetric as well, we conjecture that the wind 
direction was the contributing factor to the continuing burn. The fabric chairs exhibited significant 
vortical motion in the volume between the seat and seat back. This is best observed in the video 
results, but the image showing the narrow elongated plume from the chair fire helps illustrate 
presence of significant vortical flow originating at the fire. The fact that circular geometries with 
cavities did not sustain ignition also lends to the argument, but the cavity also has the effect of 
limiting oxygen while the L-shape provides better exhaust pathways for product gases.  

  
Fig. 7. Post-exposure flaming of the polypropylene chair (left) and the fabric chair (right). 

There was a noticeable edge effect for flat samples when they experienced burn-through that 
appears to relate significantly to the sustainability of the fire. Because high flux ignitions involve 
large energy input, the majority of the historical tests were either similar to the Solar Furnace tests 
where the samples were much larger than the exposure, or had a mask that eliminated edge effects. 
This may not be representative of many fire scenarios of interest, in which case there may be reason 
in the future to examine offset ignitions on samples that contain pre-existing edges in the exposure. 
On larger-scaled tests, the flames often would originate or be obviously influenced by the sample 
edges.  

Upon evaluating the geometry based ignition performance from these tests, it is recommended that 
subsequent tests increase the formal study of geometry related parameters. Additional L-shaped 
tests in particular would be insightful including simplified geometries, scale, wind, and material 
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variations. Flat panel testing is still useful for reach-back to historical tests, validation scenarios, and 
semi-infinite geometry scenarios, but may significantly under-represent the ignition and burning 
potential of more complex geometries. Including pre-existing exposed edges might also help better 
characterize ignition for a broader range of materials. 

CONCLUSIONS 

Major findings of this study of ignition from high incident heat fluxes include:  

• Sustained ignition appears to be augmented for L-shaped and irregular geometries. Two 
different chairs exhibited long-term sustained burning in the solar tower tests with long-term 
flames localized to the internal cavity regions and edges. Irregular shapes like plant material 
(needles, trees, shrubs, grasses) also exhibited prolonged sustained burning.  

• Circular geometries (tires and plastic trash cans) were not as prone to sustained ignition as 
irregular and L-shaped geometries.  

• Flat geometries are more heavily tested historically, but may be poorly representative of more 
practical (complex) geometries with respect to sustained ignition.  

• Flat geometries tend not to exhibit sustained ignition unless they develop (via burn-through) or 
include exposed irradiated edges. 

We consequently recommend increasing the experimental focus on non-planar samples and samples 
with edges in subsequent testing to better capture the ignitability of a broader range of materials and 
configurations. 
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ABSTRACT 

UV-based grafting processes are appropriate tools to improve the surface properties of textile materials 
without changing the bulk. Based on our previous investigations on the photochemical immobilization of 
vinyl phosphonic acid, here, a new photochemical method for a permanent flame retardant finishing of 
textiles is described using allyl-modified linear polyphosphazenes and derivatives. Exemplarily, we show 
results on the flame-retardant finishing of cotton and cotton/PET blends with allyl polyphosphazene. We 
used the terminal allyl group for the photo-induced coupling of allyl polyphosphazene on textile 
substrates. Using our UV technology 20 to 40 weight percent of the functionalized polyphosphazenes can 
be fixed covalently to different textile substrates. We observed a slight decrease of the fixed 
polyphosphazene amount after the first washing cycle indicating the removal of non-bonded molecules. 
After this initial washing step the add-on is stable. Even after six laundering cycles the modified material 
withstands various standardized flammability tests. In summary, photochemical treatments allow the 
permanent surface modification of natural and synthetic fibers by irradiating with UV light in the 
presence of reactive media. We have successfully demonstrated that these procedures are appropriate for 
the fixation of flame retardants as well. Polyphosphazene modified textiles show high levels of flame 
retardant performance even after several textile laundering cycles. 

KEYWORDS: Textiles, cotton, polyester, polyphosphazenes, flame retardant finishing. 

INTRODUCTION 

Textiles made of natural and synthetic polymers such as cotton (CO), polyester (PET) or polyamide 
(PA) are omnipresent in our day-to-day life. Besides apparel, typical in-door applications are 
curtains, carpets, bedding or upholstered furniture. Because of their high flammability, these 
materials represent a potential hazard for goods and life [1]. To achieve flame retardant textiles, the 
polymers are usually blended or finished with inorganic salts (e.g. nontoxic aluminum or 
magnesium hydroxide), organohalogens (e.g. chloroparaffins, bromobiphenylether and 
bromobisphenols) or formaldehyde-based flame retardants [1-4]. Because of their high toxicity the 
political pressure is growing steadily to replace halogen- and formaldehyde-based flame retardants 
[5, 6]. Due to the fact that conventional organohalogen-based flame retardants are getting banned 
more and more, several halogen-free substitutes have been developed, e.g., polyphosphates, organic 
phosphates or nitrogen compounds [7]. In this context nitrogen and phosphorus-containing 
chemicals are especially interesting, because of their P-N synergistic effect in flame retardant 
applications. However, their low stability with regard to washing and mechanical abrasion is 
limiting their applicability [8, 9]. Furthermore, an increasing amount of organo-phosphorus 
derivates from flame retardants are found in the environment and even in human tissue. Some of 
these substances have a potential hormone like effect. Thus, alternative products that combine 
safety, high flame retardant properties and the possibility to fix them permanently to the textile 
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matrix are still desirable. One new approach to achieve flame retardant textiles is the use of layer-
by-layer coatings, e.g., the combination of cationic polyelectrolytes such as polyallylamine, chitosan 
or polyethylenimine with anionic nano-clays, polyphosphates or DNA. Other strategies are based on 
sol-gel chemistry, carbon nanotubes, polycarboxylic acid, casein coating and photo- or plasma-
grafting. More information on textile flame retardants are given in different reviews [10, 11] and 
books [2, 6-8].  

Now, we have identified polyphosphazenes (PPZ) as another promising group of halogen-free flame 
retardant materials for textile applications. Polyphosphazenes can be divided into different polymer 
types: linear polyphosphazenes and polymers with cylcophosphazene units (back bone or side 
chain) [12]. These materials exhibit high limiting oxygen indices [13, 14] and improve the flame 
retardant properties of polymer blends significantly [14]. Technically, polyphosphazenes are used, 
e.g. in hydrocarbon insoluble O-rings, biomedical applications, as bio-inert or bio-compatible 
coatings or in fuel cell membranes. A small number of textile finishings based on polyphosphazenes 
are already described. Shukal and Arya showed that poly(fluorophosphazene) in combination with 
organo-bromine compounds improve the flame retardant properties of PET, while it is still unclear 
if the effect depends on the bromine-containing compounds or the polyphosphazene [15]. Other 
textile application for polyphosphazenes as finishing agents, textile polymer blending or in a 
polyurea coating are described in patents. Even fully inorganic polyphosphazenes such as 
(poly)aminophosphazene, phospham, phosphorus oxynitride and cylcophosphazenes have been used 
as flame retardants. While these examples demonstrating the general usefulness of 
polyphosphazenes as flame retardants, no commercial textile PPZ-based finishing is available. The 
main reasons for this are the lack of polyphosphazenes with appropriate anchor groups for the 
durable fixation on the fiber surface and suitable process technologies. Because of our experience in 
the field of photo-initiated reactions for the surface functionalization of textile substrates [16-19], 
our goal was to develop a flame retardant linear polyphosphazene with sufficient side-chain 
functionalities, that allow photochemical covalent bonding to typical textile materials, e.g. cotton 
and cotton/polyester blends. 

Generally, polyphosphazenes can be synthesized by different synthetic routes [20]. The most 
common route is the high temperature ring opening polymerization of the cyclic trimer 
hexachlorophosphazene in a sealed glass tube developed by Allcock et al. A solvent-based synthesis 
was developed by the group of Magill [21] that produces polymers with up to 15,000 monomer 
units. The substitution of the chlorine atoms by, e.g., alkoxy, phenoxy, amino, fluoroalkoxy groups 
or even mixtures of them results in chemically and thermally stable species [13, 20]. Due to the 
huge variety of possible side-chain functionalities, the properties of polyphosphazene derivatives 
can be varied easily, e.g., from water-soluble to highly hydrophobic polymers [22].  

EXPERIMENTAL 

Textiles and chemicals 

Table 1 summarizes the used textiles. Hexachlorotriphosphazene was obtained from Eurolabs 
Limited (United Kingdom) and allyl alcohol (≥ 99%) from Merck (Germany). Sulfamic acid (≥ 
99.3%), calcium sulfate (CaSO4 × 2 H2O, ≥ 98%) and tetrahydrofuran (THF ≥ 99.9%) were 
obtained from Carl Roth (Germany). 1,2,4-trichlorobenzene (≥ 99%), sodium hydride (55-65%, 
moistened with oil) and acetylacetone (≥ 99%) were obtained from Sigma-Aldrich (USA). 

Instrumentation 

Table 2 summarizes the used instruments. 
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Table 1. Textiles used 

Textile Composition 
[%] 

Textile construction Mass per unit area 
[g/m2] 

Supplier 

CO white 100 twill 3/1 230 CHT R. Beitlich GmbH 
(Germany) 

CO/PET 
orange 

50/50 warp satin 4/1 340 Huntsman Textile Effects 
GmbH (Germany) 

CO/PET 
camouflage 

50/50 twill 2/1 core PET/shell 
CO 

170 Bluecher GmbH 
(Germany) 

Table 2. Instruments used 

Instrument Analytical method/method/remarks Supplier 

DSC Q20 differential scanning calorimetry (DSC), 
under 50 mL/min N2, heating rate 10 K/min 

TA Instruments (USA) 

Bruker DMX300 NMR spectroscopy, 1H, 13C, 31P Bruker (USA) 

SEM S-3400 N II Scanning electron microscopy (SEM) Hitachi High-Technologies 
Europe 

X-Max 50 mm² 
SDD Detector 

Energy disperse x-ray (EDX) Oxford Instruments (UK) 

HPV-E2, H emitter, 
Type 100 - 200 

Ultraviolet A (UVA) print system lamp with 
dichroitic reflector for IR reduction, power 200 W/cm 

Hoenle UV Technology 
(Germany) 

linitester Washing test Atlas Material Testing 
Technology (Germany) 

Nu-Martindale Abrasion test James H. Heal & Co. (UK) 

Varian 720-ES 
spectrometer 

Inductively coupled plasma optical emission spectra 
(ICP/OES) 

Varian (Germany) 

MarsXpress 
instrument 

Microwave digestion CEM (Germany) 

Synthesis and characterization of allyl-oxy-polyphosphazene (PPZ) 

Freshly sublimated hexachlorotriphosphazene (40 g), sulfamic acid (170 mg) and CaSO4 x 2 H2O 
(150 mg) were dissolved in 32 mL 1,2,4-trichlorobenzene under a nitrogen atmosphere and heated 
to 210 °C for 45-60 min. At the end of the reaction, a strong increase of the viscosity can be 
observed. The chloropolyphopshazene was precipitated by the addition of dry petroleum ether and 
the solids were washed twice with petroleum ether. The obtained polymer was dissolved in 100 mL 
THF. The concentration of the solution was determined by evaporating an aliquot and weighting of 
the residue. Afterwards, a freshly prepared sodium allyl alcoholate solution (4 eq. allyl alcohol with 
1.25 eq. NaH in 50 ml THF) was added. The reaction mixture was rigorously stirred for 4 h at room 
temperature (RT), then refluxed for 6 h. The PPZ was precipitated by the addition of water. 1H 
NMR (300 MHz, THF-d8): δ 5.93 (ddt, J = 17.2, 10.4, 5.1 Hz, 1H), 5.29 (dd, J = 17.2, 1.8 Hz, 1H), 
5.05 (dd, J = 10.4, 1.7 Hz, 1H), 4.48 (d, J = 5.5 Hz, 2H). 13C{1H} NMR (75 MHz, THF-d8) δ 135.8, 
116.0, 30.7. 31P NMR (122 MHz, THF-d8): δ –7.71. IR (ATR): 802 (P-O-C), 864, 923, 991, 1024 
(P-N-backbone), 1101 (P-O-R), 1232 (P=N-backbone), 1423 (P-O-C), 1458 and 1647 (C=C), 2854 
(C-H, sp3), 2924 (C-H, sp3), 3016 (C-H, sp2), 3076 (C-H, sp2) cm-1. DSC (10 K/min, N2 (50 
mL/min)): TG 180 °C, TDecomp 282 °C.  
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Fabric UV treatment and characterization of the fixed PPZ 

PPZ was dissolved in acetylacetone (25 wt%). The fabrics were wetted with 1 mL/g textile of the 
PPZ solution. The fabrics were irradiated single-sided for 10 min under an argon atmosphere. The 
distance between the light source and the sample was 20 cm. Subsequently, each sample was 
washed once in a textile linitester to remove non-bonded PPZ, afterwards dried at RT and weighed. 
In order to determine the phosphor content of the textiles quantitatively, 0.4 g were digested with 
8.0 mL HNO3 (65%) in a microwave digester at 180 °C. After digestion, the samples were diluted to 
25 mL with water and measured by ICP-OES. The error of the phosphorus determination is less 
than 5%.  

Washing resistance and abrasion test 

In order to evaluate the washing fastness of the modified textiles, the materials were washed up to 
six times in a linitester according to EN ISO 105-C06 (liquor volume 150 ml, liquor ratio 1:80, ECE 
detergent 4.0 g/l, 30 min, 40 °C). The samples were then dried at room temperature and weighed. 
To investigate the fastness against mechanical stress, the modified textiles were subjected to 5,000, 
10,000 or 50,000 abrasion cycles with a pressure of 9 kPa in a Martindale apparatus (abrasion test). 
Afterwards the samples were weighted. For the test an inverted Martindale setup has been used to 
get samples of at least 5 cm × 10 cm for a flammability test. The sample size was 140 mm diameter 
and the abrasive cloth (Martindale SM 25 (ISO 12947-1)) 40 mm diameter, with an abrasive 
exposed area of 110 mm diameter. 

Evaluation of the flame retarding properties 

All flame retardant and LOI measurements were carried out after at least one washing cycle. The 
flame retardant properties were measured according to DIN EN ISO 15025 (protective clothing - 
protection against heat and flame - method of test for limited flame spread), with a reduced sample 
size of 5 cm × 10 cm and a Proxxon lighter (combustion gas butane). In addition, selected samples 
were tested externally by Staatliches Pruefamt fuer das Textilgewerbe - University of Applied 
Science Hof (Germany) according to DIN EN ISO 4589-2 (limiting oxygen index, LOI, 0.5% 
steps), DIN 75200, DIN EN ISO 15025 and EN ISO 11925-2. 

RESULTS AND DISCUSSION 

Synthesis of allyl-oxy-polyphosphazene (PPZ) 

PPZ was successfully synthesized by ring-opening polymerization of cyclic 
hexachlorotriphosphazene and subsequent nucleophilic substitution of the chlorine atoms by allyl 
alcoholate as shown in Fig. 1. The material is well soluble in acetylacetone. 

  

(a)    (b) 

Fig. 1. Allyl-oxy-polyphosphazene. (a) Synthesis, (b) after heating to 600 °C. 
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The 31P NMR spectrum exhibits one singulett at -7.61 ppm, which indicates the presence of a non-
crosslinked polymer with a typical chemical shift for a polyphosphazene. In addition, the 1H NMR 
spectrum exhibits the typical signals for an allyl group. This correlates with the IR bands at 
1232 cm-1 (P=N band) and at 1024 cm-1 (P-N band), which are characteristic bands for the 
polymeric backbone. The band at 1101 cm-1 represents the signal for the P-O-C ether. To achieve 
flame retardant properties, the flame retardant should have a decomposition temperature lower then 
the textile. Using DSC, we found a sharp exothermic degradation peak at 282 °C. When heating 
PPZ up to 600 °C the polymeric material shows an intumescent behavior. The foam-formation is 
shown in Fig. 1. In the case of fire the foam layer can act as a heat barrier.  

Photochemical bonding of PPZ to textile materials 

For our studies, we chose three different kinds of fabrics, one cotton fabric and two CO/PET blends 
(both 50/50 mixtures) used in common textile applications (e.g., clothing incl. protective clothing, 
car interior and furniture), where an improvement of the flame retardant properties is highly desired. 
The CO/PET blends differ in their fabric construction. The orange fabric is a warp satin woven 
material with one CO and one PET side. The second fabric (camouflage) consists of a PET core 
yarn with CO in the shell.  

Beside phosphorus and nitrogen, which are responsible for the flame retardant properties of 
polyphosphazenes, our PPZ contains allyl groups, which are suitable for photo-induced grafting and 
cross-linking/homopolymerization. After wetting the textiles with a PPZ solution the materials were 
irradiated by a broadband-UV lamp under an argon atmosphere. Before characterization, the 
materials were washed once to remove non-bonded compounds. The PPZ-modified textiles were 
characterized by gravimetric measurements and SEM in combination with EDX for surface 
morphology and composition. Total phosphorus content was measured by ICP-OES after digestion. 
Table 3 summarizes the results. After the first washing step a high add-on of PPZ between 20 and 
40 wt% was determined by gravimetry. An average weight loss after one washing step in the range 
of only 2–3% proofs the general efficiency of our photo-induced immobilization method. The 
phosphorus content found by ICP-OES is close to the calculated P content obtained by gravimetry. 
The surface P determined by EDX is between 18.5 and 22.5 wt%, which correlates with the mass 
fraction of P in the PPZ. Therefore, the layer thickness of immobilized PPZ must be higher than the 
information depth of the used EDX technology - thus at least 1.0 µm. The measured phosphorus 
contents (about 4 wt%) are higher than the recommended value for flame retardant properties (> 1.5 
wt%).  

Table 3. Summary of calculated and measured values for the P content of PPZ modified textiles 

Textile Add-on [wt%] P calculated from 
add-on [wt%] 

P measureda 
[wt%] 

P surfaceb 
[wt%] 

CO white 40.8 5.7 4.9 18.8 

CO/PET orange 22.3 3.6 3.1 18.5 

CO/PET camouflage 32.8 4.8 4.2 22.7 

a Measured quantitatively by ICP-OES. 
b Measured qualitatively by EDX. 

Accordingly, flame retardant properties for the PPZ finished textiles can be expected. SEM 
micrographs (Fig. 2) show a film deposition of PPZ on the textile´s surface. As a consequence the 
corresponding ATR-FT-IR spectra of the textiles (Fig. 3) changes completely to the IR signals of 
pure PPZ; only the strong substrate signals like the carbonyl band of the PET part of the blends or 
the OH-signal of CO are weakly left. Taking the high add-on and the corresponding thickness of the 
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PPZ layer into account we assume that the PPZ is mainly bound by photo-induced 
homopolymerization between PPZ polymer chains yielding a stable film surrounding the fiber. 

  

(a)    (b) 

Fig. 2. SEM micrographs of cotton fibers before (a) and after PPZ finishing (b). 

 
Fig. 3. ATR-IR-spectra of cotton/polyester blends and cotton fabrics before and after PPZ finishing in 

comparison to pure PPZ. 

Flame retardant properties 

In order to evaluate the flame retardant properties of the textiles, various methods were used. By 
measuring the limiting oxygen index (LOI) the minimum amount of oxygen in a mixture of oxygen 
and nitrogen is determined that is required to keep an ignited polymer burning. Normally, an 
increased LOI is accompanied by a lower ignitability and, therefore, improved flame retardant 
properties. For different textile applications different flammability testing standards exist. Here, we 
choose three methods. In the first test, the burning speed of a horizontal sample is measured, this 
test is described in DIN 75200 and is essential for textiles used in car interiors. DIN EN ISO 15025 
represents a test for protective clothing. In addition, the test EN ISO 11925-2 was carried out to 
achieve the classification „normal flammability” according to DIN 4102-1 class B2 or EN ISO 
13501-1 class E for building materials. Because of the vertical edge ignition applied in this test, the 
conditions are highly ambitious for textiles.  

Table 4 summarizes the results of the various burning tests and the corresponding LOI 
measurements. Compared to the untreated materials, the LOI of the PPZ-finished textiles increases 
by 5-8%, which provides a first indication for a reduced flammability. During the horizontal 
burning test (DIN 75200), the untreated fabrics burn completely down with burn rates of 60-120 
mm/min. In contrast, both modified CO/PET blends are self-extinguishing after the removal of the 
flame. In the case of modified CO, an acceleration of the burning was observed, however, the char 
yield is raised due to a significant carbonization of the material. By changing to a vertical flame test 
(DIN EN 15025), with a 10 s flame contact at the surface, the untreated materials burn down again 
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completely. In contrast, the PPZ-modified cotton and the CO/PET orange blend do not keep burning 
after the removal of the flame and no afterglowing was observed.  

Table 4. Results of the LOI measurements and the standardized burning tests on PPZ-modified textiles 

Textile CO white CO/PET orange CO/PET camouflage 

LOI 

Untreated 17.5 - 18.0 18.5 - 19.0 16.5 - 17.0 

PPZ 23.0 - 23.5 26.5 - 27.0 24.0 - 24.5 

DIN 75200 

Burning rate [mm/min] 142 0 0 

Comment carbonization - - 

Test passed no yes yes 

Burning behavior of 
untreated material 

burns down,                 
98 mm/min 

burns down,           
59 mm/min 

burns down,          
119 mm/min 

DIN EN ISO 15025 

Flame reaches upper or 
lateral edge no no yes 

Afterflame time [s] 0 0 20 

Afterglow beyond flame 
area 

no no no 

Afterglow [s] 0 0 0 

Appearance of particles no no no 

Burning particles no no no 

Hole formation yes no no 

Comment - - extinguishes almost 

Test passed yes yes no 

Burning behavior of 
untreated material 

burns down within  
8 s 

burns down within 
22 s 

burns down within 
11 s 

EN ISO 11925-2 

Reaching the test mark 7 s 5 s 4 s 

Max. flame height > 25 cm > 25 cm > 25 cm 

Moment of max. flame 
height 12 s 12 s 10 s 

Self-extinguished 0 s 0 s 5 s 

Dripping no no no 

Test passed no no no 

burning behavior of 
untreated material 

burns down, 
test mark 5 s 

burns down,  
test mark 6 s 

burns down,  
test mark 4 s  

 

Finally, the three textile materials were subjected to a fire test with a 15 s vertical edge flame 
impingement test. All PPZ-modified textiles do not pass the test requirements, because the flame 
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reaches the upper test mark during impingement. However, a significant flame retardant behavior 
was observed. In contrast to the untreated materials, all PPZ-modified samples are self-
extinguishing after the removal of the flame. Figure 4 illustrates the strong improvement of the 
flame retardant properties off PPZ-finished textiles compared to the blank substrates. 

 

                        (a1)                  (a2)                (b1)                (b2)                  (c1)                  (c2) 

Fig. 4. Blank (1) and PPZ-finished (2) textiles after the 15 s vertical flame test (EN ISO 11925-2). The test 
mark of 150 mm is visible as blue line on the fabric. (a) CO white, (b) CO/PET orange, (c) CO/PET 

camouflage. 

Investigations on the permanence of the polyphosphazene finishing towards washing and 
abrasion 

To evaluate the stability (fastness) of the PPZ modification, samples were subjected to several 
washing cycles and rigorous abrasive tests. Afterwards, the flame retarding properties were 
investigated according to the modified DIN EN ISO 15025 conditions. Figure 5 summarizes the 
add-on of the PPZ-layer on the orange CO/PET textile after different washing cycles. After the first 
washing cycle, non-covalently bonded PPZ was removed, which leads to a significant weight loss of 
nearly 3%. After the following washing cycles, no further weight loss was observed. Moreover, in 
all flame retardant tests, the specimens are self-extinguishing accompanied by a formation of a 
carbonized layer. Although the flame reaches the upper edge after six laundering cycles, a strong 
permanence of the flame retardant effect against washing can be assigned. 

 

Fig. 5. Washing fastness of PPZ-modified CO/PET blend (PPZ-add-on and flammability behavior after six 
washing cycles). 

In addition, the abrasion fastness of the PPZ-modified CO/PET (camouflage) blend was tested. 
After subjecting the textiles to 5,000, 10,000 or 50,000 abrasion cycles in a Martindale tester, the 
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flame retardant properties of the materials did not change significantly. All samples are self-
extinguishing after the removal of the flame. 

CONCLUSIONS 

Polyphosphazenes belong to the class of inorganic polymers. Due to their phosphorus and nitrogen 
backbone, they exhibit excellent flame retardant properties. However, their industrial application in 
textile finishing was as yet limited by the lack of durable fixation strategies for a permanent flame 
retardant effect during the product´s lifetime. We succeeded in bonding a non-combustible and 
strongly foam-forming polyphosphazene derivative by an UV-induced grafting process to cotton 
and cotton/polyester blends in high add-ons up to 40 wt%. SEM imaging proofs the successful 
immobilization, and a total phosphorus content between 3-5 wt% was found. The polyphosphazene 
finishing leads to textiles with higher LOI. The textiles exhibit improved flame retardant properties 
and pass several standardized flammability tests such as standards for protective clothing and 
automotive textiles. The charred layer acts as a thermal isolating barrier layer and protects the 
underlying material. The permanence of the finishing was proven by washing and abrasion tests. 
The most essential results of PPZ-modified cotton and cotton/polyester blends are summarized in 
Table 5.  

Table 5. Results of the LOI measurements and the standardized burning tests on PPZ-modified textiles 
(– = failed/no improvement, (+) = failed, but significant flame retardant effect, + = passed/strong 

improvement) 

Test CO whitea CO/PET orangea CO/PET camouflagea 

LOIb + + + 

DIN 75200 - + + 

DIN EN ISO 15025 + + (+) 

EN ISO 11925-2 (+) (+) (+) 

Washing fastnessc + + + 

Abrasion fastnessc + + + 
 a – = failed/no improvement, (+) = failed, but significant flame retardant effect, + = passed/strong 
 improvement. 
 bafter one laundering cycle 
 cmodified DIN EN ISO 15025 procedure. 

In consideration of these excellent results, we state that functional polyphosphazenes could be a new 
class of permanent and halogen-free flame retardant agents for textile applications in the near future. 
However, competitive and commercial products for the textile industry have to be water-based 
(water-soluble or at least water-dispersible). Therefore, a future focus will be the synthesis of 
innovative polyphosphazenes, which combine functional side groups for a permanent attachment 
and hydrophilic side groups for an improved solubility in aqueous systems. 
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ABSTRACT 

Fireproofing properties of charring intumescent materials are determined by the formation of the 
carbonaceous porous layer, which is generated as a result of thermolytic synthesis. The layer has low 
thermal conductivity, and it shields the construction from the external heat flux. Char-forming coatings 
have been used for passive fire protection for more than 50 years. However, the existing technologies of 
creating new intumescent compositions are still fully empirical, and the problem of ensuring optimal 
combination of material properties has not been resolved yet. This implies the need in an in-depth 
understanding of the thermolysis mechanism that controls the performance of the coating in fire 
conditions.  

The primary objective of this work is to identify the main chemical reactions occurring in the thermolytic 
synthesis of the intumescent carbonaceous layer. The intumescent coatings were exposed to annealing in 
a furnace and thereby produced carbonaceous samples were studied by chromatography-mass 
spectrometry and IR spectroscopy. TGA-DSC thermal analysis of the virgin samples of the intumescent 
coatings has also been undertaken. It has been established that in the thermolytic synthesis the melamine 
forms three-dimensional polymer-oligomeric structures with aldehydes. In its turn, the aldehydes are 
produced by the pentaerythritol decomposition catalyzed by ammonium polyphosphate and titanium 
dioxide. It is also shown that the role of the ammonium polyphosphate is two-fold. First, it generates 
ammonia gas, which facilitates swelling. Second, it serves as a blocking catalyst in hardening of the 
ammonia-aldehyde porous char produced by the resin. As a result, the heat-resistant layer of graphite-like 
carbon nitride (g-C3N4) forms. It consists of condensed nitrogenous fragments incorporated into a 
graphene π-linking system inlaid with refractory inorganic compounds such as titanium pyrophosphate. 
The above mechanism is expected to be useful to enhance the efficiency of porous char formation by new 
intumescent coatings. 

KEYWORDS: fireproofing, intumescent coatings, thermolysis, chromatography, mass spectrometry, 
IR spectroscopy. 

INTRODUCTION 

The paper overviews a sequence of physico-chemical transformations of swelling multi-component 
systems in the process of their annealing and the way how those systems act as fireproofing 
materials. Experimental data made it possible to establish the concept of thermolytic synthesis of 
polymer-oligomeric structure of a charred layer and roles of ingredients in an intumescent process. 

An intumescent composition must be prepared according to strict recipes in order to maintain its 
fireproofing efficiency. Intumescent components which perform in the best way have been already 
established [1-3] and thus intumescent compounds have proven themselves as an effective method 
of ensuring fire protection. However, there are several studies in which traditional intumescent 
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components are replaced by their functional analogs [4-6]. We have conducted the experiment to 
replace one of the intumescent components by its analog. Coatings formed by such compositions 
were exposed to annealing (at 600 °C) in a furnace and after that the volumes of the charred layers 
were compared. Results represented in Table 1 show that pentaerythritol is an indispensable 
component of intumescent systems since the coating formed from the composition without 
pentaerythritol loses its fireproofing properties. Also, replacing melamine and ammonium 
polyphosphate with their «functional analogs» leads to degradation of swelling ability and 
deterioration of fireproofing properties of the intumescent materials [7]. 

Table 1. Results of basic intumescent component replacement 

№ of sample The replaced component The substitutional component Swelling coefficient 

Initial – – 47 

1 Pentaerythritol Galactose – 

2 Pentaerythritol D-Fructose – 

3 Melamine Urea 13 

4 Ammonium polyphosphate Potassium phosphate 15 

 
According to the theory, an intumescent composition forms ester resins as a result of heating, and 
these resins get swelled by the gaseous products [8-12]. However, this becomes incorrect at the 
technology level. That is why we aim to reconsider and clarify the char-forming process. 

METHODS 

To understand the interactions between the basic components of intumescent compositions during 
heating, the thermal analysis was conducted of the basic components and the melamine-
pentaerythritol binary mixture using Derivatograph Q-1500D (J. Paulik, P. Paulik, I.Erdey, MOM, 
Hungary). The measurements were performed in air, at the constant heating rate of 20 С̊/min. The 
sample mass was 50 mg. Aluminium oxide was used as the reference substance. The thermal 
analysis included differential thermal analysis (DTA) and thermogravimetric analysis (TG). 

To identify the products formed in material decomposition, the charring samples were studied by 
chromatography-mass spectrometry. The study included two steps, manufacturing and annealing the 
samples with the compositions shown in Table 2, followed by the chromatography-mass 
spectrometry of the samples extracted from the carbonaceous residue. 

Table 2. Recipe of the intumescent composition 

Components Quantity, mass. particles 

Aqueous dispersion of vinyl acetate with ethanol 23 

Ammonium polyphosphate 27 

Melamine 9 

Pentaerythritol 11 

Dicyandiamide 2 

Titanium dioxide 5 

Water 23 
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Results are represented by chromatograms of mixtures separated from hexane, benzene, methyl 
chloride, acetone, ethanol and acetic acid fractions of carbonaceous samples formed from 
intumescent compositions which were exposed to annealing in a furnace for 10 min at 200, 300, 
400, and 500 °C. 

Chromatography-mass spectrometry was conducted using the gas chromatograph Agilent 6890 and 
the interface with the high-molecular mass-selective detector Agilent 5973N. Chromatograph 
included quartz capillary (30 m length, 0.25 mm diameter) column modified by HP-5MS phase. 
Helium was used as the carrier gas flow at the flow rate of 1 ml/min. The evaporator temperature 
was 320 °C. The sample temperature increased from 100 to 300 °C at the rate of 6 °C/min. The 
voltage of the ionizing source was 70 eV. A full ionic current regime was used. The individual 
substances were identified using the NIST library. 

The carbonaceous sample made by annealing the intumescent coating in the furnace at 500 °C was 
also investigated by IR spectroscopy. 

Thermolytic synthesis of swollen resin was conducted using the mixture of melamine and 
pentaerythritol located at the molten ammonium polyphosphate surface. The melamine and 
pentaerythritol (in 1:1 proportion) were mixed and adjusted to the mass of ammonium 
polyphosphate. This mixture was then annealed in the furnace at 350 °C. 

RESULTS 

Results of thermal analysis of basic intumescent components and of melamine-pentaerythritol 
binary mixture are presented in Fig. 1. 

  
                                        (a)                                                                      (b) 

  

                                        (c)                                                                      (d) 

Fig. 1. Results of thermal analysis: (а) DTA (1) and TG (2) curves of ammonium polyphophate; (b) DTA (1) 
and TG (2) curves of pentaerythritol; (c) DTA (1) and TG (2) curves of melamine; (d) DTA (1) and TG (2) 

curves of melamine-pentaerythritol binary mixture. Horizontal axis is temperature (̊C), vertical axis is ∆H (kJ) 
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It is known that intensive pentaerythritol decomposition begins at 190 ̊-220 °C and stops at 265 °C 
[13]. According to DTA, ammonium polyphosphate reacts with pentaerythritol at 300 °C. However, 
at that instant pentaerythritol is already decomposed and, at the same time, there is melamine which 
can «accept» aldehydes formed from pentaerythritol. DTA of binary mixture including melamine 
and pentaerythritol shows that the mass loss starts at about 240 °C and nearly stops at 360 °C. It 
should be mentioned that, according to the theory, melamine serves as the gas-forming agent and 
therefore the mass loss should significantly increase at a temperature above 350 °C [14-16]. 
However, it does not happen because melamine binds aldehydes thereby forming the polymer-
oligomeric resins [17, 18]. At 300 °C, melamine-pentaerythritol mixture mass loss is almost 100%. 
At that temperature, amino-aldehyde resin and the intumescent material are produced. 

Activation energies shown in Table 3 indicate the possible interaction between pentaerythritol and 
melamine. During the intumescent process, ammonium polyphosphate is expected to preferably 
react with melamine, rather than with pentaerythritol. Products of these reactions were detected in 
the intumescent samples as shown below. Results of chromatography-mass spectrometry are 
presented in Table 4. 

Table 3. The results of thermal analysis of intumescent components and their mixtures 

Sample Т5%*, °С Т10%, °С Т20%, °С Еа, kJ/mol 

Melamine 320 342 355 129 

Ammonium polyphosphate 306 343 416 128 

Pentaerythritol 265 285 303 96 

Melamine – pentaerythritol 281 296 302 98 

*Т5% – value of temperature related to the percent of weight loss according to TG 

Table 4. Substances detected in a carbonaceous sample by chromatography-mass spectrometry 

Temperaure of coating thermolysis, °С 200 300 400 500 
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At the annealing temperatures listed above, the acetic acid was detected in hexane. Initially, it forms 
as a result of binding polymer destructive saponification to 250 °C, and at higher temperatures – 
when pentaerythritol decays wherein it's an oxidized acetaldehyde. Also another acetaldehyde's 
form was detected at all temperatures; in particular it's an acetic acid's ammonolysis product – N,N-
dimethylacetamide which subsequently can take part in cyclization reactions as a reagent or as a 
catalyst. 

Melamine phosphate (Fig. 2) which was detected in acetic acid extract of a carbonaceous sample 
made at 400 °C serves as a proof for our hypothesis about the role of melamine: it does not act as a 
porophore in intumescent process and does not decay with releasing of NH3, H2O and CO; instead 
its structure does not change and it can react and release gases mentioned above as by-products. As 
soon as phosphoric acids form, as a result of ammonium polyphosphate decay (at 350 °C), they get 
an ability to react with free melamine's NH2-groups and form salts. 

 

Fig. 2. Mass-fragmetogram of melamine' solid form in acetic acid extract of a sample made at 400°C; y-line is 
abundance (mV), x-line is m/z. 

 

Fig. 3. Mass-fragmetogram of pentaerythritol in acetic acid extract of a sample made at 300 °C; y-line is 
abundance (mV), x-line is m/z. 

Spectrograms (Fig. 3) show that there is pentaerythritol in its initial form in acetic acid extracts of 
carbonaceous samples made at 300 °C. It was not detected in samples at higher temperatures, which 
means that pentaerythritol decayed. Efforts which were made to prove pentaerythritol's ability to 
form ethers at temperatures below its melting point (215 °C) are inefficient, if a reaction does not 
occur in a liquid phase. As pentaerythtritol is produced by the method of aldol condensation of 
formaldehyde with acetaldehyde and alkali as a catalyst, in appropriate topochemical conditions 
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(catalyst and high temperature) there will occur an opposite process – decay with releasing water, 
initial aldehydes and/or products of their condensation. 

Results of IR spectroscopy of carbonaceous sample made at 500 °C are presented on Fig. 4. A group 
of bands represented on a spectra at the interval 2882-3000 cm-1 is caused by C-H bond vibrations 
in carbonaceous structure; doublet 3164-3120 is caused by –NH2 vibrations. The spectroscopy band 
at 1631 cm-1 is related to C=N bond vibrations which are possibly an azomethine bond typical for 
products of amines and aldehydes interactions. There are evidences of amide groups existing at 
1404 cm-1. Groups –C-N-H are presented by bands at 988 cm-1. A band at 1007 cm-1 represents a 
phosphate ion. An intensive wide band at 1240 cm-1 represents P-O bond vibrations; P=O bond is 
possibly shielded. Also the group O-P-O is detected at 489 cm-1. Thus IR spectroscopy allowed to 
detect functional groups and molecules of substances which were detected by chromatography-mass 
spectrometry before. 

 
Fig. 4. IR spectra of the carbonaceous sample; y-line is absorption, x-line is wavenumber (cm-1). 

In conclusion, there are results of thermolytic synthesis of swollen resin. As the system was exposed 
to annealing in a furnace at >350 °C, the forming and swelling of sand-colored resin were detected 
(Fig. 5, Fig. 6b). A sensitive test of releasing gases by resorcinol dissolved in water has shown the 
presence of aldehydes in those gases. A swelling coefficient of resin is close to such of a charred 
layer made from melamine - pentaerythritol - ammonium polyphosphate (3:1:1) mixture whereas a 
mixture of pentaerythritol and ammonium polyphosphate did not form a resin (Fig. 6а). 

DISCUSSION 

Previous studies show that melamine resins start decaying at above 350 °C [19, 20]. Melamine 
phosphate in its turn has higher thermostability and remains the same until 386 °C which was 
proven above by chromatography-mass spectrometry. 

Melamine and its different forms can react with acetic acid and dimethylacetamide forming 
nitrogenous polycyclic substances. The latter can also be formed in the following way. Acetonitrile 
and aminoacetonitrile are formed as a result of dehydration of acetamide under the influence of 
phosphorus oxide and as a result of acetic ammonolysis of acid in excess of ammonia. Acetonitrile 
and aminoacetonitrile can then react with formamide (at 250 °C) and form 4,5-diaminopyrimidine. 
The latter cyclizates and forms purine and similar substances such as glycosylamines, adenosine and 
guanosine which are detected in char samples starting from 300 °C. Its molecules include residue of 
purine basis tied with residue of ribose by a nitrogen atom. Ribose forms as a result of 
pentaerythritol restructuring into aldehydes and their self-condensation [21-26]. 
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(a)                                              (b)                                              (c) 
Fig. 5. Synthesis of swollen resin from melamine and pentaerythritol located on molten ammonium 

polyphosphate surface: (a) ammonium polyphosphate melting; (b) adjusting the mixture of melamine and 
pentaerythritol to molten solid ammonium polyphosphate; (c) a swollen resin formed as a result of heating. 

  

(a)                                                (b) 
Fig. 6. Presentation of binary mixtures exposed to annealing in comparison with the primal sample (on the 
background): (a) pentaerythritol + ammonium polyphosphate (no swelling); (b) pentaerythritol + melamine 

(thermolytic synthesis of a resin). 

Dicyandiamide and urea are known to be the typical ingredients for melamine synthesis [27, 28]. 
By-products in melamine synthesis are NH3, H2O and carbon oxides, just like in intumescent 
process. For the intumescent compositions, which include dicyandiamide and urea, and do not 
include melamine, it is possible that formation of char will still follow the synthesis of melamine or 
another nitrogen-containing heterocyclic substances and their reaction with aldehydes which will 
result in formation of spatially cross-linked resins. 

Our experimental data show that, during an intumescent process, the melamine forms the three-
dimensional polymer-oligomeric structures with aldehydes, which, in its turn, form as the 
pentaerythritol decays. If these structures are not clearly three-dimensional (with NH2-groups 
incorporated into melamine-aldehyde resins), then the free amino-groups form the compounds 
jointly with the ammonium phosphates, thereby completing formation of the spatial structures. On 
the contrary, previous studies [7, 29] have shown that the ether is formed as a result of heating the 
intumescent composition, followed by partial thermal decay of the ammonium polyphosphate. 

The mechanism of synthesis of carbonaceous layers in thermolysis of intumescent composition 
including melamine, pentaerythritol and ammonium polyphosphate can now be generalized. The 
initial stage of heating includes restructuring of pentaerythritol with titanium dioxide and 
ammonium polyphosphate acting as catalysts. Pentaerythritol decays releasing aldehydes (mainly 
formaldehyde and acetaldehyde); by that time a polymer binder must be decayed. As aldehydes join 
the system, the synthesis of polymer-oligomeric resins (mainly melamine-aldehyde resins) starts. A 
spatial regularity of those resins is maintained by ammonium polyphosphate. Ammonium 
phosphates play another important role: they catalyze dehydration of the polymer binder and capture 
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generated water. Thus, thermo-oxidative decay of the binder decelerates, whereas both 
carbonization and graphitation accelerate, and the original material structure remains unchanged. 
Since the ammonium phosphates act in thermolysis as a source of phosphorous acids, they not only 
tie the melamine-aldehyde structures, but also increase its chemisorption the substrate surface. This 
is essential in fireproofing of metals. Lots of by-products (including ammonia, carbon oxides and 
water) evolve as the resin forms. Gaseous products expand and get the resin swollen and harden. 
Finally, the heat-resistant graphite-like carbon nitride (g-C3N4) forms. It consists of condensed 
nitrogenous fragments incorporated into the graphene π-linking system inlaid with refractory 
inorganic compounds such as titanium pyrophosphate [30, 31]. 

CONCLUSIONS 

The experiments conducted in this work enable reconsidering and clarifying the role of basic 
intumescent compositions ingredients such as melamine, pentaerythritol, and ammonium 
polyphosphate. A concept of thermolytic synthesis of intumescent coatings is suggested. It is shown 
that pentaerythritol decays and generates aldehydes. This process is catalyzed by ammonium 
polyphosphate and titanium dioxide. Melamine and urea react with the aldehydes and form resins 
wherein the by-product gases induce swelling of the resin. Ammonium polyphosphate acts as a 
dehydrating agent and as a catalyst of hardening the structure of the charred layer. 
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ABSTRACT 

Use of highly insulating polyisocyanurate (PIR) based insulation materials enhanced with eco-friendly 
lamellar inorganic fillers contributes to meeting energy performance requirements, environmental 
challenges and cost reduction without undue compromise of the overall building fire safety. This work 
aims to assess the fire behaviour of PIR foams enhanced with lamellar inorganic smart fillers, namely 
Layered Double Hydroxides (LDHs), Expandable Graphite (EG) and Ammonium Polyphosphate (APP). 
The morphology of the foam structure was firstly studied using Optical Microscopy and Field Emission 
Scanning Electron Microscope and subsequently the fire reaction properties and thermal stability of foam 
samples enhanced with different types of lamellar inorganic smart fillers were evaluated using cone 
calorimeter (CC) and thermogravimetric analysis (TGA). TGA results indicated that thermal 
decomposition of the neat PIR samples occurs in two distinct stages associated with the degradation of 
the urethane-urea linkages of the hard segment, releasing low calorific capacity products and the 
degradation of polyol derived products with higher calorific capacity than those derived from isocyanate. 
The initial degradation temperature of PIR-layered filler samples decreases compared with neat PIR 
foam, indicating that incorporation of flame retardants decelerates the degradation of PIR foam and as a 
result decreases the thermal stability of PIR foam. The cone calorimeter data showed that the effects of 
LDH alone has limited effect on reducing the heat release rate (HRR) or smoke production rate (SPR) as 
it is only act in the solid phase. With the addition of EG or EG+APP, HRR is further decreased owing to 
the increased char strength as well as the release of non-combustible gases, and simultaneously 
effectively suppress smoke and gases during the combustion process. 

KEYWORDS: Polyisocyanurate insulation, layer doubled hydroxides, expanded graphite, ammonium 
polyphosphate, fire performance, thermogravimetric analysis, cone calorimeter. 

INTRODUCTION 

Modern day energy codes are driving the design and multi-layered configuration of exterior wall 
systems with significant emphasis on achieving high-performance insulation towards improving 
energy performance of building envelopes. Insulation in walls may comprise of either non-
combustible materials such as fiberglass or mineral wool, or frequently encountered a wide range of 
highly insulating combustible foam plastic materials. Most commonly used insulation materials 
include polymers such as extruded polystyrene, expanded polystyrene, polyurethane foam (PUF) 
and polyisocyanurate (PIR) with or without flame retardants [1]. Appropriate use of the above 
materials requires that they meet energy performance requirements, environmental challenges and 
cost reduction without undue compromise of the overall building fire safety. Numerous studies, e.g. 
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[1-3], have established that thermal decomposition of polymeric foams, in both inert and oxygen 
atmospheres, is a complex process consisting of numerous decomposition pathways that strongly 
depend on the reactivity of organic compounds employed in its synthesis. PIR foams are part of the 
polyurethane (PUR) rigid foam family and their main characteristic is that they contain a high 
percentage of cyclic isocyanurate chemical linkages and use of polyester polyol instead of the 
standard polyether polyol used in PURs. PIR are based on the reaction of polycyclotrimerization of 
diisocyanates or isocyanate terminated prepolymers to form triazine-trione ring structured 
isocyanurate rings [4] that, from the thermodynamic point of view, are more thermally stable than 
urethane bonds found in PUR foams as it dissociates at approximately 200 oC as opposed to 350 oC 
for polyisocyanurates [5]. 

To improve the flammability of polymer-based insulation materials, various fire retardants can be 
used. The substitution of commonly used halogen-based flame retardants in polymers for eco-
friendly second-generation “greener” ones such as mineral fillers like Layered Double Hydroxides 
(LDHs) or zirconium phosphate nanocomposites [2, 3], is currently of great interest for increasing 
flame retardancy, thermal stability and smoke suppression by avoiding the release of corrosive and 
toxic volatile compounds from combustion [6]. LDHs consist of synthetics layered compounds 
containing positively charged metal hydroxide layers with charge balancing anions located in 
between. More specifically, LDHs are described by the generic formula [MII

1-xM
III

x(OH)2](A
n-)x/n 

. 

yH2O, where MII is the divalent cation, MIII is the trivalent cation, A is the interlayer anion with n- 
charge, x is the [MIII/(MII+MIII)] metal molar ratio, generally confined between 0.2-0.4 and y is the 
mol of water in the interlayer region [7]. LDHs may be formed with all divalent and trivalent metal 
ions including transition metals, able to do an octahedral coordination with the OH hydroxyl groups 
and are classified as members of the magnesium aluminum hydroxy carbonate hydrotalcite 
(MgAlCO3) supergroup [8].  

The increased fire retardancy by LDHs is observed in both gaseous and solid phases as they develop 
non-flammable gases diluting flammable gases and promoting surface charring.  Their main 
mechanism during thermal degradation is the release of water and carbon dioxide, diluting 
combustion gases, and reducing endothermic decomposition of metal hydroxides. Specifically, this 
latter inorganic-reinforced carbonaceous residue thermally protects the underlying polymer as the 
formation of this residue and slows down the combustion process of PUF [2, 6]. At elevated 
temperatures, LDHs have been shown to release water and go through endothermic decomposition. 
Different authors have recently studied several types and contents of LDH in polymeric-based 
insulation materials [2, 3]. Despite their effectiveness, LDHs have until now limited commercial 
success as fire retardants because of their difficulty to disperse and distribute uniformly in polymers, 
which limits their effectiveness [2]. Whilst most available studies [2, 3, 6] concern the fire 
retardancy effects of LDHs in on PUF, a recent study [9] investigated the potential synergistic effect 
between organically modified nanoclay LDH and flame retardants on PIR nanocomposites. 

Recent studies also revealed that (i) the fire behaviour of PIR [10] and PUR [11] foams improve 
when modified with high Expandable Graphite (EG) contents and (ii) the addition of Ammonium 
Polyphosphate (APP) can further improve total fire behaviour while enhancing residue formation. 
EG is a graphite intercalation compound with a special layered structure of graphite that is found to 
expand when exposed to heat, to up to 100 times, forming a huge insulation layer that enhances the 
fire resistance of the PIR [10]. This formed char layer is characterised by the presence of “worms” 
that are derived during its expansion which is attributed to a redox process between H2SO4, 
intercalated between graphite layers and the graphite itself, producing CO2, H2O and SO2 [12,13]. 
APP has a polyphosphate chain structure and high molecular weight and its efficacy is attributed to 
the increased char formation by a condensed phase reaction [10]. The phosphoric acid generated 
from APP has good synergistic effect with EG towards improving the char morphology [12].  
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The aim of the current work is to assess the fire behaviour and potential synergistic effects of 
lamellar inorganic smart fillers, including LDH, EG and APP, on the flame retardancy of PIR 
foams. The morphology of the foam structure was studied using Optical Microscopy and Field 
Emission Scanning Electron Microscope (FE-SEM) and the fire reaction properties and thermal 
stability of foam samples enhanced with different types of lamellar inorganic smart fillers were 
evaluated using cone calorimeter (CC) and thermogravimetric (TGA) analysis.  

EXPERIMENTAL INVESTIGATION 

Materials 

The PIR samples having a constant isocyanate index (NCO/OH) of 3.0 were produced at Selena Lab 
by high pressure impingement mixing type of foam machinery, operating at constant processing 
parameters. The initial premixing of the main components of the polyol blend including polyol, 
catalysts, stabilizer and methylal blowing agent, of all samples was performed for 2-3 min at 1500 
rpm. This polyol mix was then mixed with the fillers for 5 min at 2500 rpm. The required amount of 
isocyanate, methylene diphenyl diisocyanate (MDI), was finally poured into the mixture and stirring 
was continued for 10 s at the same speed. The average density of the PIR is about 45 kg/m3. 

All the fillers, i.e., Layered Double Hydroxides containing MgAlCO3 (LDH), Expanded Graphite 
(EG) and Ammonium Polyphosphate (APP) were produced at Prolabin and Tefarm SRL. The final 
formulations were prepared at Selena Lab. In total, five formulations were examined, namely neat 
PIR, PIR-2%LDH, PIR-2%LDH+5.1%EG, PIR-2%LDH+5.1%EG+3.6%APP1 (APP with high 
degree of polymerisation) and PIR-2%LDH+5.1%EG+3.6%APP2 (APP with low degree of 
polymerisation). The loadings specified are in % wt. The sample sizes in the cone calorimeter tests 
are 100 mm x 100 mm x 24 mm whereas powders were used in TGA.  

Test methods 

Optical Microscopy at 500 μm was used for the morphological evaluation of the foam structure. 
Images and fluorescence photos were collected using the Avio Zoom V16 Zeiss Stereo and Zoom 
Microscope. Cellular structure of the samples was further evaluated using a LEO 1525 FE-SEM 
(Field Emission Scanning Electron Microscope) at 100 μm to provide elemental identification and 
quantitative composition information.  

The thermal stability was evaluated under Air (reactive) and N2 (inert gas) using a Mettler Toledo 
TGA apparatus. About 10 mg foam sample was placed in an alumina pan with no lid. The heating 
rate was 20 oC/min with a maximum temperature of 1000 oC. The gas flow rate is 150 ml/min. The 
following parameters were determined: initial degradation temperature, T5% (temperature at 5% 
weight loss), the weight, W, at the maximum weight loss rate and corresponding maximum 
temperature, Tmax, for each degradation step and char residue at 1000 oC.  

Cone calorimeter (CC) tests were performed with a Dark Star Research Ltd (UK) apparatus 
according to the ISO 5660-1 [14]. The samples were horizontally placed in a 106 mm x 106 mm x 
26 mm stainless steel metal holder. The interior surface was insulated with 2 sheets of 3 mm high 
temperature vitreous wool Insulfrax® Paper, with a nominal density of 150 kg/m3 and conductivity 
0.098 W/mK at 400 oC, coated with 0.07 mm AT502 30 Micron aluminium foil tape, Category 1 
according to BS 476 Part 6 and 7 [15, 16]. All samples were conditioned before testing according to 
ISO 554 [17] at 23 oC +/-2 oC at 50%+/-5% relative humidity. At least two repeatability tests were 
performed for each specimen tested. The heat flux used was 50 kW/m2. For each formulation, at 
least three tests were conducted to ensure good repeatability. Experimental results include time to 
ignition (TTI), heat release rate (HRR), total heat released (THR), peak HRR (p-HHR), average heat 
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of combustion (Av-HOC), smoke production rate (SPR), and smoke and CO yield. The unexposed 
surface temperature was measured using a 1 mm type-K shielded thermocouple.  

Additionally, two digital cameras were positioned facing the front or sideway of the test apparatus 
to record observations regarding specimen burning behaviours and smoke colour. The uncertainty of 
the measurements complied to ISO 5660 [14]. The holder seemed adequate to support the edges of 
the samples in the initial burning stages and thus no additional retainer framing has been used to 
prevent samples deformation. In several samples, a significant glowing was observed after flameout. 

RESULTS AND DISCUSSION 

Optical microscopy and FE-SEM  

A morphological evaluation, in terms of regular and cellular structure, of the tested samples has 
been performed by optical microscopy and FE-SEM, as depicted in Figs. 1 and 2 respectively for 
selected formulations. Figure 1 shows that LDH does not significantly alter the morphology of the 
PIR sample. The FE-SEM results indicate that the average cell diameter of neat PIR, PIR-2%LDH, 
PIR-2%LDH+5.1%EG, PIR-2%LDH+5.1%EG+3.6%APP1 and PIR-2%LDH+5.1%EG+3.6%APP2 
samples is respectively 390, 312, 192, 142 and 271 μm. There is a slight decrease in the average cell 
diameter with fillers but cellular morphology with the addition of fillers has not been substantially 
changed in comparison with PIR samples.  

 

Fig. 1. Morphological evaluation using optical microscopy (black scale bar indicates 500 μm) of pure PIR (a) 
and PIR-2%LDH (b). 

 

Fig. 2. Morphological evaluation using SEM (black scale bar indicates 500 μm) of PIR-2%LDH+5.1%EG (a), 
PIR-2%LDH+5.1%EG+3.6%APP1 (b), PIR-2%LDH+5.1%EG+3.6%APP2 (c). 

Thermogravimetric analysis (TGA) 

Figures 3 and 4 present the weight loss and weight loss rate of all formulations under N2 and Air 
atmospheres respectively with the results summarised in Table 1. TGA analysis reveals that the 
initial degradation temperature of PIR-layered filler samples decreases compared with the neat PIR 
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foam, indicating that incorporation of flame retardants decelerates the degradation of PIR foam and 
as a result decreases the thermal stability of the PIR foam. It can also be observed that the 
degradation of all PIR foams without APP in both atmospheres occurs in two steps associated with 
the degradation of the urethane-urea linkages of the hard segment, releasing low calorific capacity 
products and the degradation of polyol derived products with higher calorific capacity than those 
derived from isocyanate. With the addition of APP, an additional degradation step was observed at 
around 530 oC associated with the degradation of APP. 

The initial degradation temperature, T5%, is 258 oC for pure PIR. It can be seen form Table 1 that 
T5% decreases with the addition of LDH compared with net PIR foam, indicating that incorporation 
of flame retardants accelerates the degradation of PIR foam and as a result decreases the thermal 
stability of PIR foam higher temperature range. But this is not the cases for EG-containing 
formulations (w/wo APP) indicating that EG degrades at lower temperatures. 

The first pyrolysis step takes place from 200 to 400 oC is identified as the main mass loss step in 
accordance to bibliography [18, 19]. The temperature at the maximum degradation rate, Tmax,1, is 
slightly decreased with the LDH filler, whereas it is substantially decreased with the incorporation 
of EG or EG with APP. This first step is related to the degradation of the urethane-urea linkages of 
the hard segment [19], releasing low calorific capacity products; residue weight values of this first 
reaction are denoted as W1. 

  

Fig. 3. TG (left) and DTG (right) of all the formulations in N2 atmosphere. 

  

Fig. 4. TG (left) and DTG (right) of all the formulations in air atmosphere. 

The second stage of decomposition corresponds to the degradation of polyol derived products with 
higher calorific capacity than those derived from isocyanate [3] and lower residue weight, W2. The 
second degradation step of the pure PIR foam takes place between 400 and 600 oC, and the 
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maximum rate degradation temperature, Tmax,2, is 457 oC with the final char residue 25.4% of the 
initial mass. With the addition of EG, the temperatures are generally decreased due to degradation 
of the fillers at lower temperature. Increasing filler content results in increased char formation. 

The former decrease is more substantial with the addition of EG and APP. Samples 
PIR+2%LDH+5.1%EG+3.6%APP1 and PIR+2%LDH+5.1%EG+3.6%APP2 final residue is above 
37% in both atmospheres. All the above results indicate that the addition of APP to PIR decreases 
the thermal stability of PIR at the first stage and decreases the thermal stability at the second stage. 
From 500 oC, the amount of residue is always higher than 25% suggesting that the potential 
synergistic effect of APP on the formation of thermally stable material is better than the 
incorporation of plain EG and LDH. 

Table 1. TG/DTG results of all formulations 

Samples Gas 
T5% 
[oC] 

Stage 1 Stage 2 Stage 3 Residue 
1000oC 

[%] 
Tmax,1 
[oC] 

W1 
[%] 

Tmax,2 
[oC] 

W2 
[%] 

Tmax,3 
[oC] 

W3 
[%] 

PIR 

N2 

295 373 80.8 480 44.7 - - 25.9 

PIR+2%LDH 289 374 76.0 511 40.3 - - 28.7 

PIR+2%LDH+5.1%EG 251 360 76.9 416 61.1 - - 30.3 

PIR+2%LDH+5.1%EG+3.6%APP1 241 349 78.5 435 62.8 534 52.2 38.8 

PIR+2%LDH+5.1%EG+3.6%APP2 241 349 77.0 425 61.3 534 50.2 38.2 

PIR 

Air 

258 372 64.1 457 40.7 - - 25.4 

PIR+2%LDH 290 370 77.5 446 55.9 - - 30.3 

PIR+2%LDH+5.1%EG 255 357 76.4 429 54.7 - - 30.7 

PIR+2%LDH+5.1%EG+3.6%APP1 219 349 71.8 421 62.6 538 49.1 37.2 

PIR+2%LDH+5.1%EG+3.6%APP2 232 349 77.3 416 56.9 538 44.3 35.7 

Cone calorimeter analysis 

Figure 5 shows comparisons of the HRR and SPR histories of all formulations. It is worth noting 
that all formulations ignited almost immediately after being exposed to the heater due to its low 
density and high flammability. Neat PIR has the highest HRR and SPR as expected. Fissures were 
observed on the final char residue at the end of the test along with detachment and exfoliation of the 
upper layer surface as highlighted in Table 6. The trends of SPR are similar to those of HRR, and 
consequently we will focus our discussions in this section on the HRR.  

With the addition of LDH alone, there is a small decrease in the first peak HRR with a more 
substantial reduction in the second peak HRR. The char also appears stronger than that of the neat 
PIR. With  a further inclusion of EG, the HRR is reduced further, however, it is interesting to note 
that APP1 has limited effect on the HRR whereas  PIR-2%LDH+5.1%EG+3.6%APP2 achieves the 
lowest HRR and SPR, likely because of the increased strength of the char layer as shown in Table 6, 
which provides an effective barrier against heat and oxygen, release non-combustible gases, and 
simultaneously effectively suppress smoke and gases during combustion process. 

The present results also demonstrated that the degree of polymerisation has a very important effect 
on the fire performance of the composites as shown in both Figs. 5, 6 and Table 2. Another 
important finding is that LDH decreases smoke and CO yields compared to neat PIR. Improved fire 
behaviour when EG and APP2 fillers are used, is evident as the flame-retardant properties of 
PIR+2%LDH+5.1%EG+3.6%APP2 sample are improved significantly. Both the p-HRR and Av-
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HOC are decreased with additions of fillers. The fact that EG or EG + APP has considerably lower 
values of heat of combustion than PIR or PIR+2%LDH confirms that they act also in the gaseous 
phase in suppression combustion. One other important observation is that all the fillers have either 
similar or lower smoke or CO yields compared to neat PIR, highlighting one of their main 
advantages of these type of fire retardants in comparison with halogenated fire retardants. 

  

Fig. 5. Comparisons of HRR (left) and SPR (right) of all formulations. 

Table 2. Summary of cone calorimeter results at 50 kW/m2 

Samples 
THR 

[MJ/m2] 
p-HRR 

[kW/m2] 
Av-HOC 
[MJ/kg] 

Smoke yield 
[-] 

CO yield 
[-] 

PIR 17.85 259.1 49.7 0.0980 0.1130 

PIR+2%LDH 17.15 213.4 32.1 0.0690 0.0400 

PIR+2%LDH+5.1%EG 16.76 207.5 20.9 0.0734 0.0305 

PIR+2%LDH+5.1%EG+3.6%APP1 13.66 183.0 22.5 0.0907 0.0553 

PIR+2%LDH+5.1%EG+3.6%APP2 15.03 157.9 23.1 0.0484 0.0383 

 

Table 3 presents the char residue of all samples after the tests. As can be seen in the figure, the 
presence of fillers promotes the formation of a more rigid and hardened residual char layer. For pure 
PIR sample, the char was brittle and non-uniformly distributed. In addition, detachment and 
exfoliation of the upper layer surface was also observed. 

A very distinction in appearance was observed in the residual char from 
PIR+2%LDH+5.1%EG+3.6%APP1 and PIR+2%LDH+5.1%EG+3.6%APP2, which were intact and 
spongy. Clearly, the strength and integrity of the char plays a very important role in reducing the 
burning rate/heat release rate for mesco- to large-scale samples, in which internal heat and mass 
transfer becomes important, as opposed to the mg samples used in TGA. 

The abovementioned results are verified by the temporal evolution of the unexposed surface 
temperature of all formulations as depicted in Fig. 6 for all formulations. The unexposed surface 
temperature rise is slower with the inclusion of LDH and significantly slower with the inclusion of 
EG and EG +APP. The improved fire behaviour and potential synergistic effect of EG and APP2 is 
more pronounced in PIR+2%LDH+5.1%EG+3.6%APP2 as the formed char quality is increased. A 
decreased thermal degradation was observed for samples PIR+2%LDH+5.1%EG+3.6%APP1 and 
PIR+2%LDH+5.1%EG+3.6%APP2, as the temperature achieved a maximum value at nearly 700 oC 
delayed by more than 2 min. The unexposed surface temperature was found strongly dependant on 
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the deformation during combustion as the thermocouple tip is attached to the centre of the sample 
holder in direct contact with the unexposed surface. Those deformations are more intense in plain 
PIR and PIR+2%LDH samples, as depicted in Table 3, and though they could be reduced with the 
use of a grid it was avoided by the authors as that would mean changing the material’s properties 
and fire response.  

Table 3. Residual char digital photos of all PIR samples after the CC testing at 50 kW/m2 

Samples Char Residue Observations 

PIR 

 

• Fissures at the char 
• Black smoke during combustion 
• Detachment and exfoliation of 

upper layer surface 

PIR+2%LDH 

 

• Considerable combustion 
• White sooty smoke before 

ignition 
• Deformation and expansion of 

the sample 

PIR+2%LDH+5.1%EG 

 

• Considerable combustion 
• White sooty smoke before 

ignition 
• Deformation and expansion of 

the sample 

PIR+2%LDH+5.1%EG 
+3.6%APP1 

 

• Complete combustion 
• White sooty smoke before 

ignition 
• Deformation and expansion of 

the sample 

PIR+2%LDH+5.1%EG 
+3.6%APP2 

 

• Complete combustion 
• White sooty smoke before 

ignition  
• Deformation and expansion of 

the sample 

CONCLUSIONS 

Fire reaction properties and thermal stability of PIR form with smart fillers including Layered 
Double Hydroxides (LDHs), Expandable Graphite (EG) and Ammonium Polyphosphate (APP) 
were evaluated using TGA and cone calorimeter (CC). Optical Microscopy and FE-SEM (Field 
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Emission Scanning Electron Microscope) measurements were performed for the samples, which 
verified that the fillers were exfoliated in the PIR samples.  

 
Fig. 6. Unexposed surface temperature of all formulations. 

It was found that all fillers promote the formation of a reinforced char layer providing an effective 
barrier against heat and oxygen. The effects of LDH alone has limited effect on reducing the HRR 
or SPR as it only acts in the solid phase as the total heat release of PIR+2%LDH is the same as that 
of the neat PIR. With the addition of EG or EG+APP, the HRR is further decreased owing to the 
increased char strength as well as the release of non-combustible gases, which effectively suppress 
smoke and gases during the combustion process. The best performance was achieved by 
PIR+2%LDH+5.1%EG+3.6%APP2 that resulted in higher char residue, decreased p-HRR values, 
and decreased smoke generation and CO production. This result also confirms that the degree of 
polymerisation of fire retardants is also significant in its fire performance. 

Further coupled TGA-FTIR analysis at different heating rates under both oxygen and inert 
atmospheres will be further conducted. Degradation products will be identified, and information 
will be used to derive a kinetic model to simulate the pyrolysis degradation mechanism of PIR-
layered filler foams. Additional combinations of different layered fillers will be investigated in the 
future to further tune the fire resistance properties of PIR nanocomposites. 
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ABSTRACT 

Low-density (0.18–0.31 g/cm3), flame-retardant closed cell silicone foams (SiFs) were successfully 
obtained through dehydrogenation at room temperature. Moreover, a flame-retardant system for SiF 
composites was obtained through a synergistic combination of French chalk (FC)/hollow glass beads 
(HGB). The mechanical properties, flame retardancy, and thermal stability of SiF composites with FC and 
HGB were tested using the tension test, limiting oxygen index (LOI), UL-94 test, cone calorimeter, and 
thermogravimetry. The mechanical properties of SiFs could be significantly improved by interfusing FC. 
The fire retardancy of the SiFs could be prominently improved by adding FC and HGB. With 50 wt% FC, 
the SiF achieved the UL-94-V0 rating with the LOI value of 41.6%. Remarkably, the addition of 30 wt% 
FC and 1 wt% HGB significantly reduced the peak heat release rate by 59.9%, total heat release by 
40.9%. TG test showed that FC and HGB can promote the char formation in the degradation process of 
SiFs. The initial decomposition temperature of SiF with 30 wt% FC and 1 wt% HGB was 445.0 °C and 
the residue at 900.0 °C was 81.0%, which were noticeably higher than that of pure SiF. Through the 
analysis of the results of this experiment, it was a promising strategy for preparing flame retardant SiFs 
with improved mechanical performance and thermal stability by adding FC and HGB. 

KEYWORDS: Silicone foams, flame retardancy, thermal stability, mechanical properties. 

INTRODUCTION 

Flexible silicone foams (SiFs) are a series of cellular polymer materials with –Si–O–Si– comprising 
their main chains [1]. As a high-performance type of material, SiFs exhibit many outstanding 
characteristics, including good biological compatibility, nontoxicity, antiaging, strong sound 
absorption, chemical stability, light weight, ozone resistance, high and low-temperature resistance, 
electrical insulation, etc. [2–5]. Therefore, they are widely applied in aerospace, national defence, 
medicine, electrical, transportation, construction industries, etc. [6–9].  

However, belonging to the abundant hydrocarbon groups on its side-chain, SiFs can smoulder, 
combust, and release choking smoke once ignited, which becomes a bottleneck restricting their 
rapid popularization and application. To improve the flame retardancy and mechanical behavior of 
SiFs, Deng et al. [10] fabricated SiFs with seven bilayers of chitosan/ammonium polyphosphate 
coatings; the limiting oxygen index (LOI) increased from 20.2% to 23.8%, the peak heat release rate 
(PHRR) decreased by 27.6%, and the total smoke production decreased by 42%. Chruściel et al. 
[11] prepared flame-retarded SiFs whose content was 30% melamine and expanded graphite and 
whose limiting oxygen index (LOI) was 41–43%. Verdejo et al. [12] examined the fire resistance of 
silicone-based foams with carbon nanotubes, the limiting oxygen index of the composite increased 
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as a function of carbon nanotube content, attaining the self-extinguishing grade even at low mass 
fraction of the carbon nanotubes (0.5 wt%). Additionally, inorganic fillers such as carbon black, 
asbestos, kaolin, and artificial fibres are widely applied in flame-retardant SiFs [13–19]. Other 
designs of flame-retardant SiFs have been rarely reported. 

Superfine French chalk (FC) is a naturally occurring hydrated magnesium sheet silicate, 
3MgO4SiO2H2O. It can be used as semi-reinforcing and flame retardancy filler for silicone rubber. 
Moreover, hollow glass beads (HGB) can improve the fire retardancy capabilities and thermal 
stability of composites effectively. The heat release rate (HRR) of ethylene-vinyl acetate (EVA) 
composites with 1.0 wt% HGB reduced by 37% and show higher thermal stability at high 
temperature when compared with EVA composites without HGB [20]. Additionally, the weight of 
hollow glass beads-filled composites can be effectively decreased compared with the initial 
composition [21]. 

In this study, low-density (0.18–0.31 g/cm3), flame-retardant closed cell SiFs were prepared through 
condensation dehydrogenation. The flame retardancy, mechanical properties, and thermal stability 
of SiFs with FC and HGB as flame-retardant filler were tested using the LOI, UL-94 test, cone 
calorimeter, tension test, and thermogravimetry.  

MATERIALS AND METHODS 

Materials 

The base gum comprised 75 wt% vinyl terminated siloxane (viscosity: 10,000 MPa·s) and 25 wt% 
fumed silica, which was kindly donated by Salirone New Materials Co. (Huizhou, China). Hydroxy 
silicone oil (viscosities: 20–30 MPa·s and 1500 MPa·s), hydrogen-containing silicone oil, and Pt 
compounds (3000 ppm) were produced by Shenzhen Osbang New Materials Co. (Shenzhen, China). 
The hydrogen content of the hydrogen-containing silicone oil was 0.7 mol%. Methylbutynol was 
obtained from Shaoguan Koya Fine Chemicals Co. (Shaoguan, China). French chalk was produced 
by Guangfu Institute of Fine Chemical Engineering (Tianjin, China). Hollow glass beads (particle 
size: 37.4 μm) was obtained from Sunda Chemical Co. (Dongguan, China).  

Preparation of samples 

The condensation dehydrogenation method was used to synthesize SiF composites. In detail, a 
combination of hydroxy silicone oil (viscosities: 20–30 MPa·s and 1500 MPa·s), base gum, 
methylbutynol, Pt compounds, and flame retardant were placed into a beaker with a mechanical 
stirrer and stirred for 10 min. Thereafter, hydrogen-containing silicone oil was added, followed by 
stirring for 3 min. Then poured the mixture carefully into a mould (150 × 150 × 10 mm3). 
Afterwards, it foamed and cured at room temperature after approximately 2.0–4.0 min. Finally, the 
mixture was dried in an oven at 80.0 °C for 3 min. Subsequently, the white closed cell SiFs 
with smooth surface were finally obtained. The specific formulations are summarized in Table 1. 

In this experiment, vinyl terminated siloxane, fumed silica, hydroxy silicone oil, and methylbutynol 
were used as crosslinking agent, reinforcing filler, vesicant, and inhibitor, respectively. Hydrogen-
containing silicone oil was taken as vesicant and crosslinking agent. Pt compounds was used as 
catalyst, FC and HGB were used as flame-retardant fillers.  

Characterisation 

The mechanical properties were performed on a HZ-1009C universal tensile testing machine 
(Shanghai Hengzhun, Shanghai, China) with a drawing speed of 100 mm/min. The specimens were 
prepared in accordance with the ISO 37-2005. For each sample, five measurements on different 
surface locations were averaged.  
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The density of SiFs were measured according to ASTM D1622-2008, and each specimen was 150 × 
100 × 10 mm3. The density of SiFs were calculated by the weight and the volume of the specimen. 
All specimens were tested three times, and then the average values were reported. 

Table 1. Formulation and characteristics of flame retardant SiF composites 

Foam FC/wt% HGB/wt% Density (g/cm3) LOI (%) UL-94 

SiF0 0 0 0.26 28.8 V1 

SiF1 10 0 0.27 31.5 V0 

SiF2 20 0 0.28 33.8 V0 

SiF3 30 0 0.29 36.6 V0 

SiF4 40 0 0.30 39.1 V0 

SiF5 50 0 0.31 41.6 V0 

SiF6 0 1 0.23 29.2 V1 

SiF7 0 2 0.21 29.6 V1 

SiF8 0 3 0.20 29.9 V1 

SiF9 0 4 0.19 30.4 V1 

SiF10 0 5 0.18 30.8 V0 

SiF11 30 1 0.26 36.7 V0 

SiF12 30 3 0.22 36.9 V0 

SiF13 30 5 0.20 37.2 V0 

The LOI value was determined using a JF-3 oxygen index instrument (Jiangning, Nanjing, China) in 
accordance with the ISO4589 standard. The dimensions of all samples were 150 × 10 × 10 mm3. 

The UL-94 vertical flame test was conducted using a CZF-3 horizontal and vertical combustion 
tester (Jiangning, Nanjing, China) in accordance with the UL-94 test standard. The specimens were 
127.0 × 12.7 × 3.0 mm3 in accordance with the ASTM D3801-2010 test standard. 

The experiments were conducted using a cone calorimeter (Fire Testing Technology, London, UK) 
at an external heat flux of 35 kW/m2 in accordance with the ISO 5660 standard. All specimens (100 
× 100 × 5 mm3) were tested three times, and the results were reproducible within ±10%. 

Thermogravimetry (TG) was performed using a Netzsch TG209F1 (Netzsch, Bavaria, Germany) 
thermal analyser. At a heating rate of 10 °C/min, 10 mg of the sample was heated from 40 to 900 °C 
in a nitrogen atmosphere. 

RESULTS AND DISCUSSION 

Mechanical properties 

Mechanical properties are vital factors that affect the performance of polymer materials. To 
investigated the effects of FC and HGB on the mechanical properties of the SiFs, the tensile strength 
and elongation at break of SiFs are shown in Fig. 1. 

The results for the samples containing only FC indicated that the tensile strength and elongation at 
break of SiFs first ascended and then descended by increasing FC content from 0 to 50 wt%. When 
FC content was 30 wt%, the SiFs exhibited highest tensile strength and elongation at break. SiF11 
(30 wt% FC, 1 wt%  HGB) exhibited higher tensile strength and elongation at break than pure SiF. 
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Furthermore, the tensile strength and elongation at break of SiF11 (30 wt% FC, 1 wt%  HGB), 
SiF12 (30 wt% FC, 3 wt% HGB), and SiF13 (30 wt% FC, 5 wt% HGB) were higher than the SiFs 
with the same content of HGB but without FC. Notably, FC can significantly improve the 
mechanical properties of SiFs, while the tensile strength and elongation at break of SiFs decreased 
markedly with the increasing content of HGB. For instance, when the HGB content increased from 
1 to 5 wt%, the breaking strength and elongation at break of SiFs declined from 80 KPa, 172% to 45 
KPa, 125% (i.e., a decrease of approximately 44% and 27%, respectively). This phenomenon may 
contribute to the unsatisfactory compatibility between HGB and SiFs. 

 
Fig.1. Tensile strength and elongation at break of SiF composites. 

Density 

As expected, the additon of HGB had a positive effect on the density of the SiF composites.  From 
Table 1, we could  plainly see that the density of SiFs increase with the increasing content of FC, 
while it dramatically decrease with the increasing content of HGB. Compared with SiF0, the density 
of SiF10 with 5 wt% HGB significantly reduced by 30.8%. In addition, SiF11 (30 wt% FC, 1 wt%  
HGB) could keep the same density as SiF0. 

Flame retardancy 

The LOI values and UL-94 tests were used to determine the flammability of the flame-retardant 
materials. LOI, which is the minimum oxygen concentration by volume required to maintain the 
burning of a material, is critical for evaluating SiF flame retardancy [22]. The LOI and UL-94 test 
results for the SiFs were recorded in Table 1. Notably, we could conclude that the LOI values of 
SiFs rose with the increasing content of FC and HGB. With 50 wt% FC, SiF5 achieved the UL-94-
V0 rating with the LOI value of 41.6%. Meanwhile, all the SiFs with no less than 10 wt% FC could 
achieve the UL-94-V0 rating, which indicated that FC apparently improved the LOI value of SiFs. 
Moreover, SiFs with only 5 wt% HGB could achieve the UL-94-V0 rating, and the LOI values of 
SiF11 (30 wt% FC, 1 wt% HGB), SiF12 (30 wt% FC, 3 wt% HGB), and SiF13 (30 wt% FC, 5 wt% 
HGB) were obviously higher than SiF3 (30 wt% FC) . According to Table 1, SiF0 and SiF11 
possessed the same density, however, SiF11 significantly increased the LOI by 27.4% after added 
30 wt% FC and 1 wt% HGB. In summary, SiF composites with FC/HGB exhibited excellent flame 
retardancy. 

Fire hazard analysis 

The cone calorimeter test is a universal method for investigating the combustion behavior of 
polymer materials, especially for evaluating the heat release behavior in a real fire [23, 24]. The 
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HRR and total heat release (THR) of SiF0, SiF1, SiF3, SiF6, SiF10, and SiF11 are delineated in Fig. 
2. The main parameters, including time to ignition (TTI), PHRR, and time to PHRR (TPHRR) of 
the SiF composites, are listed in Table 2. Moreover, the fire growth index (FGI) and the fire 
performance index (FPI) for SiF composites were shown in Fig. 3. 

It could be seen from Fig. 2 (a) and Table 2 that the Pure SiF burned very fast after ignition, and a 
sharp PHRR of 132.61 kW/m2 was obtained at 45 s. The PHRR of the SiF composites with FC or 
HGB was much lower than that of pure SiF, and the PHRR values of SiF1, SiF3, SiF6, SiF10, and 
SiF11 were as follows: 60.14 kW/m2, 60.89 kW/m2, 71.22 kW/m2, 53.18 kW/m2, 50.64 kW/m2. 
Remarkably, SiF11 with 30 wt% FC and 1 wt% HGB significantly reduced the PHRR by 59.9%. 
Furthermore, the TTI of pure SiF were only 20 s, while the TTI of SiF11 were 123 s. Compared 
with SiF3 (30% FC),  SiF11 (30 wt% FC, 1 wt% HGB) had a more excellent flame retardant ability. 

  
Fig. 2. (a) HRR and (b) THR curves of SiF composites. 

Table 2. Cone calorimeter data of SiF composites 

Sample TTI (s) TPHRR (s) PHRR (kW/m2) THR (MJ/m2) 

SiF0 20 45 132.61 47.79 

SiF1 27 49 60.14 39.38 

SiF3 40 68 60.89 34.46 

SiF6 24 72 71.22 44.98 

SiF10 47 87 53.18 43.50 

SiF11 123 166 50.64 28.42 

Figure 2 (b) presented the THR of SiF composites. It could be seen that the THR value (47.79 
MJ/m2) of pure SiF was obviously higher than that of other SiF composites. The THR of pure SiF 
was 47.79 MJ/m2, while the THR of SiF1, SiF3, SiF6, SiF10, and SiF11 were 39.38 MJ/m2, 34.46 
MJ/m2, 44.98 MJ/m2, 43.50 MJ/m2, and 28.42 MJ/m2, respectively. Compared with SiF0, SiF11 
with 30 wt% FC and 1 wt% HGB significantly reduced the THR by 40.9%. It was reported that the 
gradient of THR curve can be assumed as representative of flame spread [25, 26]. From Fig. 2 (b), 
we could see that the flame spread rate was considerably reduced. The reason was that there was a 
much compact char residue forming on the surface of the sample to restrict flames spread. 
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The FGI was the ratio of PHRR to TPHRR, and the FPI was the ratio of TTI to PHRR. The FGI and 
FPI are parameters directly reflect the safety rank of samples directly. A lower FGI and higher FPI 
indicate a greater safety rank. [27, 28] The FGI and FPI of SiF11 were 0.31 kW/(m2·s) and 
2.43 m2·s/kW, which were the lowest FGI value and highest FPI value among the SiF composites, 
which indicated that SiF11 possessed relatively higher safety rank than other SiF composites.  

The above phenomena can be illustrated in the following. Firstly, after the SiFs is ignited, 
a lot of heat can be absorbed during the pyrolysis process of FC. Secondly, FC and HGB can form 
compact char residue on the surface of the SiF composites and improve the weight of char residue. 
At last, the SiFs with HGB have poor thermal conductivity, which can count against the heat 
transfer on the surface of the SiF composites. 

   
Fig. 3. Cone calorimeter (a) fire growth index and (b) fire performance index for SiF composites. 

Thermal stability 

The thermal stability of SiF has a bearing on the decomposition products and char formation, which 
can reveal the flame retardant mechanism [29, 30]. The curves of TG and derivative TG (DTG) for 
the SiF composites are presented in Fig. 4, and the key parameters are summarized in Table 3. The 
data clearly indicate that SiF0 started to decompose gradually at 399 °C. Two-stage decomposition 
of SiF0 was observed from T1max and T2max of 454 and 649 °C, respectively. Ultimately, 63.1% of 
the char residue remained at 900 °C. The occurrence of the first stage was mainly attributed to the 
cleavage of Si–C bonds and side organic groups, whereas the occurrence of the second stage was 
ascribed to the decomposition of the main chains (Si–O–Si). 

Compared with pure SiF, the fire retardancy and thermal stability of the SiFs could be prominently 
improved by adding FC and HGB. The initial decomposition temperatures (T–1 wt%) of SiF1, SiF3, 
SiF6, SiF10, and SiF11 was 468 °C, 466 °C, 431 °C, 454 °C, and 445 °C, respectively, which were 
noticeably higher than that of pure SiF. Usually, the thermal degradation of SiF1, SiF3, SiF6, SiF10, 
and SiF11 comprises three stages, and the extra stage was attributed to the decomposition of FC and 
HGB. When the temperature was higher than 588 °C, the residual masses of SiF1, SiF3, SiF6, 
SiF10, and SiF11 were heavier than that of pure SiF. In particular, the residual masses of SiF1, 
SiF3, SiF6, SiF10, and SiF11 at 900 °C were 80%, 80%, 74.9%, 75%, and 81.0%, respectively, 
which were significantly higher than that of pure SiF (63.1%). 

It was easy to come to a conclusion that the thermal stability of SiF composites were increased by 
FC and HGB so that they started decomposing later than pure SiF, and the residual masses were 
higher than that of pure SiF. The decomposition rates of SiF1, SiF3, and SiF11 were generally lower 
than pure SiF, and the time to reach the peak value of DTG were longer than that of pure SiF. It was 
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obvious that FC contributed more to the char forming progress than HGB. The formed carbon layer 
delayed the thermal degradation process, and reduced the fire risk of SiF composites. 

  

Fig. 4. (a) TG and (b) DTG curves of SiF composites at a heating rate of 10.0 °C/min in N2. 

Table. 3. TG parameters of SiF composites 

Sample 
T–1wt% 

(°C) 
T1max 

(°C) 
T2max 

(°C) 
T3max 

(°C) 
Residue at  
900 °C (%) 

SiF0 399.0 454.0 649.0 – 63.1 

SiF1 468.0 489.0 681.0 741.0 80.0 

SiF3 466.0 503.0 675.0 733.0 80.0 

SiF6 431.0 461.0 668.0 722.0 74.8 

SiF10 454.0 474.0 644.0 726.0 75.0 

SiF11 445.0 474.0 678.0 738.0 81.0 

CONCLUSIONS 

In this study, low-density (0.18–0.31 g/cm3) environmentally friendly flame-retardant closed cell 
SiFs were successfully prepared at room temperature. The detailed conclusions for the SiF 
composites tested for mechanical properties, LOI, UL-94, cone calorimeter, and TG were as 
follows. First, FC could significantly improve the mechanical properties of SiFs. Second, the fire 
retardancy and thermal stability of the SiFs could be prominently improved by adding FC and HGB. 
Furthermore, the SiF with 30 wt% FC and 1 wt% FC exhibited optimal flame retardancy, 
mechanical properties, and thermal stability. In summary, the FC/HGB synergistic flame-retardant 
system for SiF composites was effective. 
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ABSTRACT 

Intumescence is a result of synergic effect of three components: charring source, char promoter and 
foaming agent. Phosphoric acid derivatives, are an object of interest of many researches and flame 
retardants industry potentates. As an intumescence mechanism component, melamine salts combines two 
out of three key features, char promotion and gasses generation. As part of the work, a complex 
compound based on a high nitrogen content substance bis(melamine phosphate)copper (II) phosphate 
(CUMP) was introduced into high-density polyethylene (PE-HD) and subjected to a flammability and 
smoke emission tests. The influence of a novel intumescent fire retardant (IFR) addition on the properties 
of polymer was determined by static tensile test, thermogravimetric analysis (TGA), as well as cone 
calorimetry (CCT) and single-chamber tests. Moreover, microstructure of the materials and char residue 
after cone calorimetry test were investigated by scanning electron microscope (SEM). The material 
containing 20 wt% of CUMP were characterized by ability to form a less combustible char layer 
inhibiting the decomposition process. The results were compared to those for unmodified polyethylene 
and a polymer containing 20 wt% of ammonium polyphosphate (APP). New IFR compound has an effect 
on flame retardancy of polyethylene, comparable to or even greater than commonly used ammonium 
polyphosphate.  

KEYWORDS: Cone calorimeter, flammability, intumescent flame retardant, smoke emission. 

INTRODUCTION 

Most plastics are carbon-based materials that will burn and give off gases and smoke when 
subjected to a flame. Plastics are excellent fuels but are generally classified as ordinary 
combustibles and fall into the same category as wood, pellet and other common materials, which 
does not reflect their true nature. Most commonly used plastics are polyolefin, carbon/hydrogen-
based materials like polyethylene or polypropylene. Polyethylene (PE) is the most widely used 
plastic in the world. According to the data [1] in 2017 the production of this plastic exceeded 100 
million tons, accounting for 34% of the total plastics market. Its primary use is in packaging (plastic 
bags, plastic films, containers) and cladding (furniture, elevation). Due to the simple chemical 
structure polyethylene can be very good and effective fuel during fires. It is believed that 
polyethylene was responsible for such rapid spread of the fire in Grenfell Tower in 2017 where over 
70 people died and another 70 were hospitalized [2]. That is why materials have to comply with 
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very strict, however necessary, fire safety requirements in applications, such as transport, 
architecture, etc. Usually, in order to comply with these requirements, fire retardants (FR) are added 
to the polymer during manufacturing processes like extrusion, injection molding, etc. [3-4]. 

Intumescent flame retardants (IFR) are a mixture of compounds that promote formation of swollen 
char layer on the surface of the material under the influence of a flame or temperature. Char 
swelling effect is based on a interactions between individual components of flame retarding system 
i.e. acid source, carbonizing agent, blowing agent [5-6]. Attractiveness of this phenomenon is the 
almost unlimited possibilities for the combination to achieve only one goal, to make plastics safer. 
There are many studies and theories connecting polymer structure with the char formation 
efficiency and its influence on the flammability of plastics. Currently, it was established that the 
most promising group of potential IFR are compounds containing aromatic rings, high concentration 
of nitrogen, e.g. diazol, tiazine combined with phosphoric and boric acids derivatives. Compounds 
based on phosphoric acid acts as a flame retardants both in the condensed phase (promoting char) 
and in vapor phase (free-radicals inhibition).  

A novel oligomeric phosphorus-containing IFR, poly (2-morpholinyl-4-pentaerythritolphosphate-
1,3,5-triazine) (PMPT) was synthesized by Zuo [7]. The incorporation of PMPT into PP improved 
its thermal stability and flame retardancy, while it had a slight effect on the mechanical properties. 
Lai et al. [8] synthesized a pentaerythritol phosphate based intumescent flame retardants (PETBP). 
Incorporation of 25 wt% of PETBP into PP resulted in increase in LOI up to 29.5%, and also 
allowed to classify it as V-0 in UL-94 test. However, chemical compounds used to synthesize this 
IFR normally include chlorides or phosphorus oxychloride [9-12], which are highly reactive and 
toxic to environment. 

The  role of organic and inorganic salts of transitional metals in flame retardants is also known and 
widely researched. The most promising transitional metal used as a flame retardant is zinc. As a 
boric salt zinc shows great smoldering and smoke suppressing properties. Le at al. [12] have shown 
that addition of 2 wt% of hydrophobic zinc borate caused a noticeable increase in thermal stability 
of PE. Phosphate salt of zinc was also tested. Muller et al. [13] studied the influence of melamine 
poly(zinc phosphate) as a IFR in epoxy resin. Although it showed good flame retarding properties, 
its influence on thermal stability was undesirable. Manzi-Nshuti et al. [14] tested the influence of 
zinc aluminum oleate on the flammability of PE during cone calorimeter test (CCT) at heat flux of 
50 kw/m2. Based on the obtained results it was concluded that addition of 20 wt% of  zinc 
aluminum oleate to the PE decreased maximum peak of heat release rate (pHRR) from 1800 kW/m2 
to 500 kW/m2. Nonetheless the modification also decreased ignition time (TTI) and increased the 
volume of smoke emission (VOS) twofold. 

In this paper an impact of novel nitrogen-rich IFR on a combustibility of polyethylene was 
evaluated. The flame retardancy and smoke emission of the manufactured materials were 
investigated by cone calorimetry and single-chamber tests. Fire behaviour of novel nitrogen-rich 
IFR was compared with results gained for APP, commonly used flame retardant with proven ability 
to generate swollen char during thermal decomposition [15]. Detailed investigation of the 
decomposition pathways and the morphology of the fire residues via thermogravimetric analysis 
and cone calorimetry test were also provided. Moreover, structural characteristics along with 
mechanical properties of the polymers were defined. The research was of a preliminary nature, 
allowing for the setting of the course of further analysis.  
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EXPERIMENTAL 

Materials and methods 

All chemical compounds used in the synthesis process such as phosphoric acid, melamine, 3-amino-
triazole etc. were acquired from Sigma-Aldrich, Merck or Alfa Aesar with the declared purity of 
95%+. The high-density polyethylene (PE-HD) Tipelin BA 550-13 from MOL Petrochemicals Co. 
Ltd., with a melt mass-flow index (190 °C/5.0 kg, ISO 1133) of 1.5 g/10 min, was used as polymer. 
The halogen-free fire retardant ammonium polyphosphate, trade name Addforce FR APP203 (APP), 
received from Walter Thieme Handel GmbH were applied.  

Bis(melamine phosphate)copper (II) phosphate (CUMP) was synthesized by one-pot reaction, and 
the corresponding synthetic route was illustrated in Fig. 1. 

 
Fig. 1. Synthesis route for CUMP. 

In the 1500 ml beaker, 65 grams (0.5 mole) of melamine was partially dissolved in 900 ml of 
deionized water at 90 oC. Solution of 35 grams (0.09 mole) of copper phosphate in 55 ml (85% 
solution in water, ~ 0.8 mole) of phosphoric acid was added dropwise. During the addition, a blue 
solid appeared and temperature raised due to the formation of melamine phosphate and complex 
salt. Next, the mixture was stirred for 4 hours in 90 oC. After cooling to room temperature solid 
phase was filtered, poured with heated water (70 oC, 2x100 ml) and dried to steady mass. About 134 
grams (92% yield) of CUMP was obtained.  

To better mix of polyethylene with fire retardants and to manufacture samples of normalized shapes, 
two-stage processing was performed. Stage one included mixing of the components using a EHP-
2x24M co-rotating twin screw extruder (Zamak Mercator Ltd.) with maximum temperature setting 
180 °C. The obtained mixtures were ground by means of a Rapid 150-21 mill (Rapid Granulier-
Systeme GmbH & Co.), then the samples were manufactured using hydraulic press PHM-63 (Ponar 
Żywiec). The temperature, pressure and time of process were 180 °C, 120 kG/cm2 and 6-10 min, 
respectively. The amount of CUMP in materials reached 20 wt%. The samples from unmodified 
polyethylene (PE) and with 20 wt% of ammonium polyphosphate, as reference materials, were also 
manufactured. 

The examinations of the fracture surfaces were conducted with a high-resolution field emission 
scanning electron microscope (FE SEM) SU8010 (Hitachi High-Technologies Corp.), equipped 
with a backscattered electron (BSE) detector and energy-dispersive X-ray spectrometer (Utra Dry 
Silicon Drift). In order to increase the conductivity, samples were coated with gold using Q150T ES 
(Quorum Technologies Ltd.). Burnt samples were fixed on carbon tape using conductive carbon 
cement Leit-C. 

Mechanical properties of materials were determined in static tensile test in accordance with the 
document ISO 527, by means of Zwick Roell Z010 testing machine (Zwick GmbH & Co.KG,) with 
5 kN nominal force. The assumed length of the measured distance was 30 mm, and tests were 
realized with 5 mm/min cross speed. 

The thermogravimetric analysis was carried out on a TGA Q500 (TA Instruments Ltd.). The 
samples were tested in an atmosphere of nitrogen with flowing gas at a rate 10 ml/min in the 
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chamber and 90 ml/min in the oven. They were heated from room temperature to 1000 °C at a rate 
of 10 °C/min. 

Horizontal burning rates were measured according to the standard IEC 60695-11-10, which 
corresponding to the American National Standard UL-94. The specimens with dimensions of 
125x10x4mm were subjected to a 50W test flame. 

Limiting oxygen index (LOI) was measured in accordance with the procedure described in EN ISO 
4589-2. LOI data were determined in an oxygen index instrument with the specimen dimensions of 
100×10×4 mm. 

The flammability properties were examined by a cone calorimeter device (Fire Testing Technology 
Ltd.). The specimens (100×100×6 mm) were placed in an aluminum tray and irradiated horizontally 
at a heat flux of 35 kW/m2. Spark ignition was used to ignite the pyrolysis products. The procedure 
of the tests was performed in accordance with the ISO 5660-1. 

The smoke emission was determined using a smoke density chamber (Fire Testing Technology 
Ltd.) and the measurements were conducted in accordance with ISO 5659-2. During the test, the 
specimens (75×75×6mm) were exposed to an external heat flux of 25 kW/m2.  

RESULTS AND DISCUSSION 

Images of sample fracture at 1000× magnification were presented in Fig. 2.The microstructure 
analysis allowed to observe a random arrangement of fire retardants particles in entire volume of 
samples. SEM photographs showed that the particles of fillers differed in size, and also 
agglomerates could be found. In turn, the voids, resulting from the loss of the fire retardants’ 
particle, suggest that the adhesion between the polyethylene and filler was poor. 

  
(a) (b) 

  
              (c) 

Fig. 2. SEM photographs of breakthroughs of polyethylene (a) and polymer modified by fire retardants:  
APP (b), CUMP (c), mag. 1000. 
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Tensile strength (ϭM), Young’s modulus (Et) and elongation at break (ɛ) were measured by static 
tensile test to evaluation the influence of a new fire retardant incorporation on high density 
polyethylene mechanical properties and summarized in Table 1. The addition of CUMP led to a 
decrease in tensile strength in comparison to the unmodified polymer, the same as for ammonium 
polyphosphate. In turn, the values of Et were slightly lower, opposite to the result obtained for 
polyethylene modified by commercial fire retardant. The use of APP caused a significant increase in 
stiffness of polymer, which depending on application may be an undesirable phenomenon. It can be 
observed that the highest differences were achieved in the case of elongation at break. ɛ values for 
both polymers modified by fire retardants were about 45 times lower than for the pure polyethylene. 
Despite a reduction in the mechanical properties it did not exclude using them in most applications. 

Table 1. Mechanical properties of unmodified polymer and polyethylene with fire retardantsa 

Sample designation Tensile strength, MPa Young’s modulus, GPa Elongation at break, % 

PE 26.4 (0.3)a 485.4 (45.1) 1136.1 (189.7) 

PE/APP 22.0 (0.2) 635.4 (37.3) 25.1 (4.5) 

PE/CUMP 20.4 (0.6) 412.4 (41.3) 27.2 (10.3) 
a The values in parentheses are the standard deviations. 

 
(a) (b) 

Fig. 3. TG (a) and DTG (b) curves of reference materials and PE-HD with fire retardants under inert 
atmosphere. 

The thermal stability of the investigated materials was assessed by: the temperature of 5%, 10% and 
50% weight loss, the temperature of maximum rates of weight loss and intensity of degradation as 
well as percentage of char residue at about 1000 °C. Obtained results are presented in Fig. 3 and 
Table 2. 

Table 2. The thermal stability of unmodified polymer and polyethylene with fire retardants 

Sample 
designation 

5% mass loss, 
°C  

10% mass loss, 
°C 

50% mass loss, 
°C 

Residual mass, 
% 

DTG, 
°C; %/°C 

PE 454 466 490 0.0 495; 3.341  

PE/APP 443 465 492 2.3 495; 2.88 

PE/CUMP 409 453 489 4.2 494; 2.59 

The initial degradation temperature, defined as 5% mass loss, for unmodified high-density 
polyethylene reached 454 °C. The polymer had one stage of weight loss, corresponding to a single 
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peak at DTG curve, which appeared at approx. 495 °C. The weight loss at 1000 °C was 100% 
leaving no char residue. The introduction of fire retardants slightly changed the thermal stability of 
PE. The onset of degradation occurred earlier compared to neat polymer, especially in the case of 
CUMP (409 °C), due to the lower decomposition temperature of the used substances. In the 
literature, it can be found that IFR decomposes at lower temperatures reacting with polymer and 
forming the protective char layer [16]. However, at a measuring point recorded at 50% mass loss the 
differences between measured temperature values were negligible. It should be noted that the 
highest residual mass and the lowest intensity of degradation were recorded for PE/CUMP. 

Table 3. The UL-94 and LOI results of PE, PE/APP and PE/CUMP (irradiance 35kW/m2) 

Sample designation UL-94 horizontal rating LOI, % V/V 

PE HB 20 

PE/APP HB 21 

PE/CUMP HB 20 

The results of fire hazard testing, corresponding to the UL-94 standard, were presented in Table 3. 
All of the samples were rated at the HB class. However, compared with the unmodified 
polyethylene and also PE/APP, the PE/CUMP showed the slight inhibition of the dripping and 
formation of a char (Fig. 4). In turn the limiting oxygen index values, summarized in Table 3, were 
similar, and 1% higher values in comparison with PE were recorded only in the case of PE/APP.  

   
                                           (a)                                    (b)                                       (c) 

Fig. 4. Photographs of PE (a), PE/APP (b), PE/CUMP (c) samples during UL-94 tests. 

Average values of parameters characterizing the behavior of prepared plastics, under the influence 
of intense radiant heat, gained during cone calorimeter measurements were summarized in Table 4. 
Heat release curves for most representative samples were presented in Fig. 5. 

Both PE/CUMP and PE/APP show peak of Heat Release Rate (pHRR) below 430 kW/m2, while for 
unmodified PE it was 627 kW/m2 (Fig. 5). CUMP seems to be very promising flame retardant for 
use in thermoplastic materials. It combines smoke suppressing properties of cooper and foamed char 
promoting properties of melamine phosphate in one non-soluble complex compound. PE/CUMP 
shows the longest Time to Ignition (TTI), the lowest heat release both mean and maximum, which 
results in the lowest Maximum Average Rate of Heat Emission (MARHE) value. It is important to 
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notice that the Total Smoke Release (TSR) and Total Heat release (THR) are much higher for 
PE/CUMP than for other tested materials. Those values are connected with the duration of the test 
for individual materials. The long smoldering period near the end of the flaming phase for 
PE/CUMP caused that the flaming phase to last for 1000 s, when for PE/APP it was in the range of 
750-800 s. 

Table 4. The cone calorimeter results of PE, PE/APP and PE/CUMP (irradiance 35 kW/m2)  

Sample 
designation 

TTI, 
s 

pHRR, 
kW/m2 

HRR, 
kW/m2 

MARHE, 
kW/m2 

THR, MJ/m2 
TSR, 
m2/m2 

PE 117 (1)a 627.3 (162) 242 (45) 295.1 (40) 184.9 (25) 1433.4 (93) 

PE/APP 114 (3) 423.9 (63) 209 (20) 262.3 (10) 177.5 (32) 1828.4 (636) 

PE/CUMP 148 (64) 376.8 (40) 187 (30) 250.9 (22) 229.2 (34) 2233.9 (317) 

a The values in parentheses are the standard deviations. 

 
Fig. 5. Representative Heat release rate (HRR) curves of PE and polyethylene with fire retardants. 

           
                          (a)                                              (b)                                            (c) 

Fig. 6. Photographs of PE (a), PE/APP (b), PE/CUMP (c) samples after a cone calorimetry test. 

From the visual assessment of char residue of tested samples it can be concluded that PE sample 
burned out completely (Fig. 6). Such effect is typical for polymers built from short linear 
hydrocarbon chains. PE/CUMP formed multi-layered char structure that proved to be effectiveness 
in inhibits the burning process. In turn, PE/APP formed thin yet sustainable char layer that exhibits 
good fire retarding properties but it shows no signs of homogeneous. For further investigation all 
residues were examined with use of scanning electron microscope (SEM) and presented in Fig. 6.  
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As can be seenб both materials formed a char with the smooth outer surface, hindering the gas and 
matter transfer. However, the char layer of PE/APP was rather thin without cell structure, 
characteristic to intumescent fire retardants. It is confirmed by the photographs of the inner part of 
residue, being a reflection of the outer part. In its turn, in the case of CUMP, a porous structure 
inside the char can be observed. The chemical composition of residue was determined by EDS and 
is shown in Fig. 7.  

  

   
Element              Wt.%                           Element               Wt.%                
C  K               52.64                                   C  K               38.89    
O  K               30.08                                   O  K               20.87 
N  K                 8.27                                   N  K                 9.05     
P  K                 9.02                                   P  K                 9.47 
                                                                       Cu K               21.73 

  
                                                  (a)                                                                   (b) 

Fig. 7. SEM photographs of cone calorimetry residues of PE/APP (a, outer and inner) and PE/CUMP (b, outer 
and inner), mag. 500. 

The obtained data indicated that char layers comprised C, O, N and P elements as well as Cu in the 
case of CUMP. The results suggested that CUMP could decompose to CuO, melam (according to 
Fig. 8) and P2O7 [17].  
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Those compounds actively participate in formation of crosslink network in the char, resulting in a 
more compact char layer with better mechanical properties, and in consequence thicker, stronger 
char layer that enhances the flame retardant properties and increase higher thermal stability of 
materials. 

  
(a)                                                                            (b) 

Fig. 8. Thermal decomposition of melamine (a) and phosphoric acid (b). 

Parameters characterising density of smoke generated during non-flammable test with use of smoke 
density chamber are presented in Table 5.  

Table 5. Smoke emission of all examined materialsa 

Sample designation MSOD  VOF4 Mass Loss (%) 

PE 679.2 (31.4) 12.3 (1.4) 20.0 (2.1) 

PE/APP 21.6 (3.6) 13.1 (2.5) 0.7 (0.1) 

PE/CUMP 315.2 (30.6) 76.7 (4.1) 5.2 (0.5) 
a The values in parentheses are the standard deviations. 

The highest value of maximum specific optical density (MSOD) of smoke was obtained by 
unmodified PE sample. PE/APP show very good smoke suppressing properties during non-
flammable test with MSOD and VOF4 values several times lower than those of PE/CUMP. 
Presence of copper can catalyze decomposition process which can be an advantage under pyrolysis 
conditions (accelerates char formation) and a disadvantage considering smoke density. Mass loss 
corresponds with the MSOD values although PE/CUMP generates very large amount of smoke 
while losing only ~5% mass. 

CONCLUSIONS 

It can be concluded that copper complex CUMP can be a good substitute of commercial flame 
retardant especially when it comes to suppressing heat release rate. PE/CUMP shows good thermal 
stability although presence of copper may catalyze the decomposition process which can have 
beneficial impact on char formation while showing some disadvantages when it comes to smoke 
development. Nonetheless, PE/CUMP generated much more firm and porous char layer on the 
surface of the sample that showed good impact on its flammability.  

ACKNOWLEDGEMENT 

This paper has been based on the results of a research task carried out within the scope of the fourth 
stage of the National Programme “Improvement of safety and working conditions” partly supported 



Proceedings of the Ninth International Seminar on Fire and Explosion Hazards (ISFEH9) 

1028 

in 2017–2019 — within the scope of research and development — by the Ministry of Science and 
Higher Education/National Centre for Research and Development. The Central Institute for Labour 
Protection – National Research Institute is the Programme’s main coordinator. 

REFERENCES  

[1] R. Geyer, J.R. Jambeck, K. Lavender, Law, Production, Use, and Fate of All Plastics Ever Made, Sci. 
Adv. 3 (2017) 1-5. 

[2] L. Bisby, Grenfell Tower Inquiry – Phase 1 Expert Report, University of Edinburgh, 2018. 

[3] A. Dasari, Z.Z. Yu, Y.W. Mai, G.P. Cai, H.H. Song, Roles of graphite oxide, clay and POSS during the 
combustion of polyamide 6, Polymer 50 (2009) 1577-87. 

[4] M. Barczewski, D. Chmielewska, M. Dobrzyńska-Mizera, B. Dudziec, T. Sterzyński, Thermal stability 
and flammability of polypropylene-silsesquioxane nanocomposites, Int. J. Polym. Anal. Charact. 19 
(2014) 500–9. 

[5] G. Camino, N. Grassie, I.C. McNeill, Influence of the fire retardant, ammonium polyphosphate on the 
thermal degradation of poly(methyl methacrylate), J. Polymer Sci. Polymer Chem. Ed. 16 (1978) 95-106. 

[6] P. Lv, Z.Z. Wang, K.L. Hu, W.C. Fan, Flammability and thermal degradation of flame retarded 
polypropylene composites containing. melamine phosphate and pentaerythritol derivatives, Polym. 
Degrad. Stab. 90 (2005) 523-534. 

[7] J.D. Zuo, S.M. Liu, Q. Sheng, Synthesis and application in polypropylene of a novel of phosphorus-
containing intumescent flame retardant, Molecules 15 (2010) 7593-7602. 

[8] X. Lai, S. Tang, H. Li, X. Zeng, Flame-retardant mechanism of a novel polymericintumescent flame 
retardant containing caged bicyclic phosphate for poly-propylene, Polym. Degrad. Stab. 113 (2015) 22-
31. 

[9] P.Y. Wen, X.F. Wang, W.Y. Xing, X.M. Peng, B. Yu, Y.Q. Shi, et al., Synthesis of anovel triazine-based 
hyperbranched char foaming agent and the study of itsenhancement on flame retardancy and thermal 
stability of polypropylene, Ind. Eng. Chem. Res. 52 (2013) 17015-17022. 

[10] N. Tian, X. Wen, Z. Jiang, J. Gong, Y. Wang, J. Xue, et al., Synergistic effect between a novel char 
forming agent and ammonium polyphosphate on flame retardancy and thermal properties of 
polypropylene, Ind. Eng. Chem. Res. 52 (2013) 10905-10915. 

[11] Y. Huang, M. Song, J. Ma, Z. Lu, J. Yang, K. Cao, Synthesis of a phosphorus/silicon hybrid and its 
synergistic effect with melamine polyphosphates on flame retardant polypropylene system, J. Appl. 
Polym. Sci. 129 (2013) 316-323. 

[12] S. Li, B. Long, Z. Wang, Y. Tian, Y. Zheng, Q. Zhang, Synthesis of hydrophobic zinc borate nanoflakes 
and its effect on flame retardant properties of polyethylene, J Solid State Chem. 183 (2010) 957-962. 

[13] P. Müller, M. Morys, A. Sut, C. Jäger, B. Illerhaus, B. Schartel, Melamine poly(zinc phosphate) as flame 
retardant in epoxy resin: Decomposition pathways, molecular mechanisms and morphology of fire 
residues, Polymer Degrad. Stab. 130 (2016) 307-319. 

[14] C. Manzi-Nshuti, J. M. Hossenlopp, C. A. Wilkie, Comparative study on the flammability of 
polyethylene modified with commercial fire retardants and a zinc aluminum oleate layered double 
hydroxide, Polym. Degrad. Stab. 94 (2009) 782-788. 

[15] K-S. Lim,  S-T. Bee, L.T. Sin, T-T Tee, C.T. Ratnam, D. Hui, A.R.Rahmat, A review of application of 
ammonium polyphosphate as intumescent flame retardant in thermoplastic composites, Composites Part 
B: Engineering, 84 (2016)155-174. 

[16] X. Wanga, Y. Hua, L. Songa, H. Yanga, B. Yua, B. Kandolac, D. Delic, Comparative study on the 
synergistic effect of POSS and graphene with melamine phosphate on the flame retardance of 
poly(butylene succinate), Thermochim. Acta 543 (2012) 156– 164. 

[17] C. Feng, Y. Zhang, D. Liang, S. Liu, Z. Chi, J. Xu, Influence of zinc borate on the flame retardancy and 
thermal stability of intumescent flame retardant polypropylene composites, J. Anal. Appl. Pyrolysis 115 
(2015) 224-232. 

 



 

Proceedings of the Ninth International Seminar on Fire and Explosion Hazards (ISFEH9), pp. 1029-1039 

Edited by Snegirev A., Liu N.A., Tamanini F., Bradley D., Molkov V., and Chaumeix N. 

Published by Saint-Petersburg Polytechnic University Press 

ISBN: 978-5-7422-6498-9     DOI: 10.18720/spbpu/2/k19-108 

1029 

Artificial Sweeteners or High Risk Sugar Alcohols 

Celiński M., Salasińska K.*, Borucka M., Gajek A. 

Central Institute for Labour Protection – National Research Institute,  
Department of Chemical, Biological and Aerosol Hazards, Warsaw, Mazovia, Poland 

*Corresponding author’s email: macel@ciop.pl 

ABSTRACT 

Growing popularity of artificial sweeteners commonly used as a sucrose substitute causes a rapid increase 
in their production which is close to 2 million metric tons annual. Large quantities both produces, 
transported and stored organic materials naturally pose a threat of a major industrial accident which can 
be prove only by a series of breakdowns related to the explosion of sugar dust. The purpose of this work 
was to determine and compare parameters describing thermal stability and characteristics of burning 
process of six compounds of the sugar alcohols: xylitol, D-mannitol, D-sorbitol, maltitol, myo-inositol, 
meso-erythritol; with sucrose. We also investigated gaseous products generated during thermal 
decomposition of tested polyalcohols. The tests were conducted using following devices: cone 
calorimeter, smoke density chamber, purser furnace, differential scanning calorimeter, gas 
chromatography in accordance with appropriate standards. Almost all of tested sugar alcohols generate 
more heat during combustion than sucrose. Under higher values of applied heat flux, maltitol shows the 
highest maximum heat release rate although its ignition time is almost twice the time of sucrose. The only 
compound that did not ignite during smoke density measurements was meso-erythritol. Sucrose did ignite 
before the VOF4 parameter could be measured. Based on gained results it can be concluded that under 
specific conditions sugar alcohols can be equally or even more dangerous than sucrose. 

KEYWORDS: sucrose, sugar alcohols, cone calorimeter, smoke density chamber, heat release rate 

INTRODUCTION 

Sucrose is the most popular disaccharide used as a sweetener in food industry. It’s annual global 
production ranks at 170 million metric tons [1]. Such large production quantity of organic 
compound in natural way poses a threat of the possibility of a major industrial accident. Chemical 
Safety Board in the report on fires and explosions of sugar dust stated that first reported combustion 
of sugar dust took place in 1925. Almost 100 years later, despite broad knowledge and security 
measures, accidents still occur i.e. sugar dust explosion; silo tower (Cantley, England, 2003), sugar 
mill (Baltimore, USA, 2007), silo tunnel (Georgia, USA, 2008); sugar fire: sugar warehouse 
(Santos, Brazil, 2013). [2, 3]. 

In the meantime group of artificial sweeteners appeared on the market. Those new and often 
unexamined in case of fire scenarios compounds from the group of sugar alcohols (polyols) may 
have similar or even stronger fire and explosion characteristics than sucrose. According to literature 
[4] global annual production scale of sugar alcohols i.e. sorbitol, xylitol, mannitol, maltitol and 
isomalt is 1.6 million metric tons and increases rapidly. It is assumed that it will reach value of 
2 million metric tons by the end of year 2022. Such large production scale of organic compounds, 
despite the current lack of incidents reports, poses a threat of a major industrial accident. Sugar 
alcohols dust qualifies as a potentially flammable or explosive due to their chemical structure. Short 
carbon chains combined with several hydroxyl groups significantly increases molecular oxygen 
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balance in those compounds which makes them good fuel even in low oxygen conditions. Due to 
those properties sugar alcohols found application in pyrotechnics and explosives. Combined with 
nitrating mixture polyols form unstable and very strong explosive materials i.e. pentaerythritol 
tetranitrate (PETN) also known as penthrite, one of the most powerful modern secondary explosive, 
which is a derivative of pentaerythritol, polyol commonly used as an artificial sweetener [5]. Based 
on those information we decided that there is an urgent need to conduct studies of compounds so 
widely used and processed in large quantities for their flammability and explosive properties.  

In this study we focused on the recognition of parameters describing the combustion process of six 
sugar alcohols: xylitol, D-mannitol, D-sorbitol, maltitol, myo-inositol, meso-erythritol and 
compared them to the values obtained for sucrose. Fire parameters were measured using two 
devices: cone calorimeter and smoke density chamber, in accordance with standards: ISO 5659 and 
ISO 5660. The thermal stability of selected materials was evaluated by thermogravimetric analysis 
(TG). Moreover, the steady state tube furnace (Purser furnace) has been used specifically to 
generate toxic products from real fires. The released species have been identified using gas 
chromatography with mass selective detector (GC-MS). 

MATERIALS AND METHODS 

Materials 

All tested sugar alcohols are commercially available products delivered by Acros Organics and Alfa 
Aesar. The purity of tested compounds was 98-99%, except for Maltitol which purity was 95%. To 
create more comparable conditions all compounds were minced by a grinding mill and gained 
powder was subjected to a sieve analysis. Materials of equal grain size range (75-125 µm) were 
further used to determine calorimetric parameters.  

Cone calorimeter flammability testing 

Fire safety characteristics require the determination of the basic behavioral parameters under fire 
conditions. Parameters characterizing behavior of analyzed compounds in the presence of flame 
were studied using Dual Cone Calorimeter (FTT Limited, West Sussex) according to standard ISO 
5660-1 [6]. Three samples of equal mass (20 grams) for each compound, were covered with 
aluminum foil (100 mm x 100 mm x 25 mm) and treated with external Heat Flux (HF) in range of 
25-75 kW/m2 simulating the thermal exposure during the first phase of fire. Based on gained results 
following parameters were estimated: Heat Release Rate – HRR (kW/m2), peak of Heat Release 
Rate – pHRR (kW/m2) time to peak of Heat Release Rate – t-pHRR (s), Total Heat Release – THR 
(MJ/m2), Ignition Time – TTI (s), Total Smoke Release – TSR (m2), Fire Growth Rate – FIGRA 
(kW/m2s), Thermal Response Parameter – TRP (kW∙s1/2/m2). 

NBS smoke density testing 

The smoke density characteristics in a closed room can be described by two main parameters: 
Optical Density of Smoke (Ds) and VOF4. Ds parameter determines visibility reduction and is the 
determinant of an amount of smoke produced during the first ten minutes of thermal degradation of 
tested material. VOF4 describes increasing rate of smoke density during the first four minutes, 
which are crucial during evacuation process. VOF4 parameter is calculated according to the Eq. (1): 

��P4 � $1 �1H
1 � 2H
2 � 2H
3 � H
4! , (1) 

where Ds1, Ds2, Ds3, Ds4 – optical densities of smoke during four consecutive minutes of the test.  

All parameters were measured using Smoke Density Chamber (FTT Limited, West Sussex) 
according to standard ISO 5659-2 [7]. Three samples of equal mass for each tested compound, were 
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covered with aluminum foil (75 mm x 75 mm x 10 mm) and treated with external HF of 25 kW/m2. 
Due to the high flammability of the test compounds, even in the absence of the ignition source 
(electric spark), two relevant comparative parameters were added: Time to Maximum Smoke 
Density (TMDS) and Ignition Time (TTI'). 

Thermal analysis 

The thermal degradation characteristics of polyalcohols were analyzed by the methods of TG-DTG 
and DSC using a simultaneous thermal analyzer (STA 449F3 Jupiter, Netzsch, Germany). The mass 
of the investigated materials was 10 mg. The heating rate was 10 K/min. The measurements were 
carried out in the air and nitrogen atmosphere. 

Fire effluent analysis 

Samples of materials (15 g) in test boats were delivered into the steady state tube furnace (ISO 
19700) set at 350°C. The collection of fire effluent from mixing chamber of tube furnace was 
performed with the use of the solid phase microextraction manual holder supplied with 
carboxen/polydimethylsiloxane 75 µm fiber acquired from Supelco (USA). The sorption and 
desorption time was 5 min and 30 min accordingly. The chromatographic separation was achieved 
with an HP-5 MS fused silica capillary column (30mm×250μm×0.25μm film thickness) from 
Agilent Technologies (USA). The oven temperature was initially maintained at 40°C for 5 min, and 
then increased to 250 °C at the heating rate of 4 °C/min. Helium at the constant flow rate of 1 
ml/min was used as the carrier gas and the split ratio was 10:1. The separated compounds were then 
analyzed by the mass spectrometer, which was operated in electron ionization (70 eV). The mass 
spectra were obtained from m/z 15 to 350. Chromatographic peaks were identified with NIST MS 
Library. 

RESULTS AND DISCUSSION 

Cone calorimeter parameters  

The thermal response parameter (TRP) allows to estimate material resistance to generation of 
combustible gas mixture [8, 9]. The higher the TRP value, the longer it takes for the material to heat 
up, evaporate, ignite, and initiate a fire. TRP depends on the series of parameters ignition 
temperature (Tig), ambient temperature (T∞), thermal conductivity (λ), specific heat (Cp) and density 
(ρ) and can be calculated according to the Eqs. (2) and (3):  

( ) ( )4ig pTRP T T C∞= − π λρ , (2) 

( ) ( )( )2
4ig p ig et C T T q∞ ′′= π λρ −   (3) 

By the combination of Eq. (2) with Eq. (3), TRP can be presented as a function of external heat flux, 

eq′′ , and igt : 

1 2
ig et q TRP− ′′=   (4) 

The plot of the square root of the ignition time inverse versus the external heat flux allows to 
interpret the TRP form the curve slopes according by Eq. (5): 

1TRP slope= . (5) 
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All TRP values are presented in Table 1. Average values of parameters characterizing the behavior 
of sugar alcohols under the influence of intense radiant heat gained during cone calorimeter 
measurements were summarized in Table 2. 

Table 1. TRP values calculated for tested sugar alcohols 

Sample 
TRP 

kW∙s1/2/m2 

D-mannitol 500 

D-sorbitol 476 

xylitol 500 

maltitol 476 

meso-erythritol 526 

myo-inositol 400 

sucrose 270 

Sucrose 

Based on the gained results it can be concluded that in a range of lower HF (25-50 kW/m2) sucrose 
gain the highest values of pHRR and second only to maltitol at 75 kW/m2. The HRR curves 
presented in Fig. 1, suggest that sucrose does not reach its fully grown steady flaming phase under 
any HF. Twenty gram samples simply burn to fast to reach maximum potential of this compound 
even under such low HF as 25 kW/m2.  

  
Fig. 1. HRR development for sucrose under different 

HF. 
Fig. 2. Comparison of maltitol HRR development 

under different HF. 

After the first peak one can observe (especially at 25 and 35 kW/m2), the flaming phase with HRR at 
the level of 200 kW/m2, but it is mostly due to the decomposition of weak char created during 
pyrolysis and the lack of pure organic material. Although sucrose is one of the largest tested 
compounds (only 2g/mol lighter than maltitol), it reaches lowest THR values. Probable explanation 
of this behaviour is associated with the chemical structure and chemical reactions in condensed 
phase. When heated above 140oC sucrose starts to decompose (caramelize) generating furans (i.e. 
furfuryl alcohol) with very low flashpoint temperature (Fp) (60-80oC) which is also the cause of 
short TTI under higher HF and in consequence very low TRP [10].  
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Table 2. Calorimetric values of fire parameters for sugar alcohols and sucrose 

Sample 
TTI FIGRA HRR pHRR t-pHRR THR TSR 

s kW/m2s kW/m2 kW/m2 s MJ/m2 m2/m2 

HF – 25 kW/m2 

D-mannitol 224 0.87 170 256 293 31.9 43.8 

D-sorbitol 197 0.88 152 228 260 31.7 42.1 

xylitol 144 0.96 130 232 242 33.6 52.6 

maltitol 209 1.51 196 415 285 29.0 60.7 

meso-erythritol 110 1.25 164 247 197 31.7 35.6 

myo-inositol 116 1.77 139 228 128 28.4 37.8 

sucrose 165 2.59 150 484 187 20.7 5.22 

HF – 35 kW/m2 

D-mannitol 108 2.33 183 362 155 31.7 72.9 

D-sorbitol 104 2.22 170 344 155 31.3 72.9 

xylitol 77 2.26 138 301 133 31.5 79.5 

maltitol 88 3.9 237 580 148 29.8 98.7 

meso-erythritol 72 2.7 185 371 138 32.1 63.1 

myo-inositol 60 4.46 126 305 68 28.0 65.1 

sucrose 70 6.57 161 614 93 22.4 61.5 

HF – 50 kW/m2 

D-mannitol 65 4.46 263 491 110 34.9 207 

D-sorbitol 63 6.32 241 558 88 35.2 206 

xylitol 56 4.30 224 466 108 36.0 214 

maltitol 65 7.78 297 764 98 35.5 219 

meso-erythritol 48 4.50 262 472 105 36.6 202 

myo-inositol 36 10.4 231 467 45 32.6 165 

sucrose 29 14.0 197 771 55 23.8 47.2 

HF – 75 kW/m2 

D-mannitol 34 14.0 281 840 60 33.1 105 

D-sorbitol 33 10.7 346 787 73 34.7 183 

xylitol 29 8.03 272 616 77 34.1 162 

maltitol 31 20.2 503 1144 57 36.2 230 

meso-erythritol 29 7.88 300 578 73 35.7 211 

myo-inositol 24 20.4 281 647 32 32.9 184 

sucrose 17 29.8 250 1119 35 25.7 50.7 

Maltitol 

Main difference between maltitol and sucrose is the presence of the oxolane (tetrahydrofuran) ring 
instead of d-glucitol chain, so the combination of two cyclic ethers can explain reduction of 
molecule energy and tig. Secondly, maltitol does not undergo caramelization process and because 
cone calorimeter parameters are based on oxygen level in flaming phase, it is possible that 
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decomposition of sucrose in the condensed phase is responsible for its low THR. As a result of 
analysis of maltitol’s HRR curve under the HF = 25 kW/m2, it can be concluded that the initial 
increase of the HRR is being followed by a slow growth up to the maximum value, see Fig. 2. 

The initial raise is related to the ignition of flammable pyrolysis products whose concentration in the 
gas phase was sufficient to initiate a self-sustaining combustion process while the second stage is 
limited by the rate of decomposition and the emission of combustible products into the combustion 
zone. Similar behaviour can be observed under the HF =35 kW/m2 , but in that case time of the 
growing phase is much shorter and the angle is higher. This characteristic changes under the 
influence of heat source in temperature range 750-900oC (HF = 50-75 kW/m2). In both cases it is 
hard to separate ignition phase from the growing phase. Decomposition process is fast enough, to 
provide sufficient amount of flammable gaseous to the flaming zone, to keep the stable growth of 
HRR. Due to the high molecular weight and contribution of functional groups, maltitol shows the 
highest HRR, THR and TSR values. Maltitol, like the other sugar alcohols, does not caramelize, 
therefore vaporized macromolecules generates large amount of soot in burning phase as a result of 
incomplete combustion.  

D-sorbitol and D-mannitol 

Two of tested sugar alcohols: d-mannitol and d-sorbitol, shows good thermal stability in low range 
of HF, without reaching characteristic HRR peak. Development of burning process in both cases 
leads to a maximum HRR after 2,5-3 minutes after the ignition and last until most of the organic 
material has been burned, see Fig. 3. 

  
Fig. 3. D-sorbitol and d-mannitol HRR curved under 

HF = 25,35 kW/m2. 
Fig. 4. Comparison of HRR development during 

burning stage for tested compounds (HF = 75 
kW/m2). 

Similar characteristic of burning process of those two compounds is related to their identical 
chemical composition. Both compounds are isomers, and differ only in spatial orientation of 
hydroxyl group at second carbon atom. Even such subtle structural difference has an impact on 
compounds behaviour under fire conditions. As can be seen from the Table 1 data, D-mannitol is 
characterized by higher thermal stability (longer tig) than D-sorbitol.  

Myo-inositol  

Myo-inositol is one of the most interesting tested sugar alcohols. It is characterized by short tig and 
relatively high FIGRA values. On the other hand myo-inositol shows low HRR, and its flaming 
phase is statistically longer then for the rest of the tested compounds (Fig. 4.). Such characteristic is 
typical for compounds with the ability to generate a layer of swollen char on the surface of the 
sample under pyrolysis conditions. Similar phenomenon can by observed in plastics with an 
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addition of intumescent flame retardants, where specific additives are responsible for generation and 
swelling process of formed char that protects polymer against the influence of external heat and 
oxygen [11,12]. Probable reason for the char formation is the presence of cyclohexane ring. 
Dehydration of hydroxyl groups leads to the formation of double bonds and aromatic structures 
being the foundation of char. It’s worth noticing that rapid development of burning process and 
short TTI are important parameters for the evaluation of combustion characteristics of dust-air 
mixtures. 

In such conditions myo-inositol will not be able to generate the char layer and will burn with the 
highest possible rate which can lead to very high explosion characteristics, similar or even stronger 
than sucrose. This lead will be further investigated and described in another paper. 

Meso-erythritol and xylitol 

Erythritol like the most of sugar alcohols does not have aldehyde or ether groups, therefore it does 
not undergo a Maillard reaction or caramelization and is relatively stable to heat (Fp = 209o). This 
means that erythritol rather vaporize than decompose during first stage of fire and its Fp is much 
higher than Fp of sucrose’s decomposition products, like furfuryl alcohol (77oC) [13,14]. It was 
observed that compounds without structural rings show higher TRP values. For example, TRP of 
meso-erythritol is much higher than of any other tested sugar alcohol while sucrose, compound with 
two structural rings, shows the lowest TRP value. Although TRP is not the most accurate parameter, 
it allows defining general rules of behavior. Meso-erythritol is characterized by short TTI at HF = 
25 kW/m2 , but increase of HF to 75 kW/m2 does not cause such drastic change in tig as in case of 
sucrose or maltitol and is a reason for smaller experimental line slope. This deduction coincides 
with the results gained from the smoke density chamber. For typical sugar alcohol, pHRR value 
doubles with the change of HF from 35 to 75 kW/m2 and for meso-erythritol it rises by about 56% 
see Fig. 5. 

  

Fig. 5. Meso-erythritol HRR curves under different HF. Fig. 6. Meso-erythritol’s pHRR dependency 
on HF value. 

Probably meso-erythritol is much closer to its maximum combustion rate and in this range HRR 
ceases to be linearly dependent on the power of the heat source and changes to a logarithmic 
dependency, see Fig. 6.  

Xylitol is a compound most similar to the meso-erythritol based on the chemical structure. 
Additional carbon atom and hydroxyl group does not make significant changes in calorimetric 
parameters although show noticeable impact on smoke density and TTI during smoke chamber tests. 



Proceedings of the Ninth International Seminar on Fire and Explosion Hazards (ISFEH9) 

1036 

Smoke density chamber parameters  

The results gained from the smoke density chamber tests indicate that the meso-erythritol, 
compound with the shortest TTI during cone calorimeter test, under same heat flux (25 kW/m2), was 
the only one that did not ignite, see Table 3. This can be explained by the small mass of meso-
erythritol. Four-hydroxyl butanoic chain probably evaporates from the sample before reaching the 
decomposition temperature, which is high enough to keep it from ignition in contact with a heat 
source of about 600°C without the presence of an electric spark.  

Longest TTI’ was observed for xylitol, compound most similar to meso-erythritol, than for isomers: 
d-mannitol and d-mannitol, maltitol and sucrose. Those results strongly agree with the conclusions 
drawn from the analysis of TRP values. Myo-inositol, due to its ability to form swollen char layer, 
did not ignite during the first test, resulting in a VOF4 value of 204. Unfortunately, formed char is 
not always dense enough to effectively protect the sample from external heat, especially in case of 
compound with such a short tig and high FIGRA values like myo-inositol which ended in very short 
tig’ during second test. Sucrose tig’ was too short to determine VOF4 parameter. Maximum value of 
smoke density obtained after ignition cannot be a comparative criterion for individual substances 
since the presence of a flame source interferes with the readings of the analyzer, making it 
impossible to determine the actual degree of smoke inside the chamber, hence further comparability 
of smoke density is unfounded. Lowest VOF4 parameter was recorded for D-sorbitol with a self-
ignition temperature of 420°C [15]. This compound ignited 6-7 minutes after the test began, 
allowing estimation of VOF4 parameter on the level of 48,3. In turn, the highest value was obtained 
for mesoerythritol. 

Table 3. Summary of smoke density chamber parameters for tested compounds 

Sample 
Ds (TMDS) VOF4 TTI’ 

- (s) - s 

D-mannitol 497 (418) 51.6 410 

D-sorbitol 391 (395) 48.3 395 

xylitol 673 (433) 109 452 

maltitol 281 (256) 148 251 

meso-erythritol 890  238 - 

myo-inositol 147 (530) / 507 - / 204 131 / - 

sucrose 175 (202) - 143 

Table 4. Thermogravimetric characteristics of the selected polyalcohols 

Chemical Atmosphere 
Mass 

losses (%) 
Melting  

point (°C) 
Beginning of 
degradation 
process (°C) 

End of 
degradation 
process(°C) 

D-Mannitol 
Air 99.98 166 345.9 390.4 

Nitrogen 99.73 167.6 334.6 393.7 

D-Sorbitol 
Air 100 99.8 346.4 396.1 

Nitrogen 100 99.9 341 395.2 

Xylitol 
Air 99.75 94.2 309 368.1 

Nitrogen 100 95.2 309 367.3 
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Maltitol 
Air 99.36 149.6 293 593 

Nitrogen 94.16 149 280 406 

Meso-
Erythritol 

Air 100 119.6 268.9 323.9 

Nitrogen 99.86 120.8 277.9 352.4 

Myo-
Inositol 

Air 99.69 - 148 586.4 

Nitrogen 93.19 - 148.9 394.8 

Sucrose 
Air 100 189.7 225.6 634.8 

Nitrogen 81.08 191.8 227.7 456.1 

Thermal degradation studies 

The TG, TDG and DSC curves for polyalcohols showed that thermal degradation in air atmosphere 
for all tested substances  except meso-erythritol occurred in multi stage. When the testes were 
carried out in the nitrogen atmosphere, all substances except myo-inositol undergo one-stage 
degradation. The mass losses depended on the gaseous atmosphere used during the test and type of 
polyalcohol (Table 4).  

The lowest temperature of the beginning of degradation process was observed for myo-inositol. 
That chemical was of xylitol in the air atmosphere, the sudden increase in temperature was 
observed, which may suggest that the tested substance ignited during the measurement. This 
phenomenon additionally decomposed in a complex way in both studied atmospheres. Interestingly, 
during the thermal decomposition of xylitol carrying out in nitrogen that situation was not observed. 

Fire toxicity 

The type of products formed during the measurements depends on the composition of the test 
material. However, some products such as ethenyl ester formic acid and hydroxy-acetaldehyde were 
presented in all gaseous samples. The largest number of thermal degradation products were created 
during the decomposition of the maltitol, myo-inositol and sucrose. Following chemicals were 
identified in samples of emitted gasses during the thermal degradation of those materials: furfural, 
3-furaldehyde, 2-acetylfuran, 5-methyl-2-furancarboxaldehyde and furyl hydroxymethyl ketone. 
During thermal degradation of hydrogenated monosaccharides (d-mannitol, d-sorbitol and xylitol) 
in fire effluents furfural was also presented. All these substances are present in many food items as 
the natural products or as the contaminants. For example 2-acetylfuran is found in alcoholic 
beverages. 2- Acetylfuran as well as furfural, 3-furaldehyde, 5-methyl-2(5H)-furanone, 5-methyl-2- 
furancarboxaldehyde are used in flavored products. The 5-methyl-2-furancarboxaldehyde is a 
secondary produced from saccharides. Therefore, it can be assumed that the presence of these 
products in the emitted gas mixture can be caused both by the thermal degradation of polyalcohols 
and their presence in the tested materials. Table 5 presents the concentrations of released 
compounds during thermal degradation of selected materials using Purser furnace. 

CONCLUSION 

The characteristic parameters for the thermal decomposition during fire of sugar alcohols were 
quantitatively investigated with the use of cone calorimeter under a series of HF settings and smoke 
density chamber. Correlation analysis between the HF and the characteristic parameters was 
performed and properly described. Based on gained results in can be concluded that sucrose is the 
most flammable compound with most rapid fire growth, especially under higher HF. Yet it is 
important to notice that almost all tested sugar alcohols show higher average HRR and THR value, 
three of which under lower HF shows shorter TTI. Under the influence of 75 kW/m2 HF, maltitol’s 
pHRR was noticeable higher than sucrose’s wherein the other parameters where significantly higher. 
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Myo-inositol shows very short tig and high FIGRA, but the fire growth is being inhibited by char 
layer forming on the surface of the sample. The thermal degradation characteristics of polyalcohols 
were analyzed by the methods of TG-DTG and DSC, and the results showed that most of the tested 
materials were decomposed as a result of a multi-stage process. In samples of gases and fumes, 
emitted during the thermal degradation and combustion of polyalkohols many chemicals were 
identified. The detected decomposition products depended on the type of substance that was 
degraded. 

Table 5. Products formed during thermal degradation and combustion of tested polyalcohols 

Compound 
Emission yields (peak area x 106) 

D-Mannitol 
D-

Sorbitol Xylitol 
Meso-

Erythritol Maltitol 
Myo-

Inositol Sucrose 

CO. CO2 78.7 97.0 102.4 98.2 84.7 80.5 127.1 

Formic acid. ethenyl 
ester 

18.4 34.0 41.7 28.6 34.3 20.5 41.9 

Acetaldehyde. hydroxy- 4.12 7.74 14.4 13.8 10.3 6.87 26.0 

2(5H)-Furanone. 5-
methyl- - - 28.1 - - - - 

Furfural 3.46 14.8 33.4 - 64.40 62.15 300.1 

2-Furanmethanol - 1.72 27.7 - - - - 

3-Furaldehyde - - - - 22.05 11.9 12.2 

2-acetylfuran 7.17 9.60 - - 25.0 12.4 14.6 

2-Cyclopenten-1-one.  
2-hydroxy- - - - - 7.34 8.12 21.7 

2(5H)-Furanone. 5-
methyl- 

- - - - 39.3 15.3 13.5 

2-Furancarboxaldehyde.  
5-methyl- 

- - - - 15.0 25.9 140.3 

Phenol - - - - 6.66 18.16 7.03 

Hydroquinon 6.59 7.23 - - 28.9 2.16 3.87 

2-Cyclopenten-1-one.  
2-hydroxy-3-methyl- 

6.63 1.01 - - 20.1 5.69 17.5 

3.4-Furandiol. 
tetrahydro-. trans- 

- - 201.8 196.0 - - 9.68 

2.5-
Furandicarboxaldehyde 

- 2.84 - - - 2.00 54.6 

Furyl hydroxymethyl 
ketone 

2.41 - - - 22.9 41.8 106.8 

5-Acetoxymethyl-2-
furaldehyde - - - - - - 65.7 

5-Methyl-2-(5-methyl- 
2-furfuryl)furan 

- - - - 9.74 3.26 65.2 

5-
Hydroxymethylfurfural 

- - - - - - 138.0 
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ABSTRACT 

Wildland fires are frequent catastrophic events that lead to the loss of life and economic devastation. 
Wildfires can involve dead and live fuels; however, only limited research has studied the combustion 
characteristics of those fuel conditions. This paper studies the burning behaviour of live and dead 
Eucalyptus saligna leaves using the Mass Loss Calorimeter. Tests were carried out using different 
indicent radiant heat flux and wide range of fuel moisture content (4-120% on dry weight for live leaves 
and 3-14% on dry weight for dead leaves). This study includes the proximate analysis and 
thermogravimetric analysis to observe the impact of chemical composition. Flammability parameters (i.e. 
ignition delay time, time to peak mass loss rate, burnout time, peak mass loss rate, and residual mass 
fraction) were analysed to identify the differences between live and dead leaves. The results show that 
ignition delay time of dead leaves are eight times faster than live leaves, thus the regression model 
derived from dead leaves cannot be used well to predict the ignition delay time of live leaves, and vice 
versa. From all parameters, it is concluded that live and dead leaves will not behave the same in fire 
condition; dead leaves are shown to be more flammable than live leaves, even though the leaves are in the 
same oven-dried condition. This confirms that the live fuels can no longer be assumed as wet dead fuels, 
and should be considered explicitly in assessing wildland fire risk. 

KEYWORDS: Eucalyptus saligna, flammability, ignition, wildland fires. 

INTRODUCTION 

Wildland fires are the largest natural disaster in Australia that lead to the loss of life and economic 
devastation. However, there is still a lack of knowledge regarding the key factors that affect the 
flammability and burning behaviour of vegetation. Due to the climatological and seasonal 
conditions, as well as human interaction, water cycle plays a critical role in defining the vegetation, 
and eventually the intrinsic wildland fire risk. Previous research in the field of fire safety 
engineering has demonstrated a strong influence of moisture content on the flammability of solid 
fuels. In wildland fires, the fuel flammability term refers to the capability of a certain fuel to ignite 
and sustain fire. According to Anderson [1], the flammability can be characterised into four criteria, 
namely ignitability, combustibility, consumability, and sustainability. Therefore, the understanding 
of all parameters affecting the flammability and fire behaviour is crucial to predict future fire events 
and quantify the potential risks [2,3]. 

Wildland fires do not only spread through dead fuels, but also through a combination of dead and 
live (with relatively higher moisture content) fuels [4]. Wildland fires are classified as ground fire 
(which occurs in the decomposed organic materials), surface fire (that consumes dead fuel litters), 
and crown fire (that spreads through the live fuel canopies of trees) [5]. The fuel condition is an 
important factor for any of these type of fires. To date, there is limited work on the fire behaviour 
differences between dead and live fuels. This is why previous research in the area has generally 
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assumed that live fuels behave as wet dead fuels. Pickett et al. [4] summarized that the common 
models of wildland fire spread are developed from dead fuels correlations. Nonetheless, Jervis and 
Rein [6], through small-scale experiments using the Fire Propagation Apparatus on live, aged, and 
dead pine needles, demonstrated that moisture content is not the only factor governing the burning 
behaviour. There must be other physical and chemical properties which could influence the fire 
dynamics of live, aged, and dead pine needles [6]. However, further types and conditions of 
vegetation should also be explored in detail to get a clear observation particularly on thousand 
species of Australian vegetation. 

Previous studies [7-10] indicate that fuel moisture content has a dominant role in determining the 
flammability and burning behaviour. In the preheating process, water vapour will be produced and 
increase the ignition delay time by diluting the flammable volatile in the reaction zone [3]. 
Dimitrikopoulous and Papaioannou [7] established the flammability classification of Mediterranean 
vegetation by correlating the ignition delay time and fuel moisture content. The ignition studies 
conducted by McAllister et al. [11] indicated that a linear regression between moisture content and 
ignition time only provides a 74-80% fit. Further observation also showed that the trend of ignition 
time is not captured properly with moisture content in the ignition of live fuels [11]. This finding 
also confirms that there is a difference between live and dead vegetation response under fire 
conditions.  

In this paper, we examine the combustion characteristics of live and dead Eucalyptus saligna (Blue 
Gum) leaves, which is a common vegetation in Australia's south-eastern states [12]. The species 
Eucalypt genus was chosen as it forms three-quarters of the total native Australian forests [13] and 
woodlands. Flammability analyses were performed using the bench-scale Mass Loss Calorimeter 
device. Investigation on the influence of fuel moisture content to the burning behaviour was 
determined for each fuel condition (live and dead). This approach allowed us to fill the gaps from 
previous wildland fire studies on this area. The results provide robust data focusing on how one 
specific type of fuel under different conditions behave during the combustion process.  

MATERIAL AND METHODS 

Experimental procedure 

Flammability and burning behaviour studies were carried out using thermal analysis and 
calorimetry. Thermogravimetric Analyses (TGA) were conducted to observe the impact of fuel 
properties and composition on thermal decomposition. Compared to the other thermal analysis 
techniques, TGA has a very accurate control of the heating rate for small samples, thus allowing to 
investigate the thermal decomposition at a kinetic regime [14]. A Perkin Elmer Simultaneous 
Thermal Analyzer (STA) 6000 was used for Thermogravimetric Analyses at a heating rate of 
20°C/min between 20°C and 900°C. The selected temperature range covers the complete thermal 
decomposition of lignocellulosic materials. In order to get a clear observation of the pyrolysis and 
oxidation of leaves, two different carrier gases were used: (i) nitrogen to avoid solid-phase oxidation 
and obtain the volatile (or organic) compounds, and (ii) air to represent the actual oxidative 
conditions in wildfires and obtaining the inorganic content in the material. 

An FTT Mass Loss Calorimeter (MLC) was used for the combustion tests in accordance to ISO 
17554:2014. The MLC was utilized to measure the mass loss of the leaf samples in severe 
conditions of heat exposure without any additional instruments such as chimney or thermopile to 
measure heat release rate as conducted by previous studies [3,15-17]. The standard MLC closed 
sample holder (10 x 10 x 5 cm3) was used to minimize the convective heat transfer coefficient and 
focus on the influence of the fuel properties. Tests were carried out using piloted ignition with 
various incident radiant heat fluxes (25, 35, and 50 kW/m2) produced by the conical heater. The 
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conical heater provided a constant heat flux until the fuel was totally consumed. The flammability 
criteria used for this study corresponds to the ignition delay time (the time from the beginning of 
heating until the piloted ignition occurs) and burnout time (the time from ignition until flame out) 
were noted visually. The mass loss rate (burning rate) was recorded at 1 Hz using a load cell with a 
data acquisition system. Before each test, the fuel moisture content was measured using a KERN 
DBS 60-3 Moisture Analyser. This device uses the mass loss method to measure the moisture 
content of the leaves. The temperature was set to 120°C to minimize the amount of volatile matter 
lost in the measurement. The instrument was programmed to stop when the sample reached a 
constant weight within ±0.05% accuracy of moisture content. The calibration of this method has 
previously carried out by Madrigal et al. [16] with a set point temperature of 175 °C. All of the tests 
were repeated at least three times to achieve consistent data for analysis. 

Sample preparation 

Eucalyptus saligna foliages were used in this study. The samples were collected from five different 
tree locations in a park located in The University of Queensland, St Lucia Campus. In order to 
investigate the influence of fuel condition, live leaves (above the fibre saturation point) were 
collected from alive trees; dead leaves (cells contracted below the fibre saturation point) were 
gathered from the litterfall. Examples of the fuel condition studied are shown in Fig. 1. At the time 
of collection, the moisture content of the fresh leaves were measured, resulting approximately 
114±6% in dry base for live leaves and 14.2±2% in dry base for dead leaves. Proximate analysis 
was conducted for both fresh samples to obtain the properties (e.g. volatile matter, fixed carbon, and 
gross calorific value), which affects the burning behaviour as can be seen in Table 1. 

   

(a)    (b) 

Fig. 1. Conditions of E. saligna leaves used in the experiment. (a) live leaves; (b) dead leaves. 

For TGA testing, both leaf samples were dried using an oven at 60oC for 48 h. The final moisture 
content achieved for live and dead leaves was 4.39±0.21% and 3.48±0.19% respectively. After that, 
the oven-dried samples were crushed and grinded into powdered form to get uniform sample size 
and avoid problems related to heat and mass transfer [18]. In this study, no chemical treatment was 
undertaken to maintain the characteristic properties of the sample. The powdered leaves were 
weighed into 10 mg to be used on the test as suggested by Bilbao et al. [19]. Hence, there was no 
influence from sample mass differences to the pyrolysis and combustion characteristics on TGA. 

To get a wide range analysis result in the flammability test using MLC, the leaves were conditioned 
to acquire different fuel moisture content. The first condition was ‘fresh sample’, where the leaves 
were analysed and tested immediately right after the collection. In the second condition, the leaves 
were exposed to ambient air and humidity in the laboratory up to seven days before being tested, 
therefore covering an extensive range in moisture content. The moisture content degradation was 
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measured everyday using a moisture analyser. The last condition was ‘oven-dried’ (OD), where the 
samples were dried using an oven with a similar procedure as in the TGA. From those different 
conditioning processes, the variation of moisture content was obtained approximately 4-120% on 
dry weight for live leaves and 3-14% on dry weight for dead leaves. It is not possible to obtain zero 
percent of moisture content on oven-dried leaves because the leaves reach the equilibrium state 
immediately after exposure to the ambient humidity [20]. 

In order to reduce the disturbance of the experimental result due to dry mass variation, the initial 
sample mass was fixed to 5 g on dry weight for all tests. The sample was put into the sample holder 
until it covered the top surface of the holder and reproduce about 0.01 g/cm3 (~10 kg/m3) bulk 
density. Even though the sample has different wet mass, it still has a similar amount and thickness 
of individual leaves inside the sample holder. Thus, the fuel bed thickness could be maintained 
visually at 5 cm. By maintaining the initial dry mass and bulk density of the leaf samples, the effect 
of fuel condition and fuel moisture content on the burning behaviour could be evaluated. 

Table 1. Proximate analysis of E. saligna leaves 

Components Live Leaves Dead Leaves 

Moisture Content (% adba) 114.21 14.22 

Volatile Matter (% adba) 77.94 78.86 

Fixed Carbon (% adba) 18.20 18.30 

Ash Content (% adba) 3.86 2.84 

Gross Calorific Value (MJ/kg adba) 20.90 22.89 
aAs dried basis. 

Data analysis 

For TGA results, pyrolytic variables classified by Dimitrakopoulos [21] such as total mass loss 
(TML),  mean volatilization rate (MVR), and peak mass loss rate (pMLR) were determined for each 
sample. To analyze the influence of fuel conditions on the flammability criteria, a one-way analysis 
of variance (ANOVA) has been widely used for previous flammability studies [2,10,15-17]. The 
LSD-fitted ANOVA test was used to determine if the burning characteristics measured by Mass 
Loss Calorimeter such as ignition delay time (tig), time to peak mass loss rate (tpMLR), burnout time 
(tflame), peak mass loss rate (pMLR), and residual mass fraction (RMF) varied significantly for the 
live and dead leaves under every incident radiant heat flux (25, 35, and 50 kW/m2). A linear 
regression method was used to assess the correlation of time to ignition with both leaf conditions 
and fuel moisture content. From the linear regression results, the flammability tendency was 
predicted using the slope [7]. All variables related to the flammability were compared with the 
average values and errors (standard deviations). 

RESULTS AND DISCUSSION 

Thermogravimetric analysis (TGA) 

The Thermogravimetric (TG) and Derivative Thermogravimetric (DTG) curves for live and dead 
leaves are shown in Fig. 2 and 3. There is a weight loss difference between the test conducted with 
air and nitrogen environment. The residual mass of samples on the nitrogen environment are higher 
than in the air environment due to the absence of oxidation processes. Table 2 shows that the total 
mass loss in air condition for live and dead leaves are 96.0 ± 0.2% and 96.5 ± 0.3%, respectively. 
These results provide the total ash content (inorganic matter) provided in the proximate analysis on 
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Table 1. The total mass loss of both live and dead E. saligna leaves are similar with the results of 
mass loss on Mediterranean plant species with the maximum TGA temperature of 700°C [21]. On 
the nitrogen condition, the amount of organic compounds remaining are 22.4 ± 0.04% for live 
leaves and 20.9 ± 1.12% for dead leaves. The higher total mass loss of dead leaves in both air and 
nitrogen conditions indicates that the dead leaves have more volatile matter compared to the live 
ones. 

Table 2. Pyrolytic variables of live and dead leaves from thermogravimetric analysis 

Fuel 
Conditions 

TML (% adba) MVR (%/°C) pMLR (%/°C) 

Air Nitrogen Air Nitrogen Air Nitrogen 

Live Leaves 96.002 77.632 0.137 0.086 0.372 0.383 

Dead Leaves 96.516 79.119 0.138 0.088 0.378 0.376 
aAs dried basis. 

 

Fig. 2. TG-curves for the pyrolysis of live and dead leaves in air and nitrogen environment. 

 
(a)     (b) 

Fig. 3. DTG-curves for the pyrolysis of live and dead leaves. (a) air environment; (b) nitrogen environment. 

As a lignocellulosic material, a leaf is mainly composed of hemicellulose, cellulose, and lignin [22]. 
Overall, the live and dead leaves produce similar shapes in all DTG-curves. Figure 3a represents the 
DTG-curve in air environment and it shows four main processes: (i) moisture and light volatile 
compounds release (<120 °C); (ii) hemicellulose degradation at 220-315 °C; (iii) cellulose and 
lignin decomposition at 315-400 °C; and (iv) degradation of lignin (>450 °C) [22]. The 
decomposition of hemicellulose and cellulose occurred almost at the same time, showed by the 
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appearance of small “shoulder” (Grønli et al. [23]) before the first peak at 330-350 °C for cellulose 
decomposition. In air, there is the second peak as the result of lignin degradation and oxidation 
when the temperature reaches about 550-560 °C. 

In air, thermal decomposition is completed at 700°C, whereas in nitrogen there is an additional 
decrease just before 900°C as can be seen in Fig. 2. Compared to the Mediterranean species with 
mean volatilization rates varying from 0.215 to 0.242%/°C, the MVR values for E. saligna shown in 
Table 2 are lower [21]. The pyrolytic variables results are quite similar for the live and dead leaves. 
Therefore, it may concluded that the thermal decomposition and chemical kinetics of live and dead 
E. saligna leaves essentially behave the same. Even though the TGA results did not obtain a great 
distinction, the variability might be very critical if it is extrapolated to the actual wildfire 
phenomena. 

The influence of moisture content of live and dead leaves 

The effect of fuel moisture content on flammability parameters has been largely investigated in 
previous studies [7-10]. The impact of the moisture content on the different leaf conditions (live and 
dead) was analysed to get a clear comparison on its role on the burning behaviour. Ranges of fuel 
moisture content in both sample conditions are distinct because the leaves have different initial 
state. Figure 4 depicts the scatter plot of the ignition delay time (tig) versus moisture content for each 
condition. A linear regression is found in all measurements, similar with the results observed by 
Dimitrakopoulos and Papaioannou [7]; Xanthopoulos and Wakimoto [24]. Overall, the trends 
obtained indicate that, as expected, the increase of moisture content will extend the ignition delay 
time. This confirms that the production of water vapor dilutes the flammable pyrolizates and the 
endothermic reaction may affect the thermal balance in the ignition process [25]. External radiant 
heat flux was also shown to affect the ignition delay time; the higher the heat flux, the lower the 
ignition delay time is. This could be governed by the thermal behaviour of the leaf samples (i.e. 
thermally thick and thin behaviour). However, McAllister et al. [11] observed that the vegetation 
fuel could be assumed to have a thermally-intermediate behaviour. At the low heat flux (25 kW/m2), 
large internal temperature gradients were formed and delayed the water evaporation process. On the 
contrary, no significant evaporation occurred at 35 and 50 kW/m2 [11]. 

   

(a)      (b) 

Fig. 4. Effect of dry-weight moisture content on the ignition delay time (tig). (a) live leaves; (b) dead leaves. 

Table 3 shows the linear regression models between moisture content and ignition delay time 
obtained from Fig. 4. In order to observe the correlation between live and dead leaves, the ignition 
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delay time was calculated using linear fit models of the opposite fuel condition (models created 
from dead leaves were used to predict the ignition delay time of live leaves, and vice versa). Similar 
method was previously conducted by McAllister et al. [11] and Jolly et al. [26] to compare the 
observed ignition time on their experiment with the predicted value using different models. Figure 5 
represents the comparison between the measured and estimated ignition delay time for both leaf 
conditions in all heat fluxes. From the plots, poor correlations are observed for each leaf condition. 
As seen in Fig. 5b, the prediction of the ignition delay times of dead leaves using the live leaves 
models denote adequate results since the live leaves models cover a wide range of moisture content. 
However, the predicted ignition delay time for dead leaves tends to underestimate the measured 
values. On the other hand, the dead leaves models can only predict the tig of live leaves on the 
relatively low moisture content (≤ 25% on dry weight). The linear fit model of dead leaves at 25 
kW/m2 was fixed by eliminating the peculiar values shown in Fig. 4b to produce a better estimation. 
The extended prediction for higher moisture content of live leaves would be difficult since the dead 
leaves only have limited range of moisture content. Different properties and water storage systems 
between live and dead leaves could be one of the possible influences on the ignition delay time [11]. 

Table 3. Linear regression models between fuel moisture content and ignition delay time 

Heat Flux 
(kW/m2) 

Live Leaves Dead Leaves 

Regression Model R2 Regression Model R2 

25 y = -6.34+2.84x 0.868 y = -45.56+12.52x 0.740 

35 y = -1.91+0.83x 0.904 y = -0.34+0.98x 0.856 

50 y = 3.64+0.11x 0.834 y = -1.27+0.69x 0.885 

 
(a)      (b) 

Fig. 5. Comparison of observed and estimated ignition delay time (tig). (a) observed tig of live leaves and 
estimated tig by dead leaves models; (b) observed tig of dead leaves and estimated tig by live leaves models. 

In general, peak mass loss rate (pMLR) tends to increase with the decrease of MC and increase of 
heat flux. For dead E. saligna leaves (3-14% MC), the peak mass loss rate ranged from 4.9 - 12.4 
g/m2.s at 25 kW/m2; 12.9-17.8 g/m2.s at 35 kW/m2; and 16.1 – 20.6 g/m2.s at 50 kW/m2 heat flux. 
Meanwhile, for live leaves (4-120% MC), the peak mass loss rate increased from 3.8-12.4 g/m2.s at 
25 kW/m2; 7.4 – 15.6 g/m2.s at 35 kW/m2; and 11.4 – 18.7 g/m2.s at 50 kW/m2 radiant heat flux. 
Almost all of the peak mass loss rate curves have linear fit correlation with fuel moisture content (R2 
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≥ 0.6) as can be seen in Fig. 6. However, the exponential fit is only found on live leaves with 25 
kW/m2 heat flux condition generating y = 11.268 × exp(-0.012x) (R2 = 0.732; P ≤ 0.01; data not 
shown). This exponential fit is in accordance with the peak heat release rate (pHRR) results 
conducted by Possell and Bell [3] for Eucalyptus species on 25 kW/m2 heat flux; also Dahanayake 
and Chow [9] for ornamental plants at heat flux of 50 kW/m2. Peak mass loss rate comparison 
between live and dead leaves could be observed in the relatively low moisture content (< 20%), with 
the pMLR values for live leaves are slightly lower than dead leaves, similar with the pHRR results 
obtained by Madrigal et al. [15]. These results indicate that the pMLR values are essentially 
controlled by fuel moisture content (changes the burning process [27]) and leaf conditions (different 
heat of combustion). 

 
(a)      (b) 

Fig. 6. Effect of dry-weight moisture content on peak mass loss rate (pMLR). (a) live leaves; (b) dead leaves. 

Comparison of flammability parameters between live and dead leaves 

The results of the transient measurement of mass loss rate for live and dead leaves at 50 kW/m2 heat 
flux condition can be found in Fig. 7. After the ignition occurs, the mass loss rate increases until it 
reaches the peak value and then declines along with the fuel consumption. At the time of peak mass 
loss rate, the flaming combustion dominates the burning process until it self-extinguishes, leading to 
a smouldering combustion of the char and left ash residues. As seen in Fig. 8, the differences 
between the ignition delay time and time to reach peak mass loss rate in every leaf condition and 
heat flux are very small. The linearity explains that at the time of ignition, the mass loss rate will 
immediately reach the peak. Thus, from the transient measurement, flaming duration for both leaves 
fluctuate and the quantitative results could be seen in the analysis of variance. 

Figure 9 shows the normalised mass loss for oven-dried leaves on pre-ignition, also during flaming 
and smouldering combustion. According to Jervis and Rein [6], the mass loss occurred before 
ignition is mostly caused by water evaporation process. This process would be dependent on how 
much water is contained (moisture content) in the leaves, which tends to be higher in live leaves. 
Even though the oven-dried samples have similar moisture content (4.39±0.21% for live leaves and 
3.48±0.19% for dead leaves), the measured pre-ignition mass loss in 50 kW/m2 heat flux is 
approximately 0.14±0.04 (~14%) for live leaves and 0.02±0.01 (~2.3%) for dead leaves. This 
finding indicates that in the same level of moisture content, dead leaves could be ignited before all 
of the moisture is evaporated, while live leaves need more time to achieve enough volatile 
compound to be ignited. The amount of mass loss during flaming combustion indicates the quantity 
of volatile and carbon content, which results in dead leaves have higher amount than live leaves. On 
the contrary, live leaves have more char residue from flaming combustion that used for smouldering 
combustion, shown by the total mass consumed on smouldering combustion as seen in Fig. 9c. 
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(a)      (b) 

Fig. 7. Mass loss rate per unit area in 50 kW/m2 heat flux. (a) fresh samples; (b) oven-dried samples. 

 
Fig. 8. Ignition delay time (tig) compared to the time to reaches peak mass loss rate (tpMLR). 

Analysis of variance (ANOVA) of live and dead leaves in all heat flux can be observed for some 
flammability parameters in Table 4. Overall, the analysis indicates that the leaf conditions that are 
strongly affected are tig, tpMLR, and residual mass fraction (RMF); tflame and pMLR are also affected 
under certain conditions. The ignition delay time (tig) and time to peak mass loss rate (tpMLR) 
generate high significance level (P ≤ 0.01) between live and dead leaves on 35 kW/m2 and 50 
kW/m2 heat fluxes. As explained before, the ignition delay time for live leaves will always be 
longer than dead leaves, even in the oven-dried condition. Dead leaves could ignite up to eight times 
faster in fresh condition, and three times faster in oven-dried condition compared to the live leaves, 
consistent with the results of Pinus contorta (lodgepole pine) [26]. This understanding is also 
applied to tpMLR because the peak mass loss rate would be reached no long after the fuel is ignited. 

Burnout time or duration of flame occurrence (tflame) for live and dead leaves have the least 
significance value. Four out of six analyses indicate that there is no influence of leaf conditions to 
burnout time. However, the average and standard deviation of oven-dried samples show that the 
dead leaves burnt longer than live leaves. Incident radiant heat flux of 35 kW/m2 and 50 kW/m2 
conditions can significantly affect peak mass loss rate values, with the pMLR of live leaves being 
always lower than dead leaves in fresh and oven-dried situations. This is because the live leaves are 
less lignified which is affecting the amount of gross calorific value (commonly known as gross heat 
of combustion) from the proximate analysis in Table 1 [15]. The residual mass fraction (RMF) 
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shown in Table 4 is strongly influenced by the organic content (volatile matter and carbon content), 
which can be seen in Table 1 and TGA results in Fig. 3. Dead leaves have a larger amount of 
organic content compared to the live ones, resulting in the smaller residual mass fraction. 

  

(a)    (b)    (c) 

Fig. 9. Mass loss for oven-dried samples. (a) pre-ignition; (b) during flaming combustion; (c) during 
smouldering combustion. 

Table 4. Summary of flammability parameters in every heat fluxes for fresh and oven-dried samples 

Heat Flux 
(kW/m2) 

Sample 
State 

Sample 
Condition 

tig 

(s) 
tpMLR 
(s) 

tflame 

(s) 
pMLR 
(g/m2.s) 

RMF 
(%) 

25 

Fresh 
Live 233±48 241±45 30±8a 4.29±1.08a 14.81±0.03 

Dead 97±35 113±28 41±27a 4.92±0.77a 4.40±3 

Oven-Dried 
Live 11±1a 21±0.6a 52±14a 9.52±0.37a 10.52±3.44a 

Dead 12±8a 12±7a 51±5a 12.42±3.07a 11.26±5.46a 

35 

Fresh 
Live 81±9 94±9 48±23a 7.39±0.66 8.72±1.92 

Dead 10±1 14±3 50±16a 12.91±0.93 3.51±2.06 

Oven-Dried 
Live 7±1 12±1 35±3 14.07±1.33a 20.89±1.51 

Dead 3±0.6 8±1 48±3 17.84±3.68a 6.02±1.54 

50 

Fresh 
Live 11±1 18±1 79±3 14.31±0.41 13.21±0.53 

Dead 4±0.6 9±1 48±6 17.37±0.85 0.91±0.15 

Oven-Dried 
Live 4±0.6 10±1 32±6a 14.65±2.87 5.80±5.22 

Dead 1±0.6 6±1 46±7a 20.62±2.18 7.57±0.58 
aNot significant (P > 0.05). 

CONCLUSION 

A series of bench-scale experiments on the burning behaviour and flammability of Eucalyptus 
saligna leaves have been conducted. Different fuel conditions (live and dead leaves) were tested in 
wide range of moisture content and heat fluxes. Proximate and thermogravimetric analysis were 
conducted to observe the micro-scale influence of fuel properties and composition on the burning 
behaviour. A Mass Loss Calorimeter was used to measure flammability parameters. The calorimetry 
results demonstrate that the combustion characteristics of live and dead E. saligna leaves are 
significantly different due to the chemical compounds. 
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Overall, live and dead leaves produce similar shapes in all DTG-curves. In the air, both live and 
dead leaves have an almost identical total mass loss of 96.0 ± 0.2% and 96.5 ± 0.3% respectively. 
On the nitrogen, live leaves have a slightly larger amount of remaining organic compounds 
compared to dead leaves, 22.368 ± 0.04% versus 20.881 ± 1.12% respectively. The higher total 
mass loss of dead leaves can be used to show that the dead leaves contain more flammable matter 
compared to the live leaves. Additional pyrolytic variables results are quite similar for both leaves, 
which suggests that there is only small differences on the thermal degradation process. However, 
these differences could lead to a critical issue if it is extrapolated to the actual wildfire phenomena. 

The effect of fuel moisture content on the flammability parameters has been investigated by several 
authors [7-10], but only few studied the moisture content of different fuel conditions. The ignition 
delay time analyses of leaf conditions are separated in order to observe the correlation of the linear-
regression model derived from dead leaves as a prediction on ignition delay time of live leaves, and 
vice versa. The results obtained for each leaf condition could not be used well to predict the ignition 
delay time of the opposite fuel condition. The peak mass loss rate of live and dead leaves could only 
be compared in the low moisture contents. Peak mass loss rate values for live leaves are slightly 
lower than dead leaves, similar with the peak heat release rate (pHRR) results obtained by Madrigal 
et al. [15]. These results indicate that the peak mass loss rate values are essentially controlled by 
fuel moisture content and leaf conditions. 

In the transient studies of mass loss rate, the correlation between the ignition delay time and time to 
reach peak mass loss rate is almost linear. This proves that once the fuel ignited, the peak value of 
mass loss rate will be immediately reached. The measured mass loss before ignition for oven-dried 
samples is 14% for live leaves and 2.3% for dead leaves. This indicates that even in the same 
moisture content, dead leaves would ignite easier since the ignition could occur before all of the 
moisture evaporated. The ANOVA results determined that leaf conditions are strongly affecting all 
flammability parameters with the dead leaves tending to be more flammable, even though the leaves 
are in the same oven-dried treatment. 

The results of this work justify the need to treat live and dead fuels separately, and not assume that 
live fuels are dead fuels with a higher moisture content. Therefore, further studies still need to be 
carried out for more types of vegetation. Leaf conditions are an additional fuel characteristic that 
needs to be considered as part of further development of wildland fire spread models and in 
assessing wildland fire risk. 
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ABSTRACT 

In this paper, the thermal decomposition of wood is investigated. The multi-scale approach followed here 
allows first to establish, at a small scale, the kinetic mechanism during the solid thermal decomposition 
and then validate it at a larger scale. At small scale, experiments were conducted by using Thermo-
gravimetric analysis (TGA). Thermo-gravimetric results were also used to propose a kinetic mechanism 
for the thermal decomposition of the sample. The kinetic parameters of the different identified reactions 
were estimated by using an optimization technique, namely the Particle Swarms Optimization (PSO) 
method. The mass loss and mass loss rate model predictions show a good agreement with the 
experimental data. In addition, heat capacity, as well as heat of reaction, is determined using a TGA-DSC 
(Differential scanning calorimetry) apparatus. 

At a larger scale, experiments were carried out in a cone calorimeter under air atmosphere. The sample is 
placed in an insulated sample holder (calcium silicate). The pyrolysis model developed at the TGA scale 
and the measured thermal parameters were used in numerical simulations of cone calorimeter experiments 
taking into account the modelling of heat transfer into the sample.  

The comparison between experimental and numerical results under cone calorimeter is made on the mass 
loss, the mass loss rate, the temperatures and the pyrolysis front. The numerical results can predict the 
thermal behavior. The noted differences are mainly due to a lack of control of the experimental boundary 
condition, and are also partly attributable to the evaporation of water present in the sample holder which 
is not taken into account. 

KEYWORDS: Thermal degradation, cone calorimeter, TGA, Fire Dynamics Simulator. 

NOMENCLATURE 

A pre exponential factor (s-1) 
E Activation energy (kJ/kmol) 

Pc  constant pressure specific heat (J/(kg·K)) 

q′′  heat flux (W/m2) 

q′′′  heat release rate (W/m3) 

n reaction order 
R ideal gas constant value (kJ/(kmol·K)) 
T  temperature (K) 

λ thermal conductivity (W/(K·m)) 
ρ density (kg/m3) 
ω reaction rate (s-1) 

Subscripts 

0  initial 
c chemical 
r radiative 
s  solid phase 
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t  time (s) 

Greek 

ε  emissivity (-) 

g     gas phase 
i      reaction number 

INTRODUCTION 

The equations of motion describing the gas phase in Computational Fluid Dynamics (CFD) are 
relatively well known and the approximations in the various gas phase sub-models have been 
extensively studied. However, the coupling between the gas phase and the condensed phase in order 
to describe flame spread over a burning solid has proven difficult to model. Due to lack of 
knowledge on the underlying phenomena during the decomposition of the solid, the poor 
characterization of the fundamental material properties that controls the burning process and the 
large assumption of wall submodels, fire ignition and propagation cannot be accurately predicted, 
taking into account a mechanism of decomposition [1, 2]. Some studies have been focused on fire 
ignition and propagation at large scales, but empirical laws are used, such as the definition of an 
ignition temperature and the prescription of a mass flow of pyrolysis versus time [3]. Other models 
avoided the use of an ignition temperature and described the ignition by a critical mass loss rate [4]. 
However, a detailed analysis of thermal decomposition was still avoided. Describing the material 
behavior for fire prediction is a key challenge for the fire community. 

Therefore, it is of the first importance to determinate material parameters and to identify the 
physical and chemical phenomena involved in order to numerically predict the material behavior for 
prediction of fire dynamics. The goal of this study is to improve the capability of the fire model (e.g. 
Fire Dynamics Simulator [5]) to predict flame spread over materials that burn in a scale like 
compartment fire, by taking material behavior into account. This report is only focused on the TGA 
and cone calorimeter scale results. 

There is a substantial volume of work in the literature regarding the material behavior and the 
transition between the TGA scales to the cone calorimeter. Bustamante studied the thermal 
decomposition of polyether polyurethane foam [6] and used for the first time the multi-scale 
approach. Since then, studies using this approach are mainly focused on the mass loss, mass loss 
rate and heat release rate prediction [7, 8]. Others studies attempted to numerically predict the 
temperature of the sample. But, as it is shown by Fateh [9], the prediction of the mass loss, the mass 
loss rate and the temperatures does not mean that the pyrolysis front is correctly predicted. Fateh [9] 
studied a multi-scale approach for plywood. The thermal decomposition model proposed in his 
study is composed of five reactions, taking into account oxygen effect. The thermal parameters are 
estimated based on the mass loss rate of the cone calorimeter experimental result. The numerical 
prediction for the mass loss, mass loss rate and temperatures (at the surface and bottom of the 
sample) are in good agreement with the experimental results, but the pyrolysis front is not correctly 
tracked. 

This paper is focused on the prediction of the material behavior of fir wood under cone calorimeter. 
Wood constitutes a substantial fraction of the fuel load in building fires. For this reason, 
understanding of its behavior under high temperature conditions is important. Wood is a charring 
fuel and undergoes a variety of complex physical and chemical processes of momentum, heat and 
mass transfer, property variations, structural changes, char oxidation and secondary chemical 
reactions within the solid [10]. Oxygen concentration, irradiance, moisture content and the 
orientation of the solid fuel with respect to the external heat source affect the pyrolysis process (e.g. 
flames). TGA, TGA-DSC are used to determinate a model of thermal decomposition, heat capacity 
and heat of reaction. These parameters serve as input data for the prediction of the material behavior 
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under cone calorimeter for different heat fluxes. Comparisons of numerical and experimental mass 
loss, mass loss rate, temperatures and pyrolysis front are presented.  

THERMOGRAVIMETRIC ANALYSIS 

The first part of this work intends to develop a pyrolysis model. An experimental investigation has 
then been conducted at matter scale in order to define the mechanism of thermal decomposition. 
The kinetic parameters associated have been calculated. 

A Mettler TGA-DSC apparatus was used to study the decomposition kinetics of the sample. The 
furnace was heated at a constant heating rate (5 K/min) and experiments were performed under 
nitrogen and air, in order to separate the thermolysis and oxidative reactions. Using a small heating 
rate allow us to avoid temperature gradient and mass diffusion in the sample. For the same reason, 
the polymers were cut into thin samples of 0.3 mm high and 5 mm diameter, for a mass of 6 ± 2 mg. 
Thus, the temperature in the sample was assumed to be same as that of the sample compartment. 
The furnace was continuously purged with 5·10-7 m3/s of ultra-high purity nitrogen or air. Figure 1 
presents the TGA experimental results as a function of temperature in inert and air atmosphere. 

 
(a)                                                                               (b) 

Fig. 1. TGA experimental results of wood decomposition under nitrogen (a) and air (b) at 5 K/min. 

After the water evaporation (up to 100°C), independently of the heating rate, the wood thermal 
degradation begins at 200°C up to around 600°C and leads to a residue of around 0.18 for nitrogen 
atmosphere. The results obtained are in accordance with the literature [10]. Indeed, several studies 
have been focused on the kinetic mechanism of the thermal decomposition of the wood and show 
that it begins to degrade with the hemicellulose, from 200 and 325°C. Then cellulose starts its 
degradation from 240 to 375°C, and lignin from 250 to 600°C [10]. In air atmosphere, wood 
degrades at around 300°C, and char oxidation takes places at 430°C, leading to no residue. 

The thermal decomposition mechanism proposed here represents these degradations (hemicellulose, 
cellulose and lignin) by one reaction only. The decomposition mechanism is obtained from the 
coupled analysis of the curves of mass loss and mass loss rate, using a Lumped parameter approach 
(LPA). The model is composed of three reactions including the water evaporation: 
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Oxygen effect is taken into account by the third reaction. In fact, it is assumed that there is no 
oxidation reaction in the sample at the cone calorimeter. Indeed, at the cone calorimeter scale, it is 
assumed that the pyrolysis flow avoids oxygen diffusion in the sample. In addition, at the surface of 
the sample, oxygen is practically consumed by oxidation reactions. This assumption is particularly 
true for high incident heat fluxes [10, 11]. Therefore, char oxidation is taken into account only for 
the surface of the sample. 

Each reaction i is characterized by its reaction rate, defined as: 

2

2, ,exp Onni
i i S i O i

E
A Y Y

RT

 ω = − 
 

ɺ , (2) 

where iA  is the pre-exponential factor of the reaction i, iE  is the activation energy, ,S iY  and 
2 ,O iY  

are, respectively, the mass fraction of the combustible and air, n  and 
2On expressing the order of 

each reagent. 

The set of kinetic parameters of each reaction is determined using the heating rate of 5 K.min-1 to 
keep the assumption of no gradient of mass and temperature. The parameters are estimated using an 
inverse optimization method based on a modelistic approach (the parameters are constant for each 
reaction), here the particle swarm algorithm is used and its performance has already been 
demonstrated [12]. For more information about this algorithm, see [13]. Only the mass fractions of 
the generated species are estimated experimentally (with the mass loss curves). The set of kinetic 
parameters are presented in the Table 1. Figure 2 presents the mass loss rate for nitrogen and air 
obtain by the model, in comparison with the experimental results.  

  
(a)                                                                                     (b) 

Fig. 2. Experimental and numerical TGA results at 5K/min under nitrogen (a) and air (b). 

It can be seen from Fig. 2(b) that the mass loss rate of the char oxidation is not correctly 
represented. This is due to the inability of the model to predict brutal reactions as char. Once the 
reactions and associated parameters of the condensed phase are identified, the pyrolysis model can 
be used to predict the thermal decomposition under cone calorimeter scale. Therefore, the thermal 
properties of the wood have to be determined. The Differential Scanning Calorimetric (DSC) 
apparatus is used for the characterization of the heat capacity of the wood and the char. No 
distinction between hemicellulose, cellulose and lignin is made, as the thermal mechanism used a 
LPA approach. The heat of reaction is also determined for each reaction, according to [14, 15]. The 
thermal conductivity of the wet wood is evaluated from measurements at room temperature with a 
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Modified Transient Plane Source (MTPS) Technique. Thermal conductivities of dry wood and char 
are chosen from the reference [16]. The density of the wet wood is directly measured, and the 
densities of dry wood and char are estimated according to [16]. Table 1 shows the parameters used 
in the simulation, the heat capacity is given here at room temperature, and the emissivity is equal to 
1 for all materials [17]. 

Table 1. Kinetic parameters for the LPA model of decomposition 

 A, s-1 E, kJ/kmol ʋ n nO2 ρ, kg/m3 λ, W/(m·K) Cp, kJ/(kg·K) 

Wet wood 4.06E8 6.7E4 0.9 2.8 0 447 0.13 1.39 

Dry wood 1.59E9 1.37E5 0.2 1.36 0 410 [16] [16] 1.39 

Char 1.86E24 3.5E5 0 0.5 1 130 [16] [16] 1.04 

CONE CALORIMETER EXPERIMENTAL RESULTS 

In order to validate the model of pyrolysis and the thermal parameters, tests using the cone 
calorimeter apparatus are performed. Then, comparisons of experimental and numerical mass loss, 
mass loss rate, temperatures and pyrolysis front are presented. 

The sample is placed in the horizontal position in an insulated sample holder limiting the thermal 
transfer at the side and back of the sample. Heat and mass transfers are then assumed to be in one 
dimension (perpendicular to the surface exposed). A flame development appears at this scale. 

The experiments are conducted under air atmosphere, with well-ventilated conditions and with a 
piloted ignition. The heat fluxes studied are 20, 30, and 50 kW/m2. The size of the sample is 
100×100×18 mm3 and its mass is about 78g (± 6g). Figure 3 summarizes the evolution of the 
normalized mass loss and the normalized mass loss rate. The mass loss rate curves are obtained by 
first applying a Savitzky Golay filter, and then by fitting with Gaussian curves. 

 
(a)                                                                                     (b) 

Fig. 3. Experimental cone calorimeter results under air at different heat fluxes: (a) mass loss; (b) mass loss rate. 

Similar shapes of the normalized mass loss rate (MLR) are observed for all heat fluxes. Wood is a 
charring material, therefore a char layer appears above the virgin layer. It explains the decreasing of 
the MLR after the first peak: the char layer acts as a thermal barrier. The last peak of the mass loss 
rate is attributed to the heat feedback. This increase of MLR is due to a thermal behavior, the 
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boundary experimental condition causes a thermal feedback when the thermal wave reaches the 
back of the sample [18]. From the curves of mass loss, it can be seen a difference of slope when the 
flame is extinguished. After flame extinguishing, oxygen diffused into the material and oxidized the 
char residue. 

In addition, experimental measurement of the pyrolysis front is made by stopping the test at 
different times (100, 150, 200, 400, 600 and 700s after the beginning of the experiment), cutting the 
sample, and measuring the distance between the pyrolysis zone and the bottom of the sample. The 
pyrolysis front is measured close to the middle of the sample, based on [19]: 

   
(a)                                             (b)                                              (c) 

Fig. 4. Pyrolysis zone in a wood section: (a) from [19]; (b) current study; (c) pyrolysis front inhomogeneity (30 
kW/m² at 600 s); 

  
(a)                                                                                     (b) 

Fig. 5. Experimental result for the pyrolysis front: (a) position of the pyrolysis front; (b) speed of the pyrolysis 
front along the thickness. 

The thickness between the char layer and the virgin layer is very thin (Fig. 4(b)), leading to an 
accurate measurement of the pyrolysis front. However, it can be seen from the Fig. 4(c) that the 
pyrolysis front is not linear close to the side. This is due to a slight contraction of the material 
during the experiment, allowing the incident heat flux to pass through the sides. From the value 
obtained, the position of pyrolysis front versus time is tracked, as well as the speed of this front 
along the thickness of the material. 

Surface 
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The pyrolysis front reaches the middle of the thickness at 415 s for 50 kW/m² and 510 s for 
30 kW/m² (values obtained by polynomial interpolation). Knowing this time, the pyrolysis 
temperature can be estimated based on the temperature measurement at the middle of the thickness. 
From Fig. 5(b), the speed of the pyrolysis front decreases, as the char plays a heat barrier. 

To finish, experimental investigations for the measurement of the temperature are made for two heat 
fluxes: 30 and 50 kW/m². The temperatures at 3 mm below the surface exposed, at the middle of the 
thickness, at the bottom of the sample and 1 cm below the back face (in the sample holder) are 
recorded using thermocouples of 0.5 mm diameter and of type K. The thermocouples are placed 
perpendicular to the surface exposed, and closed to the middle. At least seven experiments are 
performed per heat flux (only one for the 3 mm below the surface at 50 kW/m²). Figure 4 presents 
the results. 

 
Fig. 6. Experimental temperature for 30 kW/m² and 50 kW/m². 

For the 3 mm below to the surface temperature, and for the middle of the sample temperature at 
50 kW/m², the results are presented up to 700 s, beyond this value, experimental discrepancies 

Surface Back face 
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appear due to the physical change of the wood. The middle of the thickness temperature is used in 
order to estimate the pyrolysis temperature (dash-dot lines in the middle of the thickness 
temperature curves). For 50 kW/m², at 415 s, it is found that the temperature is 365 °C, and for 30 
kW/m², at 510 s, the temperature is 310 °C. The discrepancy between the two pyrolysis 
temperatures can be due to the difference in the heating rate when the pyrolysis front reaches the 
middle of the sample. It can also be due to the discrepancy during the temperature measurement 
(maximum of 60 °C of standard deviation on the tests). From Fig. 6, the effect of the water 
evaporation is visible (constant evolution of temperature at around 100 °C). This is more visible in 
depth of the material. The fact that the water evaporation is more visible at the back of the sample is 
not due to a slowing down of the thermal wave (as the slopes of the curve of the middle of the 
thickness and of the back of the sample temperature are quite similar after water evaporation). It can 
be explained by the presence of water in the sample holder. 

Knowing the pyrolysis temperature for each heat flux, the position (and the speed) of the pyrolysis 
front at 3 mm below the surface and at the back of the sample can be estimated. Figure 7 combines 
the measured (by cutting the sample) and estimated (by the temperature) position of the pyrolysis 
front. 

 
(a)                                                                                     (b) 

Fig. 7. Experimental position of the pyrolysis front (measured and estimated)  
for 30kW/m² (a) and 50 kW/m² (b). 

The measured and the estimated (with temperature) position of the pyrolysis front appears to be in 
quite good agreement. The pyrolysis front seems to accelerate close to the back of the sample; this 
is explained by the thermal feedback caused by the insulated sample holder.  

CONE CALORIMETER NUMERICAL RESULTS 

Numerical investigations are performed using Fire Dynamic Simulator in order to validate 
thermochemical properties. Heat transfer is treated in one dimension, and the equation solved is as 
follows, based on the component-averaged thermal properties: 

, ,
s s

s P s s s c

T T
c q

t x x

∂ ∂∂   ′′′ρ = λ + ∂ ∂ ∂ 
ɺ , (3) 

where ,s cq′′′ɺ  is the chemical source term. More information can be found in [6]. The overall domain is 

30 x 30 x 40 cm3, with a uniform gas phase mesh of size 1 cm. During the simulations, the lateral 

Surface 

Back face 
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faces are insulated (adiabatic conditions) and an insulated material is placed at the bottom of the 
sample, which thermal conductivity, heat capacity and density are 0.08 W/(m·K), 1.04 kJ/(kg·K) 
and 240 kg/m3, respectively. A uniform mesh is generated for the solid phase (0.5 mm), in order to 
represent accurately the thermal wave. The Eddy Dissipation Concept is used as a combustion 
model, the fuel is assumed to be the elementary formula of wood C3.4H6.2O2.5, with an effective heat 
of combustion of 14 MJ/kg, a soot fraction of 0.004 kg/kg and a CO fraction of 0.01 kg/kg. Oxygen 
diffusion in the sample is taken into account with 

( ) ( )
2 2 , expO O gX x X x L= − , (4) 

where 
2 ,O gX  and ( )

2OX x  are, respectively, the first gas phase cell oxygen concentration (above the 

solid), and the in depth oxygen concentration into the sample, L is the maximum length of oxygen 
penetration in the sample, assumed to be 1 mm. Only the shrinkage of the char reaction is 
represented. 

  

(a)                                                                                     (b) 

Fig. 8. Experimental and numerical results at 20 kW/m²: (a) mass loss; (b) mass loss rate. 

Mass loss and mass loss rate are presented in the Figs. 8, 9 and 10. Numerical results present a quite 
good agreement with experimental results, especially since the heat flux is high. However the 
second peak corresponding to the thermal feedback is over estimated and the steady phase (between 
the two peaks) is underestimated. This can be explained by the lack of control at the side boundary 
conditions. As shown in Fig. 4. c, the pyrolysis front reaches the back of the sample first by the side 
of the sample, which is not taken into account in the simulation. Therefore, between the two peaks, 
the numerical mass loss rate is slightly underestimated, and the second peak is overestimated. 
Despite these observations, the simple pyrolysis model can represent the mass loss and the mass 
loss rate for the three heat fluxes tested. 

In addition, the thermal feedback from the insulated condition at the back of the sample is 
numerically predicated earlier. 

Figures 11 and 12 present the comparison between experimental and numerical temperatures. The 
numerical results can predict correctly the temperature at 3 mm below the surface and at the middle 
of the thickness (for 50 kW/m², repeatability tests need to be performed). However, the simulations 
do not predict the temperature at the back of the sample and 1 cm below it, especially around 100 ° 
C, which can be explained by the presence of water in the sample holder, which is not taken into 
account in the simulations. The overestimations of the temperature at the back of the face and in the 
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sample holder explain the fact that the thermal feedback is predicted earlier in the curves of MLR 
(Figs. 8, 9 and 10). 

The final comparison is the pyrolysis front position versus time. Numerically, the pyrolysis front is 
composed of 50% of wet wood, and 50% of dry wood (270 kg/m3). Figure 13 compares the 
numerical and experimental position of the front. For both 30 and 50 kW/m², the pyrolysis front is 
accurately represented in the simulation. However, when the thermal feedback appears, the front is 
not correctly estimated, as the temperature at the back of the sample is numerically overestimated.  

 

(a)                                                                                     (b) 

Fig. 9. Experimental and numerical results at 30 kW/m²: (a) mass loss; (b) mass loss rate. 

  

(a)                                                                                     (b) 

Fig. 10. Experimental and numerical results at 50 kW/m²: (a) mass loss; (b) mass loss rate. 

CONCLUSION 

TGA experiments were performed under air and nitrogen at 5 K/min in order to define a model of 
thermal decomposition. A simple model was defined and kinetic parameters were obtained with a 
particle swarms optimization. In addition, heat capacity and heat of reaction were determined using 
the TGA-DSC apparatus. Thermal conductivity of the virgin wood was measured at room 
temperature with a Modified Transient Plane Source technique (MTPS). Other values of thermal 
conductivities are taken from the literature, as well as the densities. These parameters serve as input 
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data for numerical models at cone calorimeter scale. Cone calorimeter experiments were performed 
with mass loss, mass loss rate, temperature, and pyrolysis front being recorded. The experimental 
and numerical results are in good agreement. The observed discrepancies are mainly explained by 
the lack of control of the side boundary conditions: the sides are not insulated, leading to an 
advanced thermal decomposition at this location. In addition, the presence of water in the sample 
holder can explain the discrepancies concerning the temperature at the back of the sample and 1 cm 
below it, as the water evaporation is not simulated in the sample holder. The overestimation of these 
temperatures leads to the earlier prediction of the thermal feedback and explains the fact that the 
numerical pyrolysis front reaches the rear face before the experiment.  

 

Fig. 11. Experimental and numerical results for temperatures at 30 kW/m² 

 

Fig. 12. Experimental and numerical results for temperatures at 50 kW/m². 
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The thermochemical parameters can represent the thermal behavior of the material. These input 
parameters can be extrapolated to the next scale of the study: LIFT apparatus for one dimensional 
lateral flame propagation and radiant panel for one dimensional vertical flame propagation. 

 

Fig. 13. Experimental and numerical comparison of the pyrolysis front at 30 kW/ (a), and 50 kW /m² (b). 
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ABSTRACT 

The cone calorimeter with the controlled atmosphere compartment was used to control the fire air 
ventilation and to simulate the behaviour of materials in compartment fires, with rich burning under post 
flashover conditions. The standard cone calorimeter with controlled atmosphere design has to be 
improved, by compartment wall insulation, to reduce heat losses which reduced the fire temperature. Heat 
losses from the test section to the water cooled load cell were shown to be significant and the test 
specimen was insultated from the support. A chimney was added to the cone outlet to enable the 
measurement of the mean composition of the raw discharge gases. A method was developed for 
determining the mean gas sample and to prevent back flow of external air.  This improved design was 
used to create under ventilated fires with pine wood where the equivalence ratio was controlled by the air 
flow into the compartment. These modified procedures for the cone calorimeter greatly extend its 
usefulness in material testing to conditions close to those encountered in post flashover compartment 
fires. 

KEYWORDS: Compartment fire, cone calorimeter, ventilation, toxicity. 

INTRODUCTION 

The testing of fire materials for heat release rate (HRR) and visible smoke production has used the 
freely ventilated cone calorimeter for many years [1, 2]. The development of the cone calorimeter to 
simulate a compartment fire is detailed in this paper, using the controlled atmosphere version of the 
cone calorimeter [2, 3], coupled with direct sampling of the exit gases from the fire to determine fire 
raw gas toxic gas emissions. The controlled atmosphere modification to the cone calorimeter 
involves enclosing the fire test section in an air sealed box with the air for combustion controlled so 
that the fire equivalence ratio can be controlled.  Originally, the controlled atmosphere calorimeter 
was developed for combustion testing in the vitiated atmosphere that occurs in the later stages of 
fires [3]. However, the equipment can equally well be used to simulate ventilation controlled fires 
by metering the air flow to the fire compartment and this equipment as used in the present work is 
shown in Fig. 1. This paper follows the development of the equipment for the primary HRR 
(PHRR) measurement and toxic gas emissions. Three major problems have to be solved: 

1. Heat losses to the compartment walls that reduced the fire temperature; 
2. Heat losses from the sample holder downward to the water cooled load cell; 
3. Oxygen back flow down the chimney so that the raw mixture appeared to be lean when a 

metered rich burning condition had been set up with the air flow control; 
4. Obtaining a mean gas sample at the chimney outlet, as the chimney gases were not well mixed. 
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Stec and Hull [3] have claimed that the cone calorimeter is an unrealistic test method for toxic gas 
analysis as it uses diluted samples where post fire oxidation of the primary fire products from the 
cone could occur. However, there is a criticism that could be made of all current fire behaviour 
material testing techniques, all of which dilute the sample with entrained air to avoid water  

 

Fig. 1. Cone calorimeter with the controlled atmosphere campartment around the test section. 

condensation of the fire product gases if cold gas sampling is used. This includes the furnace test 
method for toxic gas measurements that Stec and Hull favour [3]. Dilution of the fire products gases 
can be avoided if heated gas sampling systems are used and heating toxic gas analysers are used so 
that no dilution is necessary as the water vapour is kept in the gas phase in the hot sample and no 
post fire oxidation of the fire products can occur [4]. To achieve direct raw gas analysis of the 
products of the cone calorimeter test specimen fire a chimney was fitted to the cone heater outlet 
and the hot discharge gases from the primary combustion was sampled directly [4] with heated 
sample lines, filters and pumps.  

The controlled atmosphere fire compartment with oxygen analysis in the discharge gases can be 
used to determine the PHRR with the main cone calorimeter determining the total HRR (THRR). 
This enables any secondary oxidation outside the compartment fire to be determined, so that the 
concerns of Stec and Hull [3] in regard to post primary fire oxidation can be quantified. The key 
problem areas that have to be solved were: how to obtain a mean gas sample, with no external air 
dilution, at the exit from the cone heater; how to minimise the heat losses so that the temperature of 
the fire was not unrealistically low; how to determine the PHRR from the raw undiluted hot gases 
from the cone and how to keep the load cell from overheating. 

EXPERIMENTAL EQUIPMENT 

The cone calorimeter that was used is shown in Fig. 1. It had a sealed enclosure box around the test 
specimen. This was a 38 cm deep, 30 cm wide and 33 cm high air sealed box. This enclosure box 
had a opening sealed door with a glass window for observation of the fire flame throughout the test. 
This box had a metered air flow, using a variable area flowmeter, so that the equivalence ratio, Ø, of 
the fire could be controlled. The test fire load was supported on a load cell that determined the mass 
burning rate. The load cell was calibrated using reference weights before and after each test and was 
stable. The load cell was water cooled using a water cooled insert plate that was not fully effective. 
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There was a consistent problem of overheating the load cell during tests and the load cell ceased to 
operate if overheated. This load cell problem was caused by conduction of heat from the test fire 
down the support stem to the load cell and this showed that the fire temperature was lowered by this 
downward heat loss from the base of the material being tested. 

The fire load was five sticks of pine construction wood with 20mm side square cross section, 
100mm long placed in the 100mm square test section of the cone calorimeter, Only the top surface 
of the specimen was exposed to the cone radiation and air was only available at that surface.  Type 
K mineral insulated thermocouples 2 mm below the wood surface were used to determine the 
temperature of the wood. Primary air was supplied to the compartment from two pipes in the bottom 
of the compartment.  The air flow has been expressed in the results as flow per surface area of the 
test specimen, g/(m2s). The sample was exposed to the conical heating of the cone calorimeter at 50 
and 70 kW/m2. It was found that 70 kW/m2 resulted in the load cell overheating and this indicates 
that there were significant heat losses through the supporting metal rod to the water cooled load cell 
enclosure. At 50 kW/m2 there were reduced problems with load cell overheating. 

To determine the heat release and toxic gases from the restricted ventilation cone calorimeter a 75 
mm internal diameter chimney 210 mm high was added to the discharge from the central 80 mm 
hole in the cone heater outlet. Obtaining a mean gas sample from the chimney was problematic and 
the development of a reliable method is discussed in this paper. The hot raw gas sample from the 
chimney was pumped via a PTFE tube inside a heated sample line to a heated filter and pump 
assembly and then via a further heated line to a heated Gasmet CR-series FTIR spectrometer. The 
temperature of the heated filter, pump, and heated line to and from the pump was maintained at 180 
oC to keep the volatiles in the gas phase, so that the composition of the gas was determined correctly 
with no sample system losses of hydrocarbons [4]. 

The Gasmet CR 2000 FTIR was a purpose built portable multicomponent gas analyser that has UK 
Environmental Agency MCERT approval for legislated flue gas composition measurements. It was 
calibrated by the manufacturer for 60 gaseous species. This FTIR has been used for in vehicle real 
world exhaust gas measurement as well as in large scale compartment fires [4-6]. This analyzer uses 
a liquid nitrogen cooled MCT (mercury-cadmium telluride) spectrometer detector that enables the 
resolution of 8 or 4 cm-1 and gives 0.3 – 2 ppm minimum detection limits, depending on the gas. As 
it is fully heated it measures the total water vapour present in the sample and this is used to convert 
the dry oxygen measurement in the chimney gases to a wet concentration prior to the oxygen 
consumption calorimetry calculation of HRR. The oxygen analyser was a Servomex paramagnetic 
oxygen analyser and this was placed in the outlet of the hot FTIR with an ice bath water condenser 
followed by a silica gel water vapour absorber to dry the sample prior to oxygen analysis. The 
recorded FTIR sample spectra were analysed using Gasmet Calcmet software. Calcmet can analyse 
the sample for more than 50 components. However, it is not recommended to analyse more than 50 
components at one time for the best accuracy of analysis. The analysis was based on detemining the 
most important gases present and then optimising the calibration for these gases. H2 is not absorbed 
by infrared and cannot be detected by FTIR. It was calculated from the water gas shift reaction, as 
in equilibrium with the CO measurements.  

RESULTS AND DISCUSSION 

The initial fire tests showed a number of problems, as summarised in the Introduction. Firstly, the 
heat losses from the metal compartment walls were significant and if a small scale test was to be 
representative of a compartment fire it should not have excessive heat losses so that the fire 
temperature was too low. The conditions inside the compartment should be as adiabatic as possible. 
Modifications to the base equipment were applied step by step, by identifying the possible reasons 
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for the problems and then developing solutions. Tests were performed in the following development 
order.  

Configuration 1: the compartment in its original baseline state with the chimney on the top of the 
cone heater outlet from the compartment for raw hot gas sampling using a single-hole probe. 

Configuration 2: insulation of the enclosure box walls and door using 20mm thick ceramic fibre 
board. 

Configuration 3 used 20mm thick ceramic fibre insulating board below the fire test material to 
reduce conduction heat losses down the metal support rod to the water cooled load cell. A thicker 
wood sample (40mm) was also shown to achieve the same effect, as the extra wood thickness acted 
as an insulation for the surface fire above it. 

Configuration 4 used a grid plate type restrictor to prevent backflow of air into the chimney. 

Configuration 5 added a mean multi-hole gas sampler to achieve a reliable mean composition from 
the primary compartment fire. Several designs were investigated relative to the base line single hole. 

The final design with all the above changes incorporated was used to investigate the toxic emissions 
from rich combustion for pine wood fires. 

Configuration 1: initial setup results 

The original configuration had metal compartment walls and a single point gas sample probe in the 
chimney. The maximum possible HRR based on the air flow was the air flow in g/(m2s) times the 
heat release per mass of air, which is 3.05 MJ/kgair, or 13 MJ/kg of oxygen. The metered air to fuel 
flow ratio by mass, A/F, for the pine wood samples were determined from the measured constant air 
flow and the measured rate of mass consumption of the biomass. This was then converted to a 
metered equivalence ratio, Øm, using the stoichiometric A/F for the pine wood of 5.7 on a dry ash 
free basis (daf). This metered equivalence ratio, Øm, is shown as a function of time in Fig. 2a & b 
for a range of air flows and for 20mm thick pine wood (a) and 40mm (b). Fig. 2 shows that the aim 
of this work, to create controlled rich burning conditions, was achieved. Fig. 2a also shows that 
changing the air flow for pine at 50 kW/m2 radiant heat flux decreased the Øm from about 2.5 at the 
lowest air flow to 1.3 at the highest air flow. Fig. 2a also shows for 9 g/m2s and 70kW/m2 that Øm 
was richer for Ash than for pine and this was due to the different stoichiometric A/F for Ash (6.0 
daf) and its lower volatile content. All the results in Fig.2 show that there was an initial fast mass 
burn rate followed by a steady state burner phase between about 200 – 600s and the average mass 
burn rate, HRR and toxic emissions over this period were used in the later plots as a function of Øm. 
In the later stage of the fire there was a char burn out phase that had a much lower mass loss rate.   

 
Fig. 2. Metered equivalence ratio (Øm) for tests with (a) 20 mm thick wood load (5 sticks) (b) 40 mm thick 

wood load (10 sticks, 2 layers of 5 sticks) at 12.8 g/(m2·s). 
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Figure 2b shows that for the 40 mm thick pine the influence of the radiant heating (50 to 70 kW/m2) 
was significant at constant air flow, with richer mixtures due to more volatile release at the higher 
temperatures associated with high radiant flux. Comparison of the influence of the pine wood 
thickness in Fig. 2a shows that, for 40 and 20 mm wood thickness at 50 kW, with the same air flow 
of 12.8 g/(m2·s), the steady state portion of the fire between 500 and 1000s Øm was 3 for 40 mm 
pine wood and Ø = 2 for 20 mm thick pinewood. This shows more volatiles were released for the 
thicker wall giving richer overall mixtures. The thicker wood self insulates the top surface so that 
there are lower heat losses with the 40 mm wood thickness. This was why ceramic fibre board was 
used as an insulation to reduce downward heat transfer to the water cooled the load cell and the 
effect was the same as using thicker pine.  

 
Fig. 3. Equivalence ratio Øe by carbon balance for tests with 20 mm thick wood load. 

 
Fig. 4. % CO from primary burning zone for 20 mm thick wood load (a) 70 kW/m2 (b) 50 kW/m2. 

 
Fig. 5. (a) % CO from primary burning zone for 40 mm thick wood load at air flow 12.8 g/(m2·s); 

(b) THC emissions during gasification of 5 wood sticks at heat flux 70 kW/m2. 
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Figure 3 shows the single tube chimney emissions based (carbon balance) equivalence ratio, Øe, for 
the tests with 20 mm thick wood load. This shows that all the tests were lean in the steady state 
flame combustion phase, except for pine wood after 600 s at 70 kW/m2. So it was concluded that in 
spite of the fact that box was provided with the limited air flow that should have provided rich 
combustion, as shown in Fig. 3, actual conditions appeared to be lean inside the compartment. 
However, this could be due to the single point gas sampling probe not giving a mean gas sample and 
this problem is addressed later. However, the very large difference between Fig. 2 and Fig. 3 shows 
that the task of getting a mean gas sample was essential in the development of this method. 

The CO concentration, in the raw single point sample from the outlet from the rich burning zone, is 
shown in Fig 4. It can be seen in Fig. 4a that in all tests with a heat flux of 70 kW/m2, the peak CO 
emissions occurred during the first stage of combustion, when the mixture was richer, as shown in 
Fig. 2a. In the 500 – 1000 s steady state combustion period the CO was higher (1%) for the 
70 kW/m2 radiant heating than the 50 kW/m2 heating (0.5%), because the mixture was richer. In the 
70 kW/m2 tests with an air flow of 9 g/(m2·s) CO increased due to the richer mixtures, as shown in 
Fig. 2. In tests with a heat flux of 50 kW/m2 Fig. 4b shows that CO was reduced to less than 1% for 
the steady state fire, with almost 0% with an airflow 25.6 g/(m2·s). This was due to the leaner 
mixtures shown in Fig. 2a as the air flow was increased. For 40 mm thick wood the CO was higher 
in the test with heat flux 70 kW/m2, as shown in Fig 5a due to the richer mixture shown in Fig. 2b. 
The very high hydrocarbon emissions in Fig. 5b indicate conditions were far from adiabatic 
equilibrium as THC should be zero at equilibrium.  

Configuration 2: Tests with insulation of the box and test sample of cone calorimeter 

The top surface and the door of the compartment was insulated from the outside, while the rest of 
the compartment was insulated from the inside. The compartment wall insulation was 25 mm thick 
superwool insulation board. After insulation, the internal dimensions of the compartment were 330 
mm long, 275 mm wide and 305 mm high. Tests were conducted at 50 kW/m2 with an air flow of 
12.8 g/m2s to compare with previous test without insulation. It was found that the average value of 
mass loss rate was increased from 0.05 to 0.075 g/s, and the average metered Øm  from 2.5 to 3.5 
after the insulation of the box.  

Figure 6a shows that the oxygen levels were reduced with wall insulation as a result of the richer 
combustion, which was also found for Øe as shown in Fig. 6b. The leaner Øe after 1000s and the 
related increase in oxygen was due to the end of flaming combustion and the onset of char 
combustion at a much lower HRR. The residual O2 with rich combustion was due to the combustion 
inefficiency. However, it was considered that the main problem was that the single hole gas sample 
tube was not obtaining a mean gas sample.  

 
Fig. 6  Heat flux 50 kW/m2, air flow 12.8 g/(m2·s): (a) O2 % vol. vs time; (b) Øe vs time. 
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The impact of insulating the controlled atmosphere volume walls was to increase the CO and THC 
emissions due to the richer mixtures, as shown in Fig. 7.  

The reduction of heat losses by insulating the compartment should have increased the temperature 
of combustion. This was investigated using thermocouples inserted 2mm from top and bottom 
surfaces in the 40mm thick wood load with air flow 12.8 g/(m2.s) at 70 kWm2. Comparison was 
made for wood temperatures with and without the insulated compartment. Fig 8a shows that the 
compartment insulation increased the top thermocouple temperature by about 50oC. The emissions 
of CO are shown in Fig 8b which shows that the CO was higher with insulation of the compartment 
due to the richer mixtures. At 600s only the top wood layer was partly burned and the bottom layer 
was not touched by the fire and acted as an insulating layer to the top 20mm wood.  

 
Fig. 7.  Heat flux 50 kW/m2, air flow 12.8 g/(m2·s): (a) CO % vol. vs time; (b) THC % vol. vs time. 

 
Fig. 8. (a) Comparison of temperature vs time for 40 mm thick pine wood (2 layers of 5 sticks) 5mm from top 
surface with and without insulation at 70 kW/m2 airflow 12.8 g/(m2.s) (b) Comparison of % CO with different 

testing configurations including insulation of box and 20mm thick insulation under pine layer. 

Configuration 3: Insulation of the fire load to reduce heat losses to the load cell support 

In order to check this explanation another experiment was performed at same conditions of heat flux 
and air flow (insulated box, 70 kW/m2, 12.8 g/ (m2.s) with 5 pine wood sticks with an insulation of 
superwool board 20mm thick under the 20mm thick wood so that the total bed thickness was 40mm. 
The CO emissions are shown in Fig 8b and in the steady burning phase were higher than the test of 
10 pine sticks (2 layers of 5 sticks, insulated box). This indicated richer mixtures due to the reduced 
heat losses from the test specimen to the load cell. This shows that test specimens should be 
insulated underneath in the cone calorimeter. 

Configuration 4: Variation of gas sampling techniques to obtain better mixed products  

The gas sampling for all the above tests used a single hole probe inserted into the centreline of the 
chimney 60 mm above the chimney inlet. Initial work with this simple gas sampling system had two 
problems: the carbon balance did not give the same Ø as that metered and was much leaner, as 
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shown above by comparing Figs. 2a and 3. Part of this problem was that oxygen was present in the 
sample when rich mixture combustion was used and the combustion efficiency (CO and THC 
emissions energy content) was relatively low, whereas it should have been high for rich mixtures. 
The analysis assumed that the fire product gases were mixed after flowing through the cone heater 
and into the chimney. It also assumed that no air from outside the chimney could be entrained back 
into the chimney to dilute the product gases and oxidise some of them. Both of these assumptions 
were incorrect.  Part of the oxygen entrainment problem was that the FTIR sample flow rate was 4 
lpm which was significant relative to the compartment air flow, which at its lowest was only 6 lpm. 

The problems were inter-related: there was significant oxygen in the gas sample and the sample was 
not mixed, as moving the one tube sample probe changed the sample composition. The solution to 
these problems was separate and the first to be dealt with was the issue of getting a better mean gas 
sample. This was done first as the oxygen problem could have been contributed to by unmixedness. 
All the initial tests were to improve the gas sample as a measure of the mean composition and the 
problem of the oxygen dilution by reverse suction by the gas sample probe was investigated last. In 
retrospect it would have been better to investigate the entrainment of air from the chimney exit first 
as this was found to be the dominant problem.  

The following tests were carried out in addition to the tests performed with the original single hole 
probe . 

1. Traverse of a single hole sample tube. 
2. Traverse of the single hole sample tube with a grid plate mixer at the entry to the chimney.  
3. Four hole sample probe with grid plate mixer at the entry to the chimney. 
4. 76mm diameter 20 hole ‘X’ probe at the bottom of the chimney and no inlet grid plate. The 

20 hole gas sampler was mounted in its own supporting wall and flanges to connected to 
the chimney and this added 48mm to the total chimney length which increased to 258mm.  

5. A chimney exit backpressure grid plate was added with 90% blockage and the 20 hole ‘X’ 
gas sample probe was located at the bottom of the chimney. This immediately cured the 
problem and sensible gas analysis results were achieved. 

All the above tests were performed with the insulated compartment and 20mm insulation below the 
test fuel at an air flow 9 g/(m2.s) and a heat flux of 70 kW/m2.  

An attempt to improve the mixing in the chimney was made by placing a four hole grid plate at the 
base of the chimney, to generate flow turbulence and mixing. Radial single point traverses were 
carried out with this configuration. A single hole gas sampling probe was traversed across the 
chimney starting from the wall of the chimney. The traverses were carried out during the near 
steady state combustion period between 300 and 800s, as shown in Figs. 1-3. The probe was held 
for 45-50 s at each location. The % CO and the emission based equivalence ratio Øe by carbon 
balance is shown as a function of radial distance for single hole probe in Fig 9. This shows that the 
chimney was not well mixed and was rich in the centre and lean at the chimney wall. 

 
Fig. 9. Traverse with single hole orifice plate with and without mixing orifice plate (a) Emission based Øe vs 

distance (b) % CO vs distance. 
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All the methods to achieve a better mixed sample are compared in Figs. 10 and 11. They will not be 
discussed in detail as only configuration 5 achieved better mixing. The four hole sample probe was 
also equally ineffective. All this was because the main problem was air being drawn from the 
chimney exit into the chimney and promoting oxidation of the gases from the rich fire combustion, 
which was why the CO and THC emissions were lower than expected for rich mixtures and why the 
equivalence ratio based on carbon balance was so much lower than that metered in Figs. 2 and 3. 
Using a 20 hole mean gas sampler on its own at the base of the chimney was also equally 
ineffective, with very high oxygen levels. This was due to the static pressure drop across the X 
probe causing the static pressure in the chimney to fall and more air to be entrained into the 
chimney. 

 
Fig. 10. Tests with different gas sampling methods at heat flux 70 kW/m2, air flow 9 g/(m2·s): (a) emission 

based Øe vs time; (b) CO % vol. vs time. 

Fig. 11. Tests with different gas sampling methods at heat flux 70 kW/m2, air flow 9 g/(m2·s): (a) THC vs time; 
(b) O2 % vol. vs time. 

To prove that air entrainment from the exhaust chimney was the problem, tests were carried out 
with N2 at the same flow rate as the air. The standard single hole gas sample probe was used. It was 
found that even at high flow rates of nitrogen, the O2 analyser downstream of FTIR was reading 
10% O2. This showed that air was entering the sampling system from the exit of the chimney. To 
prevent this, a grid plate with 90% restriction of the total chimney exit area was placed at the 
chimney exit. This 90% chimney exit blockage was found as the minimum required to achieve 0% 
oxygen when the metered equivalence ratio was very rich. This ensured that the static pressure in 
the chimney was always greater than atmospheric pressure, so that back flow of air into the chimney 
was prevented. The O2 analyser read zero with nitrogen as the compartment flow and was zero after 
the initial fire at 150 s in Fig. 11b.  The results in Figs. 10 and 11 show that the next best gas 
sampling system was the original single hole probe 60 mm above the cone outlet. Essentially the 
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other gas sample probes had been located further up the chimney and so encountered more external 
air entrained into the chimney. 

Fig 10a shows that the impact of the chimney exit grid plate was to make the mean mixture much 
richer, as there was now no backflow of air. By co-incidence the mean mixture was close to that for 
the central single hole sampling probe without an exit plane orifice. The CO and THC were high 
and the oxygen near zero after 150 s, all as expected for rich mixtures. However, there was still a 
big difference between the metered equivalence ratio in Fig. 2 and that by carbon balance in 
Fig. 10a. For example in Fig 10a at 9 g/(m2· s) and 70 kW/m2 Ø was 1.9 at 300 s using the developed 
20 hole gas sampler with 90% blockage grid plate at the end of the chimney. In Fig. 2a at the same 
test conditions Ø was 4.5, much richer that that based on carbon balance. The problem was due to 
the use of the stoichiometric A/F of pine for the equivalence ratio definition. However, there is no 
such gas with the composition of wood and the equivalence ratio should be based on the 
stoichiometry of the gases evolved at a particular time in the fire. In related work nitrogen flows 
have been used instead of air with the radiant heater on, to determine the composition of the 
volatiles as a function of time. This will enable the actual gas equivalence ratio to be determined. 

Performance of the developed system for compartment fires using the cone calorimeter 

The developed experimental methodology included insulation of the walls and door of the 
compartment around the cone calorimeter test section, insulation between the test sample and the 
support,  210mm long 76mm diameter cone exit chimney with a 90% blockage grid plate on the top 
of the chimney and a 20 hole ‘X’ gas sample probe at the bottom of the chimney (which added 
48mm to the chimney height). Pine wood tests were performed at various air flows to generate a 
range of HRR and equivalence ratios, Øm. The Øm, CO, THC were averaged over the steady state 
rich burning period from 300-500s in the fire, this omitted the initial fire growth period and the final 
char burn out period.  

The variation of the average steady state CO with average Øm is shown in Fig. 12a and compared 
with the predicted equilibrium CO. The maximum measured concentration of CO was 15% and was 
achieved with an air flow of 19.2 g/(m2.s) with an equivalence ratio of 2.8. The trend of the 
experimental CO follows the same shape as equilibrium CO from Øm 1.6 to 4.5, at Øm = 6, another 
peak value of % CO was observed and was not following the equilibrium trend. The experiments 
were repeated 3 times at these conditions, but the same results CO were obtained. 

 
Fig. 12. (a)Variation of experimental and predicted (equilibrium) CO concentration with Øm; (b) Variation of 

experimental % THC with Øm. 

The difference in the adiabatic equilibrium CO and experimental CO shows that equilibrium was 
not achieved, due to remaining heat losses that had not been eliminated. This produced rich burning 
conditions well away from adiabatic equilibrium. This resulted in high hydrocarbons, as shown in 
Fig. 12b, when there should be no hydrocarbons at equilibrium. These hydrocarbons represent a loss 
of energy conversion efficiency. The CO and THC would burn in the second stage combustion on 
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discharge from the chimney. This is equivalent to the flames seen exiting open windows from 
compartment fires. 

An equilibrium gas that was not measured was hydrogen and this was calculated from the measured 
CO using the water gas shift equilibrium method. If the enthalpy of the gases is calculated from the 
composition and the CV of each individual gas and the sensible heat in the temperature of the gases 
in the chimney is added, then the hot gas efficiency (HGE) of the compartment combustion can be 
calculated. This is shown in Fig. 13a as a function of Øm. The average maximum high heating value 
was 14.95 MJ/kg at Øm = 2.8. However, the thermal efficiency was high over the range Øm 1.5 – 
2.8. Figure 13a was based on the steady state from 300 to 500 s. The primary heat release as a % of 
the total is shown in Fig. 13b as a function of Øm. This shows a decreasing primary heat release 
proportion as Øm increases. The rich Ø are backdraft conditions in compartment fires, as this 
secondary combustion would occur if the door was opened to the primary rich fire and the fire 
combustion would propagate quickly in the air outside the door. 

 
Fig. 13. (a) HGE as a function of Øm (b) Primary compartment % of the total heat release as a function of Øm. 

 
Fig. 14. (a) Heating value as function of time for air flow 19.2 g/(m2.s), Øm = 2.8 (b) Heating value proportion 

of hydrocarbon gases. 

Fig. 14 a. shows the contribution of CO, H2, hydrocarbons and sensible heat to the higher heating 
value of the products of combustion. The peak energy gives a thermal efficiency of 80%. The total 
hydrocarbons account for over 35% of the heating value of the gas as shown in Fig. 14 b. The major 
components of the hydrocarbon gases from an energy content viewpoint were acetylene, ethylene, 
toluene, benzene, xylene ( sum of o-, m- and p-xylene)  and trimethyl benzene (TMB) ( sum of 
1,2,3-, 1,2,4- and 1,3,5-TMB). These would all burn efficiently outside the compartment.  

CONCLUSIONS 

The cone calorimeter with the controlled atmosphere compartment was developed to reliably 
simulate the behaviour of materials in compartment fires with rich burning, under post flashover 
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conditions. However, the baseline equipment had to be improved to enable the measurement of the 
composition of the raw discharge gases from the compartment outlet through the 76mm exit to the 
cone. This was done by adding a major chimney so that a mean gas sample could be made. Air 
entrainment into the chimney was a problem and this was controlled by placing a 90% blockage 
grid plate at the exit from the chimney. Various ways of obtaining a mean gas sample was 
investigated and a 20 hole ‘X’ probe was the best, located at the bottom of the chimney. The 
original compartment had excessive heat losses and these were reduced by wall thermal insulation. 
Also heat losses from the test section to the water cooled load cell were significant and the test 
specimen was insulated from the support. This system was shown to give rich burning, with the 
equivalence ratio controlled by the air flow into the compartment. The gases emerging from the 
chimney were shown to contain up to 80% of the energy in the fuel, depending on the equivalence 
ratio. For very rich mixtures only 20% of the energy in the fuel was release in the primary 
compartment fire and the rest was released in the secondary fire. This is the energy that forms 
backdraft or in compartment fires with a window open is the energy in the visible external flame. 
This shows that the modified procedures for the cone calorimeter greatly extend its usefulness in 
material testing to conditions close to those encountered in post flashover compartment fires.   
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ABSTRACT 

The piloted ignition of thermoplastic polymers exposed to transient irradiation is investigated. Previous 
research measured the radiation emitted through a full-scale, post-flashover compartment fire using Thin-
Skin Calorimeters. This data is used in the present study to define the Incident Heat Flux time series to 
which the samples are exposed. Polymethyl-methacrylate and Polyamide 6 were used. A total of 20 
experiments were performed in the Fire Propagation Apparatus. The temperature was recorded at depths 
of 4, 8, 12 and 16 mm from the surface. A regression analysis is used to estimate the temperature profile 
at each time step. The Net Heat Flux absorbed by the sample at the surface was calculated using Fourier’s 
law. Conductive losses through the back face are also calculated. Assessing the evolution of the Net Heat 
Flux and the conductive losses, we found that under transient irradiation, there is a large uncertainty in the 
time to ignition of Polyamide samples as the surface phenomena introduces a non-negligible uncertainty 
which cannot be evaluated in current formulations. It was shown that surface phenomena affect mass 
transfer considerably, but has a lesser impact on the heat transfer process. An approach to study ignition 
based on controlling the absorbed energy is proposed for samples in which surface phenomena are 
significant. 

KEYWORDS: Ignition, net heat flux, flammability. 

INTRODUCTION 

As the practice of fire safety engineering progresses towards a performance based design 
philosophy [1], it becomes ever more important to assess the definitions which underpin current 
design criteria. One such concept is the minimum separation between structures, which can be 
considered an extension of compartmentation. It is paramount to contain the fire to its room of 
origin and prevent any spread within the building or to nearby structures. 

The current methodology used in the UK to assess the separation of buildings [2] establishes a 
minimum distance to the boundary of the property, as a function of the dimensions of the opening 
and the design fuel load. This is based on work conducted by Law [3]. The methodology allows an 
estimation of the Incident Heat Flux (IHF) as a function of distance. A key assumption behind the 
commonly used minimum distance tables found in standards is that the maximum irradiation 
permitted on a surface should not exceed 12.5 kW/m2, considered as the critical IHF for the piloted 
ignition of wood. This is based on ignition studies where timber samples were exposed to constant 
irradiation. 

The testing framework for analysing the flammability properties of a material [4-6], as well as the 
classical formulation of ignition theory [7], are built on the understanding that exposing materials to 
a constant IHF simplifies the experimental set-up and the mathematical expressions. However, what 
truly drives the ignition phenomenon is the net absorbed energy, which is a function of the boundary 
conditions (including the IHF) as well as the properties of the material. 
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The net flux of absorbed energy or Net Heat Flux (NHF) is not constant in a transient heating 
process. Even if the solid is exposed to a constant IHF, the NHF will decrease with time as the 
surface temperature and hence, the surface losses, increase. Different materials exposed to the same 
IHF will absorb different amounts of energy and this creates a fundamental difference in the way 
their flammability properties are assessed. 

This paper studies the ignition of two different solids exposed to transient and constant IHF curves. 
The objective is to analyse the impact of a transient exposure by studying the NHF and assess the 
suitability of ignition theory, which is based on a constant exposure. The bench-scale experiments 
are informed by IHF curves measured from full-scale compartment fires. By looking at the 
evolution of the NHF, we aim at advancing our current framework for evaluating the fire risk 
associated to a material. 

PRIOR RESEARCH 

A set of five, full-scale compartment fires was carried out to study the impact of exposed 
combustible (timber) linings on compartment fire behaviour. The specific aim was to analyse if self-
extinguishment of the exposed timber could be observed once the imposed fuel load had burnt out. 
The different experiments considered different configurations of exposed timber linings. Full details 
of this study can be found in [8, 9]. Approximately cubic compartments of dimensions 2.72 x 2.72 x 
2.77 m3 were used, with one opening of dimensions 1.84 x 0.76 m2. Data from three experiments 
presented by Hadden et al. [8] are used here. These relate to the following configurations of exposed 
timber: back wall and sidewall (Alpha 2), ceiling and back wall (Beta 2) and ceiling, side wall and 
back wall (Gamma). All other surfaces are considered to be inert.  

The radiation emitted from the opening and the plume was measured using Thin Skin Calorimeter 
(TSC) [10] towers. TSCs consist of an Inconel disc (ϕ = 10 mm and thickness = 2 mm) embedded 
into the surface of a vermiculite board (100 x 100 mm2 x 25 mm). The temperature evolution of the 
Inconel disc is recorded. By solving the energy balance at the control volume of the metallic disc it 
is possible to calculate the Incident Heat Flux. A second thermocouple measures the gas phase 
temperature evolution close to the disc’s surface. Surface convective losses are calculated assuming 
free convection from a vertical hot plate. The calibration factor is calculated as a function of the 
disc’s temperature. TSCs are calibrated using a radiant panel against results obtained with a 
Schmidt-Boelter gauge. 

 

Fig. 1. Incident Heat Flux vs time for all experiments. 

For this paper, we use IHF curves measured at 2 meters from the opening at a height of 1.6 meters, 
shown for Alpha 2, Beta 2 and Gamma in Fig. 1. The main difference between these curves is the 
oscillation defined by the growth/decay characteristic period of each test. All tests were terminated 
after 60 minutes. Figure 1 shows the IHF evolution for the first 45 minutes, as ignition testing is 
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limited to 30 minutes. Beta 2 presents the smallest characteristic time period, where the time 
between peaks is 18 minutes. Alpha 2 shows a longer period of oscillation, with a slightly lower rate 
of increase in the IHF after flashover. Gamma shows a similar rate of increase to Beta 2 but no 
oscillations are observed, as an approximate steady value of 30 kW/m2 is maintained until end of 
testing.  

After flashover (~ 5 min for all tests), all curves show a continuous increase in the IHF perceived by 
the TSCs. If we assume a linear increase (constant rate of change) between flashover and the 
maximum IHF, the rate of change of the irradiation perceived by the TSCs is approximately 28 – 42 
W/m2s. This is in agreement with the values used by Santamaria et al [11] when studying the 
ignition of PA6 samples exposed to linearly increasing IHF. 

In addition to these, constant IHFs of 20 and 12.5 kW/m2 were used for comparison. 12.5 kW/m2 is 
the commonly used critical IHF for piloted ignition of timber. 20 kW/m2 is above PA6’s and 
PMMA’s critical IHF (CHF). The critical IHF for PMMA is 10 kW/m2 and for PA6 is 15 kW/m2 

[12]. The CHF is only defined for constant irradiation. 

EXPERIMENTAL METHODOLOGY 

Ignition experiments were undertaken using the Fire Propagation Apparatus [5]. This allows the 
heat flux incident on a sample be rapidly changed according to the values described above which 
cannot be achieved with other apparatus.  

Samples of Polymethyl-methacrylate (PMMA) and polyamide 6 (PA6) are exposed to the five 
different IHF time series. Both PMMA and PA6 are thermoplastic polymers and their ignition 
behaviour has been studied extensively under constant IHF [13, 14]. A reduced number of studies 
have investigated their ignition behaviour under transient irradiation [11, 15].Samples were of 
dimensions 85 x 85 x 25 mm and 85 x 85 x 20 mm for PMMA and PA6 respectively. Each 
combination of IHF time series and material were repeated once. 

Aluminium foil and two layers of ceramic paper insulation wrap the side of the samples to limit heat 
and mass transfer in the direction perpendicular to the IHF. Four K-type thermocouples (ϕ = 1 mm) 
record in-depth temperature at intervals of 4, 8, 12 and 16 mm from the surface. The samples rests 
on an aluminium block, measuring 90x90x20 mm, where the additional dimensions ensure that the 
total sample plus the insulation rest on the block. A thermal conductive paste improves heat 
conduction between the sample’s back face and the aluminium block, and so the thermal conductive 
resistance is neglected. The temperature increase in the Al block is also recorded with the same type 
of thermocouple. Table 1 shows the material properties used for PMMA, PA6 and the aluminium 
block. A similar diffusion of heat process is expected for both samples, given their similar thermal 
diffusivities, which permits an assessment on the impact of surface phenomena on ignition. 

Table 1. Material properties 

Material 
Thermal conductivity: 

k, W/(m·K) 
Density: 
ρ, kg/m3 

Specific heat 
capacity: c, 

J/(kg·K) 

Thermal diffusivity: 
α, m2/s 

PMMA 0.27 [12] 1190* 2090 [12] 1.09·10-7 

PA6 0.29* 1183* 1900 [12] 1.29·10-7 

Aluminium 205* 2707 [12] 896 [12] - 
* Data provided by the manufacturer. 
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A pilot flame is used, located 10 mm from the edge of the sample and at a height of 10 mm from the 
surface. The IHF is calibrated at the start of each experimental period using a Schmidt-Boelter 
gauge and a quadratic regression is used to calculate the IHF as a function of the infrared lamp 
supply voltage, as shown in Equation 1. 

�fP � 	< � 	$� � 	1�1 (1) 

It is assumed that: 

• the heat transfer process is one dimensional,  
• the solid behaves as inert until ignition,  
• all material properties are invariant with temperature, 
• the temperature at the back face of the sample (x = 25 mm for PMMA or x = 20 mm for 

PA6) is equal to the temperature of the aluminium block, 
• the aluminium block behaves as a thermally thin solid and heat losses from it to the 

environment are negligible. 

A regression analysis is used at each time step to evaluate the temperature distribution within the 
solid. This allows the evolution of the absorbed energy in the solid to be calculated. In order to do 
this an assessment of the surface temperature is required. This is calculated from fitting a function 
that describes the temperature as a function of distance from the heated surface. For an inert solid 
exposed to a constant IHF, this function is described by Eq. (2) [7]. Where, �< is the initial 
temperature, � the IHF, �� the total heat transfer coefficient, � the distance from the surface, � the 
thermal diffusivity, ' the thermal conductivity, � the density, 	 the specific heat capacity and � the 
time. The total heat transfer coefficient (��) is obtained by linearizing the radiative heat losses and 
adding the convective losses [7]. 

���, �! � �< �	�		�� �0+�	 ; �√4��= � 0 ��b√�[������
����� ⋅ 0+�	� ��√�['�	 � �√4��!  (2) 

Figure 2 shows a graphical representation of Eq. (2). These curves are obtained for a PMMA 
sample, 20 mm thick, using the properties shown in Table 1. The figure on the left shows the 
penetration of the thermal wave into the solid as time progresses. The figure on the right shows the 
effect of the linearized heat transfer coefficient on the temperature profile at t = 200 s (~ tig for 
PMMA when exposed to 20 kW/m2). The total heat transfer coefficient has a considerable effect on 
the surface temperature but not on the thermal wave penetration (as this is determined by the 
thermal diffusivity).  

 

Fig. 2. Equation 2. Left: Temperature profile at different times (constant ht). Right: Temperature profile at t = 
200 s for different ht. IHF = 20 kW/m2 (constant). 
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The experimentally measured temperatures are fitted with an optimization process to determine the 
value of hT by assessing the goodness of fit of Eq. (2) for all tests. The algorithm uses non-linear 
least squares to fit the Eq. (2) to the experimental data. The value of the heat transfer coefficient is 
constrained by the interval 0-60 W/(m2·K). The initial guess at every time step was hT = 
20 W/(m2·K). It is important to highlight that the heat transfer coefficient ht is used as a fitting 
parameter. Therefore, it lumps uncertainties associated to the fitting of Eq. (2) to the experimental 
data and its value is chosen to minimize the fitting error. Therefore, this methodology is not 
expected to provide an accurate assessment of the heat transfer coefficient, but rather use ht as the 
optimization parameter to ensure an adequate regression. 

Equation (2) was derived for a solid exposed to constant irradiation. Hence, it does not completely 
capture thermal penetration for transient irradiation. This is addressed in the optimization for the 
heat transfer coefficient which indirectly accounts for the uncertainty introduced by the transient 
irradiation. At every time step a heat transfer coefficient is calculated which results in the best fit.  

Figure 3 shows the results of the regression analysis at t = tig for all tests on PMMA (only one of 
each repeated tests is shown for clarity). As expected, the regression provides a better fit for a 
constant irradiation. Although there is a systematic over prediction in the temperatures for the 
transient exposure scenarios, the trend is captured qualitatively and is used as a basis for the analysis 
that follows. 

 

 
Fig. 3. Regression at t = tig. Fit was optimized for the heat transfer coefficient. Results shown for PMMA. 

To obtain the NHF, Fourier’s law is used with numerical differentiation for the rate of change of the 
temperature with depth, using a cell width of 0.5 mm, as shown in Eq. (4). 

¡fP � �' ^�^� 	~	' ��¢�� � �<.e��0.0005  (4) 

A visual camera recorded all experiments and time to ignition is defined as the delay time between 
beginning of the exposure and the onset of flaming. Flashing before ignition did not occur in most 
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experiments, with the exception of Alpha 2 and Beta 2 exposures for PA6. The conductive losses to 
the aluminium block are calculated using Eq. (5), assuming negligible heat losses from the 
aluminium to the environment. A smoothing algorithm is used to reduce the noise given by the 
numerical differentiation of dT/dt. 

IQ

0
��£g¢���¤ � C	 ^�̂� ~	C	 ∆�∆� 	 (5) 

RESULTS AND DISCUSSION 

Table 2 shows a summary of the time to ignition and surface temperature (calculated) at ignition for 
all experiments. For the time to ignition, PMMA presents a small range of values whereas the 
scatter for PA6 results is considerable for transient and constant IHF. Furthermore, ignition was not 
attained when the samples were exposed to Alpha 2 or 12.5 kW/m2. The latter was expected as the 
CHF for PA6 is 15 kW/m2. For a constant IHF, the ignition temperature of PA6 is 432 – 497 ˚C and 
for PMMA 378 – 383 ˚C [12]. 

Table 2. Average time to ignition and surface temperature (calculated) at ignition. Values between 
brackets show maximum and minimum. NI refers to No Ignition. [max - min] 

Material Exposure tig, min Tsurf , ˚C 

 

Alpha 2 11.9 [12.0–11.9] 327 [323–331] 

Beta 2 7.5 [7.5–7.5] 342 [339–344] 

Gamma 9.0 [9.0–8.9] 296 [301–291] 

20 kW/m2 2.95 [2.8–3.1] 264 [260–268] 

12.5 kW/m2 12.7 [12.6–12.8] 279 [289–269] 

PA6 

Alpha 2 - [NI–NI] - 

Beta 2 [12.6–25.8] 355 [344–366] 

Gamma 15.3 [15–15.5] 453 [466–439] 

20 kW/m2 13.5 [11.1–15.8] 342 [324–360] 

12.5 kW/m2 > 25 [ – ] - 

Constant IHF 

Figure 4 shows the NHF absorbed at the surface for samples exposed to constant IHF. The NHF is 
calculated from Eq. (4). This depends on the accuracy of the regression analysis used to define the 
temperature profile and, in particular the surface temperature. It is worth noting that the NHF, as 
calculated in this study, does not depend on the optical properties of PMMA or PA6. The 
temperature increase that is measured in the solid already reflects the effective absorbed energy by 
the sample. This is also valid for transient IHF. This assumes negligible in-depth absorption of 
radiation, observed for low, constant IHFs (< 60 kW/m2) [16]. To the knowledge of the authors’, in-
depth absorption of radiation has not been studied under transient irradiation. 

The trends of NHF are similar for both materials and characterised by an initial peak followed by a 
sharp decline and a long tail of low heat flux. Despite the similarity in shape, there is a considerable 
difference between the NHF and ignition times for the two materials. The absorbed energy will 
depend on the thermo-physical and optical properties of the tested material. The changes in material 
properties, affect the Biot and Fourier numbers which dominate the heat transfer processes. Surface 
phenomena can also impact energy absorption, as shown by Fig. 4, where the absorbed energy prior 



Proceedings of the Ninth International Seminar on Fire and Explosion Hazards (ISFEH9) 

1084 

to ignition varies between materials, and, for the two samples of PA6 exposed to 20 kW/m2. This is 
due to changes to the geometry of the system and bubbling of molten PA6. These changes do not 
affect the NHF reported in Fig. 4 since the NHF is calculated from the curve fit. 

 

Fig. 4. Net Heat Flux for PMMA (left) and PA6 (right) exposed to constant IHF of 20 kW/m2 (top row) and 
12.5 kW/m2 (bottom row). 

Figure 5 shows the conductive losses through the back face as calculated by Eq. (5). For PMMA, 
the conductive losses remain lower than 10% of the IHF whereas, for PA6, this value increases to 
approximately 15%. This is due to the longer time to ignition allowing penetration of the thermal 
wave, indicating that the semi-infinite solution may no longer be a good approximation. Both in 
Fig. 4 (NHF) and Fig. 5 (Conductive Losses), the data seems to show the attainment of a quasi-
steady situation where the rate of change with time becomes negligible. Since the temperature 
gradient in the sample at ignition is not negligible (Fig. 3), the constant NHF for a non-inert solid 
can be explained by the pyrolysis process as highlighted by Torero [17]. Surface temperature does 
not increase and the absorbed energy is used for pyrolysis. This suggests that this methodology is 
appropriate to study the energy balance leading to ignition.  

 

Fig. 5. Conductive losses to the aluminium block for constant exposures. Left: PMMA. Right: PA6. Solid lines 
show losses 20 kW/m2 and dashed lines for 12.5 kW/m2. 

Transient IHF 

Figure 6 shows the NHF absorbed at the surface by PMMA (solid lines) and PA6 (dashed lines). 
PMMA ignites at lower values of NHF for Alpha and Gamma exposures, compared to PA6. This 
agrees with PMMA having a lower CHF and ignition temperature. For Alpha 2 (left), ignition was 
not attained by PA6, even though the NHF is higher and the thermal properties of both materials are 
similar (Table 1). This difference can be explained by surface phenomena.  
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Figure 7 shows the pre-ignition behaviour of PA6 when exposed to Alpha 2. At 13 minutes, a 
maximum value of approximately 25 kW/m2 for the IHF is reached, after which a slow decay 
follows. 20 minutes after the start of the exposure, the IHF has an approximate value of 20 kW/m2, 
but a bubble has formed on the surface of the material, which prevents the free flow of pyrolyzates. 
If compared with Beta 2 and Gamma, the maximum NHF reached for Alpha 2 is lower. This 
phenomenon is not captured under constant heating rates and shows the importance of heating rate 
on the pyrolysis pathways. 

 

Fig. 6. Net Heat Flux for PMMA (solid lines) and PA6 (dashed lines) exposed to transient IHF. 

 
Fig. 7.Samples of PA6 exposed to Alpha 2. At 13:00, still shots show behaviour during the maximum IHF 

reached by the exposure. At 20:00, bubbling is shown, preventing ignition. 

For PA6 samples exposed to Beta 2, there is a variability of approximately 100% in the time to 
ignition measured. Figure 8 shows images of both tests completed under this IHF curve. It is clear 
that surface phenomena taking place during the ignition of each sample (Fig. 8 left and right) differ. 
These differences can be explained by effects of the bubbling phenomena on the mass transfer 
process. This assessment implies that under the same exposure, small differences in boundary or 
initial conditions (mainly flow conditions) and material composition could result in considerable 
limitations when assessing the ignition behaviour of solids. Contrary to the other cases, PMMA 
ignites at a higher value of NHF, but at a lower total absorbed energy, since the time to ignition for 
PA6 is much longer. 

 
Fig. 8. Samples of PA6 exposed to Beta 2. Left: first experiment. Centre and right: repeat experiment. 

Figure 9 shows the calculated conductive losses for both materials when exposed to transient IHF. 
The conductive losses remain approximately constant for all tests and between materials. Since the 
only difference between these experiments is the formation of the bubble, it can be inferred that the 
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bubble has a small effect on the heat transfer and the energy absorbed by the sample (and hence 
pyrolysis rate) and delays ignition simply be preventing mass transfer and the formation of a 
flammable mixture. Previous studies using linearly increasing IHF [11] have shown that the bubble 
effect will be reduced as the rate of change of the IHF increases.  

 

Fig. 9. Conductive losses for transient exposure for PMMA (solid lines) and PA6 (dashed lines). 

CONCLUSIONS 

This paper has investigated the effect of exposing samples of two different thermoplastic polymers 
to transient IHFs. The IHF curves were defined following measurements made from the radiation 
emitted by post-flashover compartment fires. The experiments analysed in this paper were 
completed using the Fire Propagation Apparatus. This study assessed the current ability for 
predicting ignition of these materials using ignition theory, traditionally derived for constant IHF.  

The NHF’s evolution was calculated for all tests. Even though PA6 and PMMA present similar 
thermos-physical properties, samples of the former reached ignition at higher values of the NHF, or 
even failed to ignite. This cannot be predicted using current ignition theory. Together with an 
assessment of the visual recordings, the processes driving ignition were investigated. 

For samples exposed to a constant IHF, the NHF decreases with time, as the surface temperature 
and hence, the surface heat losses, increase. However, for samples exposed to increasing IHF, the 
NHF increases over time and so the ignition process differs as pyrolysis is driven by the NHF 
absorbed by the sample. 

For transient exposures surface phenomena play a dominant and uncharacterized role. For PA6 
samples, variations of up to 100% were measured in the ignition delay time. It is not currently 
possible to accurately manipulate surface phenomena during testing. This hinders our ability to 
understand their effects on ignition of materials exposed to transient irradiation. 

Surface phenomenon was shown to have a considerable impact on ignition delay times through an 
effect on the mass transfer processes. The effect on heat transfer was shown to be small. This was 
evaluated through a comparison on the thermal diffusivities and an assessment of the conductive 
losses. 

This study has shown that by exposing samples to transient IHF, different phenomena may 
dominate the ignition process. To accommodate for this complexities, it is proposed that new 
experimental frameworks are developed that seek to compare the ignition of materials by 
manipulating the flux of absorbed energy as opposed to the exposure. 
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ABSTRACT 

This paper presents the fire performance of unprotected Cross-laminated timber (CLT) floor panel by 
comparing available experimental results against numerical and analytical analysis. A numerical model of 
multi-layered CLT panel has been developed using Finite Element (FE) Method. Temperature distribution 
within the cross-section of CLT panels was investigated. The charring rates for CLT panels obtained from 
the numerical model were compared with experimental results and those provided by Eurocode simplified 
approach. The falling off of the charred layer of the CLT panel has also been investigated using the FE 
modelling. The results show that assuming the immediate falling off of charred layer would happen when 
the interface between the layers has reached 300°C could lead to consevative prediction. 

KEYWORDS: Timber structure, cross laminated timber, charring rate, fire resistance, numerical 
analysis. 

INTRODUCTION 

The fire behaviour of structural timber elements is an important research topic to ensure the 
attainment of the required safety level in timber buildings. Cross-laminated timber (CLT) is 
increasingly being used in the construction of high-rise buildings due to its simple manufacturing 
system. In terms of fire resistance, CLT panels are promoted as having excellent fire resistance, 
comparable to that of non-combustible materials and to heavy timber construction, due to the ability 
of thick wood assemblies to char slowly at a predictable rate while maintaining most of their 
strength during the fire exposure.  

The investigation of the performance of timber product exposed to fire has increased over the past  
decades. Several experimental investigations have been carried out on different wood products, such 
as laminated veneer lumber [1, 2], glued laminated timber [3] and cross-laminated timber (CLT) [2, 
4, 5]. Small- and large-scale tests were performed on loaded and unloaded specimens subjected to 
one- or two-dimensional heat fluxes in furnaces of different sizes. Design of timber structures has 
been outlined in Eurocode 5 [6], notional charring rate for softwood and hardwood timber is given. 
For timber member subjected to one-dimensional charring, a constant value of charring rate 0.65 
mm/min is recommended for softwood. For the performance of the CLT panels in fire, only little 
information on charring is available and whether the fire behaviour of CLT panels is similar to 
homogenous timber panels has not yet been systematically analysed.  

The fire behaviour of cross-laminated solid timber panels has been experimentally and numerically 
investigated [2, 4, 7-10] in the past decades.  Experimental investigations on small and large scale 
tests of unloaded and loaded cross-laminated timber specimens manufactured by various producers 
with different characteristics were carried out [2, 4, 7-8], the outcome of the tests revealed that the 
fire behaviour of cross-laminated timber elements was mostly linked to the thickness of the layers 
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and the type of adhesive used to produce the timber panels [4]. A simplified charring model to 
determine the residual cross-section for CLT panel has been introduced [11, 12] based on the 
available fire tests. To develop a better understanding of CLT panels fire performance, applying 
analytical and numerical methods as a more effective way to study the mechanical and thermal 
performance of CLT elements exposed to fire. It can be done without performing experimental tests 
which are hazardous and expensive. At the same time, experimentation at different scales is 
required to provide the fundamental data for model development. The fire resistance of timber 
structures can be assessed by standardised fire tests, such as ISO 834 [13], and can be calculated by 
methods such as those suggested in the Eurocodes [6]. Design standards [6] allow the use of 
advanced calculation methods, which eliminate the cost of expensive fire testing by using validated 
numerical finite element (FE) computer models to determine the thermal and structural performance 
of timber members exposed to fire. 

This paper presents the main results of the numerical analyses. Particular attention is given to the 
comparison of the fire behaviour of cross-laminated solid timber panels obtained from the numerical 
findings with the experimental results [2, 8]. 

NUMERICAL ANALYSIS 

For the numerical analyses presented in this paper full versions of the programs SAFIR 2016 were 
used. SAFIR is a special purpose finite element program developed at the University of Liege, 
Belgium, for analysing the behaviour of building structures under ambient temperatures and 
subjected to fire. It consists of an integrated thermal and structural analysis program for carrying out 
two-dimensional (2D) and three-dimensional (3D) analyses of steel, concrete, timber and composite 
structures in fire conditions. The structure can be made of a 3D skeleton of linear elements such as 
beams and columns, in conjunction with planar elements such as slabs and walls. Complex model 
such as connections can be analyses using volumetric elements. The thermal and mechanical 
properties of steel, concrete and timber, following the Eurocodes, are incorporated into the program, 
but one can also use user-defined materials for the thermal or structural analysis [14-15]. The 
influence of temperature on the thermal properties is automatically implemented in the SAFIR finite 
element (FE) software. Alternatively, user-specified material thermal properties can also be defined 
through its thermo-physical parameters which govern the heat conduction process. 

1D HEAT TRANSFER EXAMINATION 

A simple solid timber member model has been set up using SAFIR to simulate an one-dimensional 
(1D) heating test on unprotected spruced timber members exposed to ISO-fire [13] on one side for 
90 minutes, presented by König and Walleij [16]. The modelled section was discretized into 48 
numbers of 2D SOLID elements to be representative of a 24mm by 96mm strip of solid timber 
specimen. The test specimen had an initial moisture content of 12% with a bulk density of 480 
kg/m³. One side of the model was exposed to the ISO 834 fire curve. the emissivity of timber 
surface and convection factor assumed to be 0.8 and 25 W/m2K, respectively, which the 
experimental data has not been made available the recommendations from the EN1995-1-2 [6] have 
been used. No heat and mass flux on the top side of cross section is considered, a convective 
coefficient of 9 W/m²K (which accounts for both radiative and convective losses) and an initial 
ambient temperature of 20°C were applied to the surface. The sides of the model were assumed 
adiabatic. Temperatures across the cross-sectional were measured in a depth of 6, 18, 30, 42 and 54 
mm from the surface exposed to fire and compared to the experimental data [17]. Figure 1 illustrates 
the 2D SAFIR model and the temperature profile across the cross-sectional of the timber specimen 
at 3600 seconds. The charred material is represented by maroon red, whereas red colour 
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corresponds to 300°C temperature, as is typical in the literature [6], where char depth was assumed 
as the location of the 300 °C isotherm. 

The numerical variation of heat flux led to temperature increases close to the thermocouple records 
as displayed in Fig. 2. Note that the grey lines indicated were temperature measurements taken at 
various depths into the wood for a series of test [16], with the black line being the average of those 
measurements. The thermal analysis across the cross section of the timber strip has been predicted 
with good accuracy despite a coarse mesh was used in the FE model. 

 
Fig. 1. Temperature distributions within the cross-section of solid timber after 60 minutes of fire exposure. 

 
Fig. 2. Experimental [16] and numerical temperature distributions at various depth across the cross section of 

solid timber. 

NUMERICAL-EXPERIMENTAL COMPARISONS FOR CROSS-LAMINATED TIMBER 
PANEL 

Fire tests were conducted on CLT panel specimen as reported in [2]. The geometrical characteristics 
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using five bonded layers of 42, 19, 28, 19 and 42 mm. Polyurethane (PU) adhesive was used to 
manufacture the tested panels. The bottom side of the specimen was exposed to heat in the furnace, 
exposed to the standard ISO 834 fire [13].  

A 2D finite element model has been built using 36 SOLID elements in SAFIR, was used to simulate 
the temperature distributions in the panel. The thermocouples considered in the numerical 
simulations were placed at coincident nodes corresponding to depths of 21 mm and 52 mm from the 
exposed surfaces (Fig. 3). In the finite element modelling, the moisture content of the CLT sample 
was assumed as 12%, and the corresponding initial density was 460 kg/m3. From the collected 
experimental data [2], there was no evidence to suggest that any quick temperature increases 
indicating the falling-off of charred layers. Thus, the CLT cross section was modelled as solid 
wood, the delamination behaviour of the charred layer has not be considered in the numerical 
modelling. The adhesive layer between the CLT layers is relatively small (less than 0.2 mm) and it 
was neglected in the conduction process during the FE analysis of the CLT element. Nonetheless 
investigation [8, 17] on shear behavior of different adhesives at high temperatures has revealed that 
the fire behavior of CLT panels is strongly influenced by the behavior of the adhesive that used for 
the CLT panels bonding system. Degradation of adhesive between individual CLT layers can lead to 
charred layer fall-off which in turn leads to exposure of the directly underlying layer.  

 
Fig. 3. Numerical temperature profiles across the cross section of CLT and the formation of charring layer at 

different fire-exposure times. 

Figure 3 illustrates the predicted temperature profiles of the CLT sample as a function of fire-
exposure time, and shows the formation of char layer increases as fire exposure time increases. 
Figure 4 compares the temperature distribution recorded during the fire test [2] at depth 21 and 52 
mm from the bottom surface that exposed to fire, with the numerical thermal prediction. It can be 
seen that, the temperature-time curve for the depth at 21 mm obtained from the numerical and 
experimental data were almost corresponding, the slight differences could be due to the mesh size 
and time steps used in the model. The curves recorded at 52 mm depth indicate an acceptable 
approximation. The numerical and experimental data were in good agreement from the beginning 
till after 60 minutes fire exposure, the numerical prediction has the temperatures gradually 
increasing while the experiment data showed more rapid increase of temperature after 87 minutes at 
which time the recorded temperature was 300°C. 
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Fig. 4. Comparison between predicted and measured temperatures for CLT panel in fire. 

NUMERICAL- EXPERIMENTAL COMPARISONS FOR THE DELAMINATION OF CLT 
PANEL 

One of the main concern when comes to the fire resistance properties of CLT is the delamination of 
CLT layers due to fire exposure. The investigation on the influence of the temperature-dependent 
material properties of the adhesive on the resistance of CLT beams exposed to fire have been 
carried out [7], it was demonstrated that the fire behavior of cross-laminated timber panels is 
strongly influenced by the behavior of the adhesive that used for the CLT panels bonding system. 
CLT panels manufactured with a less temperature-sensitive adhesive the charred layers almost 
remained in place throughout the fire tests and the panels behave just similar to homogenous timber 
panels exposed to ISO 834 [13] on one side. 

In this section, the numerical simulation aims to model the delamination of CLT and the rapid 
increase in temperature of the layer direct above the charred layer. Test specimens [8] consisted of 
cross-laminated timber panels made of spruce boards with the dimensions of 1.15 m by 0.95 m had 
the thickness of 60 mm. The specimens were exposed on one side to the standard fire curve 
according to ISO 834 [13]. It was observed during the fire tests [8], falling off of the charred layers 
was occurred for all specimens manufactured with the polyurethane (PU) adhesives, where 
temperatures measured between the layers starting at about 300°C increased very rapidly and 
reached the furnace temperature. It was suggested that the thermocouples placed between the CLT 
layers exposed directly to fire as the charred layers fell off during the fire tests. 

In the numerical modelling, the finite element mesh consisted of 30 SOLID elements. The moisture 
content of the specimens was assumed to be 12%. The thermocouples considered in the numerical 
simulations were placed at coincident nodes corresponding to depths of 10, 20, 30 and 40mm from 
the exposed surface. To simulate the delamination behaviour of the CLT panel, two assumptions 
have been considered on the falling off of the charred timber layer, first when the interface between 
the layers has reached 300°C, the immediate falling off of charred layer is occurred, this has been 
based on the experimental observation [8] as mentioned above. The simulations result is shown in 
Fig. 5. The second assumption made is that the falling off of the charred layer occurs when the 
temperature of the subsequent layer at depth 10mm from the exposed surface has reached 300°C. 
Figure 6 illustrates the numerical prediction adopted the second assumption. 
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Figures 5 and 6 illustrate the result corresponding to the two assumptions made. The experimental 
test data are shown in black and red curves correspond to numerical predictions. It can be seen that 
the first assumption gives conservative predictions, the falling off of each timber layer formed the 
CLT panel occurs earlier than experimental observation [8]. The numerical simulation and 
experimental data were shown to be in good agreement with the second assumption (see Fig. 6).  

 
Fig. 5. Comparison between measured temperatures for the fire tests V2 [8] and numerical simulation with the 

assumption that charred layers immediately fall off after charring. 

 
Fig.6. Temperature distributions across the cross-section of cross-laminated timber panels - experimental and 

numerical. 

The delamination behaviour of the CLT panel where significant increase in temperature has been 
observed after the layer is completely charred, the time when the protective charcoal has fallen off 
have been well predicted by the numerical simulation, suggested that the polyurethane adhesives 
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between individual layers was still holding the fire exposed charred panel and the subsequent layer, 
until which the formation of a new 10mm thick char layer on the subsequent layer, the adhesive 
bonding function lost, fire exposed charred layer is then fall-off. As mentioned above, the 
thermocouples has exposed to fire as the charred layers fell off, therefore the temperature profile 
after the falling off of the charred layer could be neglected. 

Table 1. Charring depth (dchar) and charring rates calculated for cross-laminated timber panel under fire 
test [8] and numerical analysis of the 2nd assumption made 

dchar  
(mm) 

Time reached 300°C 
(min) 

Charring rates (layer) 
(mm/min) 

Charring rates (panel) 
(mm/min) 

 Test FE Test FE Test FE 

10 18 13 0.56 0.77 0.56 0.77 

20 27 27.5 1.11 0.69 0.74 0.73 

30 36 36 1.11 1.18 0.83 0.83 

40 43 45 1.43 1.11 0.93 0.89 

Simplified approach suggested by current codes of practice [6], the charring rate of timber is 
defined as the rate of movement of the 300ºC. The 300°C isotherm is assumed as the border 
between charred and heated wood as suggested by Eurocode 5, Part 1-2 [6]. Table 1 reports the time 
when the 300°C was measured at the interface between layers, for both obtained from experiments 
[8] and numerical modelling. The calculated charring rates for the single layers and for the whole 
cross-sections of the CLT panel are also shown in Table 1. For the calculation of the charring rate of 
the single layers it was assumed that a layer started charring when the temperature measured at its 
exposed bottom side reached 300°C and then it was completely charred when the temperature of 
300°C was measured on the unexposed top side of that layer. The predicted charring rate of the first 
layer is 0.77 mm/min which showed a higher charring rate in comparison to the one-dimensional 
charring of 0.65 mm/min [6] as well as the test result 0.56 mm/min (see Table 1). The resulting 
average charring rate of the 5-layered timber panels was 0.76 mm/min (fire test [8]) and 0.80 
mm/min (numerical model). 

 
Fig.7. Charring depth for CLT panel measured from test [8] and compared with EN 1995-1-2 [6] and 

numerical model. 
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Figure 7 compares the charring depth as a function of time for the test result [8] and the numerical 
model. The charring depth corresponds to the Eurocode [6] recommended 0.65 mm/min one-
dimensional charring rate for homogeneous timber was also shown for comparison. The measured 
charring depth agrees well with the numerical prediction. The effect of the increase of the charring 
rate can be seen from the test and numerical model, the differences between predicted and measured 
charring depth are very small. The measured [8] and predicted charring depth of the CLT panel is 
higher than for the solid homogeneous timber according to Eurocodes [6].  

CONCLUSION 

The paper presents a 2D finite element modelling with 1D heating implemented in SAFIR software 
package to simulate the thermal behaviour of unprotected cross-laminated timber panel with and 
without falling off of the charred layers subjected to the exposure to standard fire on the bottom 
side.  

The numerical model validated by experimental results was compared with analytical approach by 
means of simplified design methods, proposed by EN 1995-1-2. Good agreement between 
numerical simulations and experimental data was found despite a coarse mesh was used in the FE 
model, it is however the presented model needs to be performed with mesh refinement analysis to 
investigate the influence of meshing in the simulation. The simplified approach was found given 
lower value charring rate among those. 

When timber is exposed to elevated temperatures, the simulation of the pyrolysis is a key task for 
accurate prediction of the realistic temperature distributions, as the different chemical components 
in wood undergo thermal degradation that would affect the performance of timber in fire. The 
numerical investigation was found to agree well with the experimental approach if assuming that the 
falling off of the charred layer occurred when the temperature of the next layer at depth 10 mm from 
the exposed surface has reached 300°C. Although further numerical investigation is recommended 
to be performed on CLT panels that formed by various layer thicknesses to provide further 
verification on the assumptions made on the simulations of the phenomenon of delamination of a 
CLT-elements. The fire behaviour of timber panels subjected to a standard fire could be differ 
significantly to a real fire, which requires considerable additional research to be performed to 
investigate the heat transfer beneath the charred layer under a range of possible heating conditions 
cases. 
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ABSTRACT 

The oxidative thermal decomposition of a non-fire retardant and a fire retardant polyurethane foam is 
investigated over 1 – 60 °C/min of heating rate. From the thermogravimetry results under the oxidative 
environment of air, additional oxidative reactions which are heating rate dependent compete with the 
pyrolysis reactions over similar temperature range. The decomposition behaviour differs for the foams 
and the heating rates investigated. Due to the presence of fire retardant additives, the oxidative thermal 
decomposition from heating rates of 1 – 20 °C/min occurs at a higher rate and over a narrower 
temperature range for the fire retardant foam. However, at 60 °C/min, the fire retardant foam shows a 
reduced decomposition rate spreading over a wider temperature range. This shows the fire retardant foam 
can decompose rapidly at low heating rate, under the condition of low temperature with ample of oxygen. 
This is similar to the incipient phase of a fire, and ignition inhibition is possible when coupled with the 
gas phase fire retardant mechanisms of the fire retardant foam. The char residue formed by the solid 
phase fire retardant mechanism slows the decomposition rate, and as the heating rate increases, the 
decomposition extends over a greater temperature range due to improved thermal stability. For both 
foams, the increase in heating rate shows a gradual reduction to the influence from oxidative reaction of 
foam, shifting towards the pyrolysis reaction of polyol. Kinetic properties of Arrhenius equation 
governing the decomposition rate are estimated graphically using the Inflection Point Methods and the 
model shows reasonable agreement with the experimental results. From the heat flow results, the heat of 
reaction for the oxidative thermal decomposition of foams is calculated and is found to be exothermic.  

KEYWORDS: Kinetic properties, oxidative thermal decomposition, polyurethane foam, DSC, TGA. 

INTRODUCTION 

During smouldering combustion, condensed solid undergoes decomposition which is chemically 
more complex when compared to flaming combustion. This is caused by the presence of oxygen 
which results in additional oxidative reactions that compete with the pyrolysis reactions in 
smouldering combustion. A number of researchers have presented the science and physical 
phenomena in great details relating to smouldering combustion [1-5]. In flaming combustion, the 
oxygen is mostly consumed in the gas phase, producing flame which is an oxidative reaction zone 
[6]. While this assumption is valid for most condensed solid, the porous nature of flexible 
polyurethane (PU) foam allows oxygen to permeate the material by means of convection and 
diffusion hence the influence of oxidative reactions in flaming combustion could be significant [7].  

A number of researchers have demonstrated that the thermal decomposition behaviour of flexible 
PU foam in air is more complex than under an inert environment [7-13]. These researchers have 
estimated the kinetic properties governing the decomposition via graphical method or genetic 
algorithm; however, the information is scarce as the studies mainly involved flexible foam without 
fire retardant additives, and at relatively low heating rates, below 20 °C/min in comparison with 
heating rate achieved in flaming combustion, 200 – 400 °C/min. Based on the thermogravimetry 
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(TG) results [9], Rein et al. [10] proposed a 2-step pyrolysis mechanism to describe the thermal 
decomposition of flexible foam under inert nitrogen environment, and included 3 additional 
oxidative reactions for the decomposition under oxidative air environment. The proposed 5-step 
oxidative decomposition mechanism was further validated by Valencia et al. [11, 12] and Rogaume 
et al. [13] via detailed experimental studies involving Thermogravimetric Analysis (TGA), 
Differential Scanning Calorimetry (DSC), tubular furnace and Fourier Transform Infra-Red (FTIR) 
spectroscopy, leading to an improved understanding of the competition between pyrolysis and 
oxidative reactions and the characterisation of the gaseous products released during each macro-
scale decomposition step. Krämer et al. [7] demonstrated that the oxidative decomposition behavior 
changes with heating rate, and for heating rate experienced in flaming combustion, the 2-step 
mechanism was found to dominate under both nitrogen and air environments.  

This paper aims to supplement the current knowledge on oxidative thermal decomposition of PU 
foam by presenting the experimental study on a non-fire retardant (NFR) and a fire retardant (FR) 
foam using Simultaneous Differential Scanning Calorimetry and Thermogravimetry Analysis 
(SDT), at four different heating rates, 1, 5, 20 and 60 °C/min, under inert nitrogen environment and 
oxidative air environment. The kinetic properties consisting of reaction order (n), pre-exponential 
factor (A) and activation energy (E), relating to the oxidative and pyrolysis reactions are established 
using the Inflection Point Methods [14] from the temperature varying TG results. The heat of 
reaction (Δhr) relating to the oxidative thermal decomposition is established from the heat flow 
measurements attained from DSC. 

EXPERIMENTAL TECHNIQUE AND POLYURETHANE FOAM SELECTION 

The instrument used is SDT 600, a product of TA Instruments which simultaneously acquires both 
DSC and TGA measurements from the same sample. The experiments were conducted in dynamic 
mode where the foam sample was subjected to a constant heating rate within a purged furnace from 
room temperature (~20 °C) up to a maximum of 600 °C for inert nitrogen environment and 900 °C 
for oxidative air environment. The sample mass ranged between 3 and 4 mg, comprising shredded 
flexible foam fragments within a half-filled 90 μL alumina cup. The sample was tested in open 
configuration without the presence of a lid to allow the release of volatiles from decomposition. The 
relatively small sample size ensures negligible thermal gradient spatially through the specimen 
during the transient heating process thus satisfying the assumption of a lumped capacitance system. 
The TGA measurements are the changes in sample mass during decomposition, registered based on 
the current signal required to correct a taut-band meter movement. The DSC measurements are the 
changes in enthalpy, registered based on the heat flux concept where the heat flow is determined 
from the changes in sample temperature according to the thermal equivalence of Ohm’s Law. The 
heating rates investigated were 1, 5, 20 and 60 °C/min, and for each heating rate, three replicates 
were tested. The selected heating rates were limited by the allowable maximum of the instrument at 
100 °C/min.  

The flexible PU foams investigated are referred to as NFR-SB-31 for the non-fire retardant foam 
with a density of 31 kg/m3 and FR-Y-36 for the fire retardant foam with a density of 36 kg/m3. The 
polyurethane foams are manufactured from the polycondensation of toluene diisocyanate, water and 
polyalkoxy polyether polyol. The polyol also contains styrene and acrylonitrile polymer. In smaller 
quantity, other ingredients include inorganic fillers, plasticisers, extenders, antimicrobial agents and 
pigments. The fire retardant additives within FR-Y-36 comprise melamine and halophosphate which 
have solid and gas phase fire retardant capability. In the gas phase, chlorine from the breakdown of 
halophosphate neutralises the reactive radicals produced by foam decomposition [15] while the 
breakdown of melamine also releases ammonia and nitrogen gas which dilute the concentration of 
combustible gas to inhibit combustion [16]. Melamine and phosphate structure are also reactive 
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towards the gaseous isocyanates released, forming residue hence reducing the quantity of 
isocyanates available for gas phase combustion [17, 18]. In the solid phase, melamine reacts with 
phosphoric acid from halophosphate breakdown to form thermally stable cross-linked residue or 
char at varying temperatures, melam at 350 °C, melem at 450 °C and melon at 600 °C [19]. Further 
details relating to the experimental technique, calibrations and selection of flexible PU foams have 
been documented in a few publications for reference [20-22]. 

PYROLYSIS AND OXIDATIVE REACTIONS OF POLYURETHANE FOAM THERMAL 
DECOMPOSITION 

Thermal decomposition of PU foam is described by the plot of decomposition rate, dα/dT versus 
reaction temperature, T where a peak over a defined temperature range signifies the occurrence of a 
solid phase reaction. α is defined as the fraction decomposed and the decomposition rate is 
normalised by dividing dα/dt by the heating rate β. The decomposition behaviour of NFR-SB-31 is 
shown in Fig. 1 a – d for the different heating rates while the different line types on each plot denote 
the different environments, solid line represents air, dashed line represents nitrogen and dotted line 
represents the derived oxidative reactions. Decomposition under nitrogen environment shows a 
consistent 2-step pyrolysis mechanism at all heating rates as follow [13]. 

(1) PU Foam � Regenerated Polyol + Gaseous Isocyanates  

(2) Regenerated Polyol � Char + OH Species, H2CO, CH4 and H2O  

 
(a)     (b) 

 
(c)     (d) 

Fig. 1. Decomposition rate versus temperature of NFR-SB-31 in air and nitrogen, and the derived oxidative 
reactions. (a) 1 °C/min; (b) 5 °C/min; (c) 20 °C/min; (d) 60 °C/min. 
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The decomposition under air environment shows the outcome of a series of reactions overlapping 
closely across similar temperature range. The decomposition behaviour is also heating rate 
dependent where the peak of the curve shifts towards higher temperature as the heating rate 
increases. Assuming that the 2 pyrolysis reactions proceed and remain unaffected by the additional 
oxidative reactions under air, subtracting the decomposition under nitrogen (dashed line) from that 
of air (solid line) and setting all negative values to zero, yields the derived oxidative reactions 
(dotted line). These derived results illustrate the presence of 3 additional oxidative reactions as 
follow [13] which produce final and secondary products similar to the pyrolysis reactions, and also 
the common products of combustion such as carbon monoxide and carbon dioxide.  

(1) PU Foam + O2 � Regenerated Polyol + OH Species, CO2 and H2O 

(2) Regenerated Polyol + O2 � Char + OH Species, H2CO, CH4, CO, CO2 and H2O 

(3) Char + O2 � OH Species, H2CO, CH4, CO, CO2 and H2O 

The pyrolysis and oxidation of foam overlap over a similar temperature range, competing for the 
same reactant. The oxidative thermal decomposition initiates with the pyrolysis of foam but the 
competing oxidative reaction is able to accelerate and reach its peak first. With increasing heating 
rate, the reduction of the influence from oxidative reaction of foam (dotted line) is noted where the 
peak value reduces from ~9.1×10-3 to 3.1×10-3 1/°C. The competing reactions for foam are followed 
by the oxidation of foam decomposition product, polyol which shows a fairly consistent influence at 
all heating rates, ~7.7×10-3 1/°C. Similar to foam, there is also a competing pyrolysis reaction for 
polyol but this is sufficiently separated over a higher temperature range. As heating rate increases, 
the influence from the pyrolysis of polyol (solid line) becomes more prominent where the peak 
value increases from ~2.3×10-3 to 8.0×10-3 1/°C. Lastly, the char from pyrolysis and oxidation of 
polyol undergoes oxidation, and its magnitude is relatively small compared to the other main 
reactions. Nonetheless, a reduction in the influence of char oxidation is noted as the heating rate 
increases. The sequence of pyrolysis and oxidative reactions for the oxidative thermal 
decomposition of NFR-SB-31 is found to be consistent with the literature [11-13]. 

The decomposition behaviour of FR-Y-36 for the different heating rates is shown in Fig. 2 a – d 
based on the same legends of NFR-SB-31 for the different environments. Note that the vertical axis 
of (a) and (b) have greater magnitude than (c) and (d). Similar to NFR-SB-31, the decomposition 
under nitrogen of FR-Y-36 shows the consistent 2-step pyrolysis mechanism at all heating rates. 
The decomposition under air also shows overlapping and heating rate dependent reactions but the 3 
oxidative reactions are not always apparent, different from NFR-SB-31. At 1 and 5 °C/min, 
following the initial pyrolysis reaction of foam, a single peak is noted from the derived oxidative 
reactions suggesting that the oxidation of foam and polyol overlap each other closely. This is 
possibly due to the fire retardant additives within the foam, where the acidic condition generated by 
the breakdown of halophosphate and the reactivity of melamine towards the products of foam 
decomposition might have catalysed the oxidation of foam and polyol, allowing these to proceed at 
lower temperature under such heating rates [17, 18]. This lowers the ignitability of the gaseous 
products released and also allows the gas phase fire retardant mechanisms via means of 
neutralisation and dilution to be more effective. At 20 and 60 °C/min, separated peaks are noted for 
the oxidation of foam and polyol, and the influence of these oxidative reactions has diminished with 
increasing heating rate, from ~2.7×10-2 at 1 °C/min to 4.6×10-3 1/°C at 60 °C/min. 

While the influence from pyrolysis of polyol is negligible at 1 and 5 °C/min, this has increased at 
higher heating rates but compared to NFR-SB-31, the peak of the reaction is not as apparent. The 
char oxidation shows a similar trend to NFR-SB-31 in relation to heating rate but with greater 
magnitude due to char formation from melamine. According to Chao et al. [4], oxidative reaction is 
believed to be favored by slow heating and comparing Fig. 1 and Fig. 2, the results support this, 
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showing the oxidative reactions having greater influence than the pyrolysis reactions at low heating 
rate. The temperature range where the main reactions occurs is ~200 °C for NFR-SB-31, 
consistently between 200 and 400 °C but for FR-Y-36, this range can vary from ~100 – 250 °C. The 
main reactions occur between 200 and 300 °C below 5 °C/min, between 200 and 400 °C at 20 
°C/min, and increasing to between 200 and 450 °C at 60 °C/min. The extended temperature range of 
FR-Y-36 at high heating is due to the char formation from the breakdown of melamine which 
improves the thermal stability of the decomposing sample. 

 
(a)     (b) 

 
(c)     (d) 

Fig. 2. Decomposition rate versus temperature of FR-Y-36 in air and nitrogen, and the derived oxidative 
reactions. (a) 1 °C/min; (b) 5 °C/min; (c) 20 °C/min; (d) 60 °C/min. 

APPLICATION OF INFLECTION POINT METHODS 

Based on the decomposition behaviour noted in Fig. 1 and Fig. 2, the kinetic properties, n, A and E 
for the 2 pyrolysis reactions and 3 oxidative reactions for the oxidative thermal decomposition of 
NFR-SB-31 and FR-Y-36 are determined using the Inflection Point Methods [14]. This graphical 
approach has previously been applied to determine the kinetic properties for the thermal 
decomposition of NFR-SB-31 and FR-Y-36 in nitrogen environment [21]. These references have 
presented the assumptions and derivation of the graphical technique and the description of the TG 
results analysed, from the start of a reaction to its peak. In Eq. (1), the temperature dependent rate 
constant, k is presented as the decomposition rate, dα/dT divided by the nth order kinetic model, (1 – 
α)n. On the right hand side, the remainder of the Arrhenius equation is in temperature basis by 
dividing A with the heating rate, β and R is the universal gas constant, 8.314 J/mol∙K. At the peak of 
a reaction or the maximum inflection point, n = (E/RT2)(1 – α)/(dα/dT) and rearranging Eq. (1) 
yields Eq. (2) where Φ = T2(dα/dT)/(1 – α), and all inputs for n and Φ are inflection point values. 
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The determination of the kinetic properties for the derived oxidative reactions of NFR-SB-31 at 60 
°C/min is presented in Fig. 3 a – b as an example calculation. From the plot of ln(dα/dT) versus 
[ln(1 – α)/Φ] – 1/T in Fig. 3 a, as per Eq. (2), the value of E/R is determined from the slope for the 
1st, 2nd and 3rd reactions which correspond to the oxidation of foam, polyol and char, respectively. 
Applying E/R determined into n yield 37.71, 10.38 and 31.27, respectively for these reactions. 
Applying n found into Eq. (1), from the plot of ln(k) versus 1/T in Fig. 3 b, E is determined from the 
slope and A is determined from intercept. The pair of values are 315 kJ/mol and 1.36×1028 1/s for 
the 1st reaction, 352 kJ/mol and 6.23×1028 1/s for the 2nd reaction, and 109 kJ/mol and 5.98×1010 1/s 
for the 3rd reaction. 

 
(a)     (b) 

Fig. 3. Application of Inflection Point Methods on derived oxidative reactions of NFR-SB-31 at 60 °C/min.  
(a) ln(dα/dT) versus [ln(1 – α)/Φ] – 1/T; (b) ln(k) versus 1/T. 

KINETIC PROPERTIES AND HEAT OF REACTION 

Wang et al. [23] described a multiple-component decomposition scheme where the overall 
decomposition rate, dα/dt is the summation of the decomposition rate of each component, (dα/dt)i 
based on the respective mass fraction, ci as per Eq. (3). This decomposition scheme is adopted as a 
simplified approach to model the competing pyrolysis and oxidative reactions of the heating rate 
dependent oxidative thermal decomposition of PU foam. Treating each reaction as a separate 
component, the model also contains a number of simplified assumptions, including (1) the 2 
pyrolysis reactions can proceed, unaffected by the additional oxidative reactions, (2) the ci for each 
component can be reasonably estimated from the area under the curve of dα/dT for each reaction, 
and (3) the residue generated from each reaction is considered negligible. The last assumption is the 
least pertinent as pyrolysis and oxidation of foam is known to generate polyol; however, given there 
are negligible amount of residue formed following the final oxidation of char, the overall impact of 
this assumption is perhaps lessened. 
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The refinement of kinetic properties introduced by Wang et al. [23] is also applied to refine n and ci 
to achieve a reasonable comparison between the model and experimental dα/dT. The refinement is 
qualitatively based on matching the peak values of each reaction, between the model and the 
experiment. Table 1 and Table 2 present the refined kinetic properties for each reaction 
implemented in the model where the subscript represents the different reactions, (1) oxidation of 
foam, (2) pyrolysis of foam, (3) oxidation of polyol, (4) pyrolysis of polyol and (5) oxidation of 
char. Also included in the tables is Δhr calculated from the DSC heat flow measurements, the details 
of this analysis are presented later in this manuscript. A few reactions with low magnitude over an 
extended temperature range, such as the final char oxidation, the negligible polyol pyrolysis of FR-
Y-36 from 1 – 20 °C/min, and the negligible foam oxidation of FR-Y-36 at 60 °C/min, have been 
excluded due to difficulty in calculating the kinetic properties and modelling the reaction with 
reasonable accuracy. Based on the single peak observed in Fig. 2 a – b, the oxidation of foam and 
polyol for FR-Y-36 are not differentiable at 1 and 5 °C/min so these merged reactions are simply 
denoted by subscript (1). 

Table 1. Refined kinetic properties and heat of reaction for NFR-SB-31 at all heating rates 

Reaction Parameter 1 °C/min 5 °C/min 20 °C/min 60 °C/min 

Foam oxidation 

n1 18.50 20.80 13.00 22.00 

A1 (1/s) 3.96×1062 3.04×1056 1.45×1031 1.36×1028 

E1 (kJ/mol) 639 597 350 315 

c1 0.206 0.186 0.143 0.107 

Foam pyrolysis 

n2 3.50 4.50 6.58 9.50 

A2 (1/s) 8.27×109 5.68×108 7.73×108 5.41×109 

E2 (kJ/mol) 134 121 121 127 

c2 0.279 0.314 0.298 0.298 

Polyol oxidation 

n3 9.50 10.30 13.30 6.70 

A3 (1/s) 1.08×1051 3.78×1052 4.59×1061 6.23×1028 

E3 (kJ/mol) 539 579 700 352 

c3 0.206 0.267 0.297 0.298 

Polyol pyrolysis 

n4 1.04 0.96 1.20 1.36 

A4 (1/s) 1.07×1013 2.22×1012 1.95×1018 2.47×1019 

E4 (kJ/mol) 189 181 251 265 

c4 0.175 0.233 0.262 0.297 

Char oxidation 

n5 4.70 excludeda excludeda excludeda 

A5 (1/s) 2.34×1044 excludeda excludeda excludeda 

E5 (kJ/mol) 511 excludeda excludeda excludeda 

c5 0.134 excludeda excludeda excludeda 

Overall Δhr (J/g) 5499 4900 5252 5315 
aReaction has been excluded from the model. 

From Table 1 and Table 2, the heating rate dependency of the oxidative reactions have resulted in 
greater variation in the kinetic properties across the heating rates investigated when compared with 
the pyrolysis reactions. From the trend of ci, there is a notable reduction to the influence of foam 
oxidation as the heating rate increases while the influence of foam pyrolysis remains relatively 
constant. The reduction is compensated by the increase to the influence from oxidation and 
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pyrolysis of polyol, particularly the latter showing notable increase at 60 °C/min. Figure 4 shows 
examples of the modelled decomposition rate for NFR-SB-31 and FR-Y-36 at specific heating rate, 
including the individual reactions that constitute the overall oxidative thermal decomposition. 

Table 2. Refined kinetic properties and heat of reaction for FR-Y-36 at all heating rates 

Reaction Parameter 1 °C/min 5 °C/min 20 °C/min 60 °C/min 

Foam oxidation 

n1 6.10 22.00 51.00 excludeda 

A1 (1/s) 1.02×1073 2.57×10121 7.03×10136 excludeda 

E1 (kJ/mol) 753 1266 1446 excludeda 

c1 0.582 0.454 0.053 excludeda 

Foam pyrolysis 

n2 2.00 3.10 4.80 6.70 

A2 (1/s) 5.46×109 4.27×1010 1.20×1011 1.12×109 

E2 (kJ/mol) 130 137 141 118 

c2 0.418 0.333 0.340 0.385 

Polyol oxidation 

n3 excludeda excludeda 3.10 2.90 

A3 (1/s) excludeda excludeda 3.80×1014 7.37×1010 

E3 (kJ/mol) excludeda excludeda 185 149 

c3 excludeda excludeda 0.394 0.372 

Polyol pyrolysis 

n4 excludeda excludeda excludeda 1.91 

A4 (1/s) excludeda excludeda excludeda 3.07×1024 

E4 (kJ/mol) excludeda excludeda excludeda 331 

c4 excludeda excludeda excludeda 0.243 

Char oxidation 

n5 excludeda 1.10 1.70 excludeda 

A5 (1/s) excludeda 2.46×109 2.56×1010 excludeda 

E5 (kJ/mol) excludeda 156 155 excludeda 

c5 excludeda 0.213 0.213 excludeda 

Overall Δhr (J/g) 8362 5657 6045 6786 
aReaction has been excluded from the model. 

Based on the sequence of the individual reactions, the modelled oxidative thermal decomposition 
initiates with the pyrolysis of foam, followed closely by the oxidation of foam which forms the first 
peak of the decomposition illustrated in Fig. 4. FR-Y-36 at 60 °C/min is an exception where the 
oxidation of foam is excluded from the model due to minimal influence on decomposition as noted 
in Fig. 2 d. The modelled decomposition continues with the oxidation of polyol which forms the 
second peak of the decomposition for NFR-SB-31 in Fig. 4 a and the plateau for FR-Y-36 in Fig. 4 
b. FR-Y-36 at 1 and 5 °C/min are exception where the oxidation of polyol is not modelled because 
this reaction merges with the oxidation of foam to form a single peak. Unlike the pyrolysis and 
oxidative reactions of foam which closely overlap, the pyrolysis of polyol occurs over higher 
temperature and is relatively distanced from the oxidation of polyol as seen in Fig. 4 a for NFR-SB-
31. FR-Y-36 from 1 – 20 °C/min are exception where pyrolysis of polyol is not modelled due to its 
negligible influence on decomposition as seen in Fig. 2 a – c. The pyrolysis of polyol captures the 
third and final peak of the main reactions. Lastly, the oxidation of char captures the extended 
decomposition at high temperature but this reaction is mostly excluded due to its minor contribution 
to the overall decomposition and the difficulty in accurately estimating its kinetic properties. 
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The comparison between model and experimental decomposition rate are illustrated in Fig. 5 and 
Fig. 6 for NFR-SB-31 and FR-Y-36, respectively at all the heating rates investigated. The solid line 
represents the experimental results while the dotted line represents the model results. 

  
(a)     (b) 

Fig. 4. Modelled decomposition rate versus temperature for oxidative thermal decomposition of PU foams. (a) 
NFR-SB-31 at 60 °C/min; (b) FR-Y-36 at 20 °C/min. 

  
(a)     (b) 

  
(c)     (d) 

Fig. 5. Decomposition rate versus temperature between model and experiment for NFR-SB-31 in air. (a) 1 
°C/min; (b) 5 °C/min; (c) 20 °C/min; (d) 60 °C/min. 

The simplified model is able to capture the general trend observed experimentally for oxidative 
thermal decomposition of foams where the maximum dα/dT shifts from an initial lower temperature 
region towards a final higher temperature region with increasing heating rate. This is due to the 
reduction in the influence of foam oxidation and the increase in the influence of polyol pyrolysis. 
Three peaks for the oxidative thermal decomposition of NFR-SB-31 are evidenced from 5 – 60 
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°C/min, and these are captured by the overlapping individual reactions modelled. FR-Y-36 exhibits 
more variation in decomposition behaviour with a single peak at 1 – 5 °C/min which transitions into 
a plateau at 20 °C/min, and these features are captured by the model with reasonable accuracy. Note 
that the vertical scale utilised in Fig. 6 a – b is different to the others. Due to the simplified 
assumptions and the difficulty in accurately determining the kinetic properties of extended, low 
magnitude reaction, the model has not been able to capture the final stage of decomposition 
involving char oxidation. The model also consistently shows oxidative thermal decomposition 
initiating and occurring over slightly higher temperature range compared to the experiment, and 
such inherent mismatch is not uncommon [24]. The likely causes of mismatch include the selection 
of data points analysed and the adopted graphical technique to determine the kinetic properties, the 
assumptions made to establish the derived oxidative reactions, and the exponential nature of 
Arrhenius equation where minor change of inputs translate into relatively greater change of outputs. 

  
(a)     (b) 

  
(c)     (d) 

Fig. 6. Decomposition rate versus temperature between model and experiment for FR-Y-36 in air.  
(a) 1 °C/min; (b) 5 °C/min; (c) 20 °C/min; (d) 60 °C/min. 

Table 1 and Table 2 also presents the heat of reaction for the oxidative thermal decomposition of 
foams, determined from the DSC heat flow results. The method of analysis adopted has previously 
been applied to determine the heat of reaction for foam and polyol decomposition under inert 
nitrogen environment [22]. In oxidative air environment, the decomposition is exothermic in nature, 
releasing energy to its surrounding in lieu of endothermic where energy is absorbed for the thermal 
decomposition as noted under nitrogen environment. For NFR-SB-31, the exothermic heat of 
reaction ranges from 4900 – 5499 J/g while for FR-Y-36, this has a higher magnitude from 5657 – 
8362 J/g due to the oxidation of additional char from the fire retardant additives [4]. This amounts 
to approximately 19 % for NFR-SB-31 and 26 % for FR-Y-36, in terms of energy released during 
complete combustion while the remaining 81 % and 74 % are released in the gas phase upon 

0.0E+00

5.0E-03

1.0E-02

1.5E-02

2.0E-02

2.5E-02

3.0E-02

3.5E-02

4.0E-02

100 200 300 400 500 600 700 800

d
α

/d
T

(1
/°

C
)

Temperature (°C)

Model Experiment

0.0E+00

5.0E-03

1.0E-02

1.5E-02

2.0E-02

2.5E-02

3.0E-02

3.5E-02

4.0E-02

100 200 300 400 500 600 700 800

d
α

/d
T

(1
/°

C
)

Temperature (°C)

Model Experiment

0.0E+00

2.0E-03

4.0E-03

6.0E-03

8.0E-03

1.0E-02

1.2E-02

1.4E-02

1.6E-02

100 200 300 400 500 600 700 800

d
α

/d
T

(1
/°

C
)

Temperature (°C)

Model Experiment

0.0E+00

2.0E-03

4.0E-03

6.0E-03

8.0E-03

1.0E-02

1.2E-02

1.4E-02

1.6E-02

100 200 300 400 500 600 700 800

d
α

/d
T

(1
/°

C
)

Temperature (°C)

Model Experiment



Part 6. Material Behavior in Fires 

1107 

ignition, similar to the findings in [13]. The breakdown of fire retardants within FR-Y-36 probably 
amount to the higher heat of reaction measured and the reduction in the amount of energy released 
in gas phase. The heat of reaction measured for the 2 pyrolysis reactions of foam and polyol ranges 
from endothermic 610 – 1023 J/g and 164 – 295 J/g, respectively and it is evident that significantly 
more energy would be released than absorbed over the oxidative thermal decomposition of foam.  

CONCLUSIONS 

The oxidative thermal decomposition of PU foams is represented by a total of 5 reactions, 2 
pyrolysis and 3 oxidative. From TG experiments, the 2 pyrolysis reactions demonstrated consistent 
trend with increasing heating rate while the additional 3 oxidative reactions are noted to be heating 
rate dependent. A simplified model is developed and applied to simulate the experimental 
behaviour. The model captures the essential heating rate dependent trend where the influence of 
foam oxidation reduces and the influence of polyol pyrolysis increases towards higher heating rate. 
The fire retardant additives of the FR foam, halophosphate and melamine appear to show 
characteristics which potentially improve the foam’s fire performance. These include the notable 
decomposition over lower temperature region at low heating rate where the gaseous fuel released 
could be neutralised or diluted by the gas phase fire retardant mechanisms, and at high heating rate, 
the decomposition occurs over greater temperature range with lower magnitude due to char 
formation. However, the literature has also showed that FR foams can be prone to smouldering 
combustion due to the complex char formation and oxidation. The toxicity of smouldering 
combustion and its likelihood of transitioning into flaming combustion can diminish the fire 
performance of FR foams. Going forward, the research can benefit from better understanding on the 
impact of varying local oxygen concentration has on the oxidative thermal decomposition.  
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ABSTRACT 

A methodology to fully parameterize a comprehensive pyrolysis model is demonstrated on specimens of 
plasticized and rigid poly(vinyl chloride). Thermogravimetric analysis, differential scanning calorimetry 
and microscale combustion calorimetry were employed to characterize the kinetics and thermodynamics 
of thermal decomposition and heats of complete combustion of gaseous decomposition products. 
Controlled Atmosphere Pyrolysis Apparatus II gasification experiments were utilized to determine the 
thermal transport parameters within the undecomposed material and developing char layer. A recently 
expanded, fully verified and validated numerical framework, ThermaKin2Ds, was employed to simulate 
the axisymmetric gasification experiments and analyze all experimental results. The model was shown to 
reproduce the experimental results with a high degree of detail. Idealistic, one-dimensional simulations of 
burning of solid materials in the presence of external radiant heat flux, subsequently conducted using the 
fully parameterized comprehensive pyrolysis models, indicated that plasticized and rigid poly(vinyl 
chloride) have similar mass loss rate histories. However, significant differences become apparent when 
the mass loss rates of gaseous decomposition products are converted to heat release rate. 

KEYWORDS: Intumescence, material flammability, pyrolysis modeling, ThermaKin. 

INTRODUCTION 

Poly(vinyl chloride) (PVC) is a commonly used material in the built environment, which possesses 
desirable flammability properties. Hirschler [1] found that PVC was more difficult to ignite, easier 
to extinguish, more resistant to flame spread and had a lower heat release rate per unit initial mass 
than the majority of natural and synthetic polymers studied. The introduction of plasticizers to PVC 
produces flexible PVC (FPVC) to widen its range of applications, such as electrical cable [2]. The 
introduction of additional combustible plasticizers can alter the materials reaction to fire, which is a 
distinction that is often neglected in fire modeling efforts of PVC materials. Comprehensive 
pyrolysis modeling is important for many fire safety considerations; however, the reliability of 
modeling results is proportional to the accuracy of the parameters representing the materials of 
interest.   

Our group has developed a methodology employing novel experimental tools coupled with an 
advanced numerical model to characterize many common materials for pyrolysis modeling [3, 4]; 
this methodology has recently been expanded to charring and intumescent materials [5, 6]. 
Thermogravimetric analysis (TGA) and differential scanning calorimetry (DSC) techniques were 
coupled with a comprehensive pyrolysis solver, ThermaKin, to characterize the kinetics and 
thermodynamics of thermal decomposition through inverse analysis. Microscale combustion 
calorimetry (MCC) was employed to parameterize the heats of complete combustion of pyrolyzate 
gases. Newly developed gasification experiments [5] were conducted to determine thermal transport 
parameters within the pyrolyzing samples, also analyzed through inverse analyses. This 
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methodology permits a comprehensive characterization of charring and intumescent materials and 
their associated reaction to fire. The objective of this study was to demonstrate this methodology to 
characterize FPVC for comprehensive pyrolysis modeling as well as provide a meaningful 
comparison between the fire behavior of FPVC and a rigid PVC studied previously [6].  

EXPERIMENTAL AND NUMERICAL METHODS  

Materials 

A transparent FPVC was studied in this work. The FPVC samples were obtained from TMI Vinyl 
Solutions in 5.45·10-3 m thick sheets and had a density computed at room temperature of 
1226 kg/m3. The milligram-scale test samples were carefully cut into very small flat pieces 
approximately 4–7 mg in mass. The samples for the gasification tests were cut to 0.07 m diameter 
disks using a computer numerical control (CNC) milling machine. Samples for the absorption 
coefficient measurements (discussed in a later section) were manufactured by machining the 0.07 m 
diameter disks to a thickness of 1·10-3 m in the center (0.02 m diameter) portion of the specimen. 
All samples were stored in a desiccator for a minimum of 48 h prior to testing. The pyrolytic 
behavior of this FPVC material was compared to a pure rigid PVC studied previously [6]. 

Milligram-scale experiments 

TGA and DSC tests were conducted simultaneously using a Netzsch 449 F3 Jupiter Simultaneous 
Thermal Analyzer (STA) to characterize the kinetics and thermodynamics of thermal 
decomposition. The temperature program for all STA tests consisted of a conditioning period, with 
the sample maintained at 313 K for 25 min, followed by a linear heating to 973 K. The STA tests of 
FPVC used in the reaction model development (see Table 1) were conducted at 10 K/min and 
repeated 10 times to accumulate the necessary statistics. Additional TGA tests were performed in 
triplicate at 5 and 20 K/min to verify that the developed reaction model correctly extrapolates the 
material’s behavior to alternate thermal conditions. All the tests were performed in a nitrogen 
environment. Platinum-rhodium crucibles with lids containing a small opening were used for all 
STA tests to maximize temperature uniformity and heat flow sensitivity. The sample mass and heat 
flow data were collected as a function of time and pyrolyzing sample temperature. A detailed 
description of the instrument calibration and testing protocol can be found in an earlier 
publication [7]. 

MCC is a standardized test method employed to measure the heat release rate (HRR) associated 
with a complete combustion of gaseous products generated by a thermally decomposing solid as a 
function of time and solid sample temperature [8]. All MCC tests were conducted using a nominal 
heating rate of 10 K/min in the pyrolyzer to facilitate direct comparison with STA data. The samples 
were heated within the pyrolyzer in an open ceramic crucible within a fully anaerobic environment. 
The gaseous pyrolyzate was then mixed with excess oxygen and oxidized in the combustor. The 
temperature of the combustor was set at 1173 K to ensure completeness of the oxidation process. 
The heat released during oxidation was measured using the oxygen consumption principle [9]. The 
MCC apparatus was carefully calibrated on a weekly basis following recommended procedures [9]. 
All MCC tests on FPVC were conducted in triplicate due to a high degree of reproducibility. 

Gram-scale experiments 

The radiation absorption coefficient measurement was based on a methodology described by 
Linteris et al. [10]. A well-defined radiant heat flux from an electric conical heater was transmitted 
through the FPVC sample, positioned 0.07 m below the base of the heater housing, and 
subsequently measured with a water-cooled Schmidt-Boelter heat flux transducer. The incoming 
radiation was collimated by Kaowool PM insulation board to direct it through a thin (≈ 1·10-3 m) 
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portion of the specimen. All measurements were performed at a heater temperature of 940 K, which 
corresponded to an incident radiant heat flux of 45 kW/m2 at a distance of 0.04 m below the heater 
housing. The transmitted heat flux was averaged for the first 3 s of sample exposure. Absorption 
coefficient tests were conducted in duplicate. The emissivity required to compute the absorption 
coefficient was obtained from literature. Details of the absorption coefficient measurement 
methodology can be found elsewhere [4, 11]. 

Gasification tests were conducted using the newly developed Controlled Atmosphere Pyrolysis 
Apparatus II (CAPA II), which enables carefully controlled pyrolysis utilizing water-cooled 
chamber walls. The disk-shaped samples were subjected to a nominal radiative heat flux of 30 and 
60 kW/m2. The radiative heat flux was carefully characterized to account for changes in this heat 
flux incident to the top sample surface due to the evolving shape and position of the sample surface 
associated with intumescence. All tests were conducted in duplicate in a nitrogen environment (O2 
volumetric fraction < 1%) until no mass loss was observed. The samples mass, spatially resolved 
bottom surface temperature and sample profile evolution were collected as a function of time. 
Additional information on the instrument characterization and application can be found elsewhere 
[5, 6]. 

Numerical modeling 

A comprehensive pyrolysis solver, ThermaKin [12, 13], was employed to inversely analyze all 
experimental data and make predictions. The solver, a new version of which was named 
ThermaKin2Ds, was recently expanded to include a new 2Dax module capable of simulating two-
dimensional axisymmetric objects [6]. ThermaKin2Ds solves for the transient rate of gaseous fuel 
production using fundamental physical and chemical properties of constituents of a pyrolyzing 
object exposed to external heat. An arbitrary reaction mechanism, consisting of first- and second-
order chemical reactions, can be defined using the Arrhenius expression for the reaction rate 
constants. 

In the modeling of the milligram-scale experiments, all samples were treated as thermally thin and 
simulated using a single element. The element temperature was forced to follow the experimental 
temperature profile by defining a sufficiently high convection coefficient, 1·105 W/(m2·K), at the 
boundary. The experimental temperature profile was prescribed by expressing the heating rate via 
an exponentially decaying sinusoidal function to account for the variation in the instantaneous 
experimental heating rate with time, as explained in detail elsewhere [4, 14]. The mass flow 
boundary conditions were defined such that the gaseous pyrolyzate instantaneously escaped the 
element. 

The modeling of the bench-scale (CAPA II) experiments was carried out using the 2Dax module of 
ThermaKin2Ds. The 2Dax module was employed by defining a single computational element in the 
radial direction to represent a one-dimensional (1D) simulation or by defining 10 elements in the 
radial direction to represent a two-dimensional (2D) simulation, which took into account non-
uniform swelling of the CAPA II sample. The elements were characterized by size ∆x for 1D, and 
∆x (axial) and ∆z (radial) for 2D simulations. Each element was characterized by the component 
masses and temperature, which were calculated for each time step. A detailed description of this 
integration procedure can be found in earlier publications [12, 13].   

All calculations were conducted using ∆x = 5·10-5 m and ∆z = 3.5·10-3 m (2D model only) spatial 
discretization and 0.01 s time step. Increasing or decreasing these integration parameters by a factor 
of 2 did not produce any significant changes in the results of the simulations, indicating 
convergence of the numerical solutions. The gaseous products were assumed not to contribute to the 
volume of the sample in all simulations conducted in this work. The prescribed density of each 
decomposition product was decreased systematically to model the expansion of the intumescent 
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sample. The external thermal boundary conditions were implemented to emulate those in the CAPA 
II experimental setup. Additional information on the modeling methodology can be found 
elsewhere [6]. 

RESULTS AND DISCUSSION 

Overall methodology 

The following methodology, consisting of three consecutive steps, was employed to characterize 
FPVC pyrolysis. The first step included milligram-scale experiments, which decoupled thermal 
decomposition from thermal transport to enable the determination of the kinetics and 
thermodynamics of thermal decomposition and the heats of complete combustion of gaseous 
decomposition products through manually iterative inverse analyses. The second step employed 
gram-scale gasification experimental results to characterize the density and thermal conductivity of 
each condensed-phase component through a manually iterative inverse analysis procedure. 
Throughout the parameterization process, an attempt was made to minimize the number of 
independent parameters and thus create the simplest model that captures the experimental data with 
the accuracy comparable to their uncertainty. The third step utilized CAPA II MLR histories 
obtained at a range of external heating intensities to validate the parameterized pyrolysis model. 
This methodology is a hierarchical process which relies on the results of previous steps to enable a 
well-posed mathematical problem ensuring a single solution at each step. The resulting FPVC 
pyrolysis model and the rigid PVC model from an earlier work [6] were compared to determine the 
impact of plasticizers on the material’s reaction to fire. 

Inverse analysis of milligram-scale experiments 

The mean experimental TGA and DSC data are presented as symbols in Fig. 1. The instantaneous 
mass, m, and associated mass loss rate, MLR, normalized by the initial mass, m0, as a function of 
temperature, T, are shown in Fig. 1(a). The heat flow to the sample and integral heat flow, both 
normalized by the initial mass, are presented as a function of temperature in Fig. 1(b). Here, all 
positive values of heat flow represent endothermic processes. The error was calculated from the 
scatter of the data as two standard deviations of the mean (some error bars are difficult to discern 
because they are comparable in size to the data symbols). The experimental MLR profile contains 
two prominent peaks, the first at 586 K and the second at 740 K, corresponding to the thermal 
decomposition process. The decomposition produced 6.4 wt.% of final condensed-phase residue. 
The heat flow curve contains two distinct maxima that closely correspond to the MLR profile.  

 
Fig. 1. Averaged experimental and simulated (a) TGA and (b) DSC data obtained for FPVC at a 

nominal heating rate of 10 K/min. 

Inverse modeling of the STA data was performed using the approach described in detail in earlier 
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publications [7, 14-17]. The stoichiometric coefficients and Arrhenius parameters of a single first-
order reaction was initially employed to model the TGA data. The parameters were refined through 
a manually iterative process using ThermaKin2Ds until the modeling results were found to be in 
agreement with the experimental data. The agreement was declared satisfactory when the 
differences between the average experimental and modeled final mass residues, and temperatures 
and magnitudes of MLR maxima were found to be within 3%, 5 K and 8%, respectively. If it was 
impossible to achieve such agreement, an additional reaction was added to the reaction scheme and 
its parameters were adjusted iteratively to achieve further improvement. In the case of FPVC, four 
consecutive reactions, Reactions 1 to 4, were required to capture the intricacies of the initial rise, 
multiple maxima and final decay of the MLR within the accuracy of the experimental data. This 
series of first-order reactions are provided in Table 1 and the resulting model is shown in Fig. 1 as 
solid lines. The resulting reaction scheme was validated by predicting the temperatures and 
magnitudes of the MLR maxima within 10 K and 13%, respectively, of the average TGA 
experimental data collected at 5 and 20 K/min.  

Table 1. Reaction scheme and kinetic parameters for the thermal decomposition of FPVC.  
A negative value for heats of decomposition (h) represents endothermic processes 

# Reaction A, s-1 E, J/mol H, J/kg 

1 
FPVC → 0.98 FPVC_Res1 
             + 0.02 FPVC_Gas1 

1.5·1032 3.41·105 1.8·104 

2 
FPVC_Res1 → 0.25 FPVC_Res2  
                       + 0.75 FPVC_Gas2 

7.0·1011 1.56·105 -2.5·105 

3 
FPVC_Res2 → 0.75 FPVC_Res3  
                       + 0.25 FPVC_Gas3 

3.0·1010 1.70·105 -1.0·104 

4 
FPVC_Res3 → 0.35 FPVC_ Res4  
                       + 0.65 FPVC_Gas4 

3.0·1010 1.80·105 -3.0·105 

The heat flow data were analyzed by first focusing on the regions not associated with melting or 
decomposition. The data corresponding to these regions were divided by the instantaneous heating 
rate and fitted with linear functions representing heat capacities, c, of the corresponding condensed-
phase components. The heat flow data between 313 and 500 K were used to determine the heat 
capacity of undecomposed FPVC. Due to the small residual char yield, the heat capacity of 
FPVC_Res4 was prescribed to be the average heat capacity of chars generated by several 
representative charring polymers [15]. It was assumed that the heat capacity of FPVC_Res3 was 
identical to FPVC_Res4 due to the reaction occurring at a similar temperature range. The heat 
capacity of the remaining intermediate condensed-phase products (FPVC_Res1 and FPVC_Res2) 
were assumed identical and equal to the average heat capacity of FPVC and FPVC_ Res4 to reduce 
the number of independently adjustable parameters. All heat capacity values are listed in Table 2. 
The heat capacity of all gaseous decomposition products were assumed equal to 2100 J/(kg·K), 
which was the mean heat capacity of a collection of C1 to C8 hydrocarbons at a temperature of 
600 K [18]. The value of this heat capacity had negligible impact on the presented modeling results. 

Table 2. Heat capacities of condensed-phase components for FPVC decomposition 

Component c, J/(kg·K) Component c, J/(kg·K) 

FPVC -221 + 5.10T FPVC_Res3 1700 

FPVC_Res1 739.5 + 2.55T FPVC_Res4 1700 

FPVC_Res2 739.5 + 2.55T   
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The sensible heat flow baseline was subsequently calculated as a product of the mass fractions of 
condensed-phase components (whose temporal evolution was computed by ThermaKin2Ds), 
corresponding heat capacities and instantaneous heating rate. The baseline obtained for FPVC is 
shown as a dotted line in Fig. 1(b). Subtraction of this baseline from the normalized experimental 
heat flow and subsequent integration of the differences yielded the values of the heats of 
decomposition, h. The heats of decomposition were subsequently refined until the simulated heat 
flow maxima were within 10%, temperatures of the maxima were within 8 K and the final integral 
heat flow value was within 5% of the corresponding experimental data. The results of this exercise 
are shown as solid lines in Fig. 1(b). The heats of decomposition are listed in Table 1.  

The mean experimental MCC HRR and total heat release (THR) data, both normalized by the initial 
FPVC sample mass, are presented as a function of temperature in Fig. 2. The heats of combustion, 
hc, of gaseous components defined in the reaction mechanism (see Table 1) were determined 
through simulating the HRR curves. Initial comparisons between the experimental HRR and 
modeled MLR profiles generated using the heating rate history specific to the MCC revealed some 
discrepancies. These discrepancies were identified through a recognition that any significant heat 
release should require a concurrent mass loss. These discrepancies were attributed to sample 
temperature deviations from that measured by the MCC sensor and were corrected by shifting the 
experimental curves to a slightly higher temperature, as shown in Fig. 2. 

      

          Fig. 2. Mean experimental and simulated normalized (a) heat release rate and (b) total heat 
release from MCC tests on FPVC at a nominal heating rate of 10 K/min. 

The heats of combustion were first estimated by dividing the shifted experimental HRR data by the 
rate of production of gaseous components computed by ThermaKin2Ds. A simulated HRR curve 
was subsequently generated using the estimated hc values. The values of hc were further refined 
until the simulated and experimental HRR and THR data agreed within established MCC criteria. 
The criteria were defined as differences of less than 8% between the height of the experimental and 
modeled HRR maxima, less than 10 K between the temperatures of the maxima, and less than 8% 
between the final integral HRR values. The resulting heats of combustion are shown in Table 3. The 
simulated MCC data, using these hc values, is shown as solid lines in Fig. 2. 

Table 3. Heats of complete combustion of FPVC gaseous decomposition products (positive values 
represent exothermic processes) 

Component hc, J/kg Component hc, J/kg 

FPVC_Gas1 2.70·107 FPVC_Gas3 1.20·107 

FPVC_Gas2 1.39·107 FPVC_Gas4 4.90·107 
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Analysis of gram-scale experiments 

Analysis of the gram-scale tests requires knowledge of the emissivity and absorption coefficients a 
priori. The initial emissivity of FPVC (0.90) was assumed to be equal to rigid PVC and was 
obtained from literature [19]. The emissivity of FPVC_Res4 (0.94), and thus FPVC_Res3, was 
estimated based on independent tests described elsewhere [6]. The remaining reactants, FPVC_Res1 
and FPVC_Res2, were prescribed to have the average emissivity of FPVC and FPVC_Res4. The 
absorption coefficient of virgin FPVC, normalized by its density at ambient temperature, was 
estimated to be 1.1 ± 0.2 m2/kg based on measurements performed in the current study. The upper 
char layer was observed to appear very optically dark and graphitic in nature. Therefore, the 
absorption coefficient of FPVC_Res4 was defined sufficiently high (100 m2/kg) such that all the 
radiation was absorbed at the top surface. The absorption coefficient of FPVC_Res1 and 
FPVC_Res2 were defined to be the average of FPVC and FPVC_Res4. 

The experimental CAPA II dataset for FPVC pyrolysis, at a nominal heat flux of 30 and 60 kW/m2, 
are shown in Fig. 3 and Fig. 4. Representative shape profiles are provided in Fig. 3 as a function of 
time, t. The bottom surface temperature histories of the center (rz/R = 0) and edge (rz/R = 0.86) of 
the sample are presented as symbols in Fig. 4(a)(c), where rz is the instantaneous sample radius and 
R is the initial total sample radius. The mean experimental MLR is shown in Fig. 4(b)(d). The 
uncertainty was computed from the scatter of the data as two standard deviations of the mean. The 
modeling results, also presented in Fig.3 and Fig. 4, are discussed in a later portion of the 
manuscript. 

The sample’s swelling process includes simultaneous increase in thickness and reduction in 
diameter at later stages of decomposition. At all heat fluxes, the increase in thickness is monotonic. 
The bottom surface temperature is spatially uniform in the early stages of pyrolysis. In later stages, 
the temperature becomes non-uniform with the edge of the surface being systematically cooler than 
the center. The MLR data at 30 kW/m2 exhibit a single prominent peak, while the 60 kW/m2 MLR 
data exhibit multiple peaks during pyrolysis. 

 

Fig. 3. The black dashed lines are experimental data from duplicate FPVC tests at (a) 30 kW/m2 and 
(b) 60 kW/m2. The vertical axis (�¥) begins at the initial position of the top sample surface. The 

shaded area indicates the profiles uncertainty. The straight and curved solid lines represent 1D and 
2D model results, respectively. 

In the following gram-scale model characterization, the 30 kW/m2 shape profile and temperature 
dataset is employed as fitting targets; therefore, the 60 kW/m2 dataset is strictly used as validation 
for the resulting model. The intumescent behavior of the FPVC pyrolysis was captured numerically 
in ThermaKin2Ds by prescribing decreasing component densities to account for increased sample 
thicknesses. In the 1D simulation, the sample thickness expanded uniformly across the entire radius; 
therefore, the average experimental sample thickness was employed as a target value for the density 
parametrization. The densities were decreased through a manually iterative procedure such that the 
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fitted sample thickness (solid straight line) captured the critical shape changes in the 30 kW/m2 
dataset, shown in Fig. 3(a). The densities also factored in reductions in mass associated with the 
individual reaction steps (listed in Table 1). The densities of each reactant of 1D FPVC pyrolysis are 
provided in Table 4. The density parameterization was dependent upon the thermal transport 
parameters; therefore, the density and thermal conductivity parameters were iteratively adjusted 
simultaneously until satisfactory results were obtained 

      

      
Fig. 4. Averaged experimental and modeled bottom surface temperatures and MLR data obtained at 
(a)(b) 30 kW/m2 and (c)(d) 60 kW/m2. The 60 kW/m2 temperature data was truncated during later 

stages of pyrolysis due to the sample decoupling from the copper foil, resulting in poor thermal 
contact and unreliable data. 

The average bottom surface temperature of the 30 kW/m2 dataset was employed as target data for 
the inverse analysis of the thermal transport parameterization of the 1D model. The thermal 
conductivity of each component was first defined as a constant value, to maintain the simplest 
model possible. However, it was identified that a constant thermal conductivity was unable to 
capture the temperature history of the sample. Therefore, additional complexity was added through 
the introduction of a constant term multiplied by the third power of temperature; this term was only 
introduced to FPVC_Res3 and FPVC_Res4. The third power of temperature is an approximation to 
capture the thermal transport within porous media through radiation diffusion [20]; therefore, it was 
only physically meaningful to apply to components that experience a high temperature and porous 
structure. The resulting fitted bottom surface temperature is shown as the dotted line in Fig. 4(a). 
The final thermal conductivities are provided in Table 4. The predicted bottom surface temperature 
for the 60 kW/m2 dataset is shown in Fig. 4(c). The average error between the experimental and 
simulated bottom surface temperatures for 30 and 60 kW/m2 was found to be 1.1 and 2.8%, 
respectively. 

The 30 kW/m2 MLR data, shown in Fig. 4(b), were not utilized in the inverse analysis model 
calibration; therefore, this dataset serves as a model validation. The 1D model predicted the 
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30 kW/m2 MLR data with excellent agreement. The overall error between the experimental and 
modeled MLR was found to be 8.7%. The MLR prediction for the higher flux, shown in Fig. 4(d), 
notably underestimated the experimental MLR data. The overall error between the experimental and 
modeled MLR for the 60 kW/m2 dataset was found to be 11.9%. The 1D FPVC pyrolysis model 
was capable of simulating the MLR with reasonable accuracy for both the 30 and 60 kW/m2 
datasets.   

Table 4. Densities and thermal conductivities of condensed phase components for 1D pyrolysis model 

Component ρ, kg/m3 k, W/(m·K) 

FPVC  1226 0.12 

FPVC_Res1  391 0.41 

FPVC_Res2  98 0.41 

FPVC_Res3 62 0.70 + (5.0·10-10)T 3 

FPVC_Res4  22 0.70 + (5.0·10-10)T 3 

2D modeling was subsequently performed to account for variation in the heating conditions along 
the sample radius and top surface non-uniformity (see Fig. 3). Similar to the 1D model 
parameterization, the 30 kW/m2 experiments were employed as the target data because these 
experiments produced the maximum reliable data with minimal radial sample reduction during 
pyrolysis. In the 2D model, the radial dependence of the intumescent behavior of FPVC pyrolysis 
was captured more accurately by effectively defining the densities as a function of radius. To 
simplify the parametrization, the radial dependence was prescribed as a combination of the center 
and edge densities. Independent knowledge of the center and edge char expansion dynamics enabled 
individual parameterization of the respective densities. Two separate initial FPVC components, 
FPVCc (center) and FPVCe (edge), were created with identical properties. FPVCc and FPVCe were 
defined to follow an identical decomposition reaction scheme; however, the densities and thermal 
conductivities of their products of decomposition were different. Distinguishing between the center 
and edge enabled parameterization of the radially dependent sample shape profiles. 

To capture the intumescence at the center axis, the densities were prescribed following an identical 
process to the 1D model development; however, the center char thicknesses were employed as 
fitting targets instead of the average. While fitting the center densities, the sample diameter in the 
model was reduced from 0.035 m to 0.02 m to ensure that the heat flux to the sample was 
representative of the heat flux incident to the center portion of the sample. The densities were 
manually adjusted until the center experimental thicknesses, shown in Fig. 3(a), were well 
represented. The densities for the edge components were defined such that the thickness of the 
sample remained constant to emulate negligible swelling, as experimentally observed, which was 
achieved by multiplying the density by the corresponding stoichiometric mass coefficient of each 
reaction. The resulting densities of all reactants are provided in Table 5 denoted by the respective 
subscript. 

To couple the densities between the center and edge components, a profile describing the mass 
fraction of the center component (mfFPVC,c) was computed; details on this methodology can be found 
elsewhere [6]. The center component mass fraction is given as a function of sample radius, rz (m), in 
Eq. (1). The summation of the center and edge mass fractions must equal unity. The radially 
dependent mass fraction of the center components was computed to emulate the FPVC sample 
shape profile at 240 s of the 30 kW/m2 dataset, a representative shape profile. It was observed that 
the center of the sample was comprised entirely of the center component. As the radius increased, 
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the center mass fraction decreased, which resulted in the edge mass fraction increasing. The 
resulting sample shape profiles computed with the 2D axisymmetric model are shown in Fig. 3 as 
the solid curved lines. With the exception of under-estimating the initial rapid expansion in the 30 
kW/m2 dataset, it was observed that the model captured the overall dynamics of swelling with 
excellent accuracy.  

5 4 2 2
FPVC,c 1.24 10 9.52 10 1z zmf r r= ⋅ − ⋅ +                                                                                               (1) 

The thermal conductivities of the center components were parameterized following the same 
methodology discussed for the 1D model; however, the values were modified to capture the center 
experimental temperature profile instead of the average. The thermal conductivities of the edge 
components were scaled based on the density ratio between the center (FPVCc) and edge (FPVCe) 
components. The thermal conductivity was assumed inversely proportional to the density; therefore, 
the solid that expanded more upon decomposition was assumed to have proportionally larger 
thermal conductivity. This scaling was based on a physical argument provided in an earlier 
publication [21]. Consequently, the edge thermal conductivities were not fitting parameters; instead, 
they were directly coupled to the center parameters. The resulting temperature predictions at the 
center and edge of the sample are shown as the solid and dashed lines in Fig. 4(a)(c). An average 
error between the experimental and simulated results of the 30 and 60 kW/m2 data was found to be 
0.4 and 2.8%, respectively. The thermal conductivities of all center and edge components are shown 
in Table 5. 

Table 5. Densities and thermal conductivities of the center (denoted by subscript c) and edge  
(denoted by subscript e) condensed phase components of 2D FPVC pyrolysis 

Component ρ, kg/m3 k, W/(m·K) Component ρ, kg/m3 k, W/(m·K) 

FPVCc  1226 0.12 FPVCe  1226 0.12 

FPVCc_Res1  219 0.62 FPVCe_Res1  1202 0.11 

FPVCc_Res2  55 0.62 FPVCe_Res2  300 0.11 

FPVCc_Res3 35 1.1 + (8.0·10-9) T 3 FPVCe_Res3 225 0.17 + (1.2·10-9) T 3 

FPVCc_Res4 12 1.1 + (8.0·10-9) T 3 FPVCe_Res4 79 0.17 + (1.2·10-9) T 3 

The MLR data, shown in Fig. 4(b)(d), were not utilized in the model development. The predicted 
MLR for the 30 kW/m2 data was under estimated during the first 700 s and was subsequently over 
predicted during later stages of pyrolysis. The simulated MLR for the 60 kW/m2 tests was found to 
capture the data well. The overall agreement between the experimental and 2D modeled MLR for 
the 30 and 60 kW/m2 datasets were found to have a mean error of 18.7 and 14.1%, respectively.  

Additionally, Fig. 4 provides a comparison between the 1D and 2D model predictions. The dotted 
lines represent the 1D model and the solid and dashed lines represent the 2D model. The bottom 
temperatures, shown in Fig. 4(a)(c), demonstrate minimal discrepancies between the two models. 
The MLR, however, reveals differences that are more noticeable. These differences are likely 
attributed to the 1D and 2D model’s ability to capture the evolution of the top sample surface and its 
associated interactions with the radiation field. The 2D model better captures these surface 
interactions resulting in excellent predictions for the 60 kW/m2 dataset. However, the 2D model 
under predicts the MLR at 30 kW/m2 due to its inability to capture the rapid sample swelling during 
initial stages of pyrolysis.  
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COMPARISON BETWEEN LARGE-SCALE PLASTICIZED AND RIGID PVC MODELS 

A simulation of a large burning surface exposed to radiant heat flux, emulating a large-scale fire, 
was conducted to compare the FPVC characterized in this work and rigid PVC studied elsewhere 
[6]. The simulation enabled a quantitative comparison between the predicted area-normalized large-
scale mass loss rate (MLRLS) and heat release rate (HRRLS) of FPVC and PVC exposed to identical 
conditions. A 6.15·10-3 m thick sample was subjected to a constant radiant heat flux of 40 and 
70 kW/m2 to provide a direct comparison. The convective losses from the top sample surface were 
neglected and the bottom sample surface employed adiabatic boundary conditions. The simulations 
neglected the potential impact of sample surface oxidation prior to ignition, because the condensed-
phase model was parameterized based on anaerobic measurements. Moreover, the additional heat 
flux provided by a flame that forms on the sample surface upon ignition was also ignored in these 
simulations. The calculations were terminated when no additional mass loss was observed.  

The large surface burning model employed the thermal transport parameters of the center 
components of the 2D model (see Table 5) to factor out the edge effects observed in the CAPA II 
[6]. The simulated HRRLS was constructed as the product of the simulated MLRLS of individual 
gaseous decomposition products from the reaction scheme (see Table 1) and the corresponding 
heats of combustion of each independent decomposition product derived from MCC measurements 
(see Table 3). It is especially critical to characterize independent heats of combustion for the 
decomposition products of materials like rigid PVC, where the heats of combustion of individual 
products differ substantially [6].  

      

Fig. 5. Simulated (a) MLRLS and (b) HRRLS of FPVC and PVC, employing the center parameters 
from the 2D model parameterization, under a nominal heat flux of 40 and 70 kW/m2. 

A comparison between the simulated MLRLS and subsequently computed HRRLS of both FPVC and 
PVC large-scale burning is portrayed in Fig. 5. It is shown that there are negligible differences in 
the MLRLS profiles between the two materials under both 40 and 70 kW/m2. The HRRLS, however, 
displays substantial differences between FPVC and PVC at both incident heat fluxes. In the early 
stages of burning, the HRRLS of PVC is lower than that of the FPVC by a factor of two. However, 
during the final stages of burning, the HRRLS estimated for PVC has a maximum peak that is a 
factor of two greater in magnitude than FPVC. Although PVC produces a greater HRRLS during the 
final stages of burning in idealistic conditions, this peak is unlikely to contribute significantly to fire 
growth because it does not occur until very late stages of pyrolysis (requiring high heat flux 
exposure) and the extensive deformation of the burning material is expected to mitigate its reaction 
to fire. Therefore, the larger HRRLS of FPVC during the early stages of burning will likely result in a 
greater flame spread rate during an actual fire event, consequently, making FPVC a greater fire 
hazard. Unlike rigid PVC which produces a small HRR in the first step of decomposition [6], FPVC 
produces a large amount of heat (see Fig. 2) which is believed to be originated from the organic 
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plasticizers that are added to these materials. As a result, it is imperative that these differences 
between FPVC and PVC are included in all modeling efforts to capture the material’s unique 
reaction to fire. 

CONCLUSIONS 

This manuscript presents a systematic methodology to fully parameterize a comprehensive pyrolysis 
model of FPVC. The complete set of parameters was derived from a combination of milligram-scale 
(TGA, DSC and MCC) tests and gram-scale (CAPA II) gasification experiments, which were 
coupled with inverse numerical modeling using ThermaKin2Ds, a newly expanded axial symmetric 
modeling framework. TGA and DSC experimental data were employed to parameterize a numerical 
reaction model, comprised of sequential first-order reactions, capable of predicting the kinetics and 
thermodynamics of thermal decomposition within the accuracy of the instrumentation. The heats of 
complete combustion of volatile gases produced in each reaction were determined by inversely 
analyzing the MCC datasets. A comprehensive pyrolysis model was derived by coupling the 
previously determined reaction parameters with the thermal transport properties estimated from 
CAPA II data. The model was subsequently validated against several experimental datasets 
collected from outside the model calibration thermal exposure. Finally, a comparison between the 
developed FPVC pyrolysis model and a rigid PVC pyrolysis model developed elsewhere [6] yielded 
similar burning rates but substantially different heat release rates between the materials. The 
combustion of gaseous products originated from the organic plasticizers during the first step of 
FPVC decomposition is largely responsible for the significant increase in the heat release rate 
exhibited by FPVC, with respect to rigid PVC, early in the burning process. It should be noted that 
the results presented in this manuscript cannot necessarily be generalized to all commercially 
available flexible PVC materials as their compositions may differ significantly. 
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ABSTRACT 

The microscale combustion calorimetry study of polymer mixture pyrolysis is presented. Binary mixtures 
of HDPE with a number of massively produced polymers (LDPE, PET, PS, PC, PVC, PMMA), binary 
PMMA-PVC mixtures, and the ternary mixture composed of HDPE, PC, and PS are considered. The 
extent of interaction between the mixture components in pyrolysis is assessed by comparing the shapes of 
the measured temperature dependencies of the heat release rate in volatile oxidation with those for the 
curves obtained by the mass-weighted summation of the individual contributions of the pure polymers 
constituting the mixture. The strongest interaction is observed in HDPE-PET, HDPE-PS, HDPE-PS-PC, 
and in PMMA-PVC mixtures. A destabilizing interaction occurs in mixtures containing polyethylene and 
polystyrene, while the presence of polyvinylchloride has a stabilizing effect. 

Except for PMMA-PVC mixtures, in all binary mixtures considered in this work the heat of volatile 
combustion and the char yield were found to be additive quantities and varied almost linearly with the 
variation of the component mass fractions. Dissimilar to that, the PMMA-PVC mixtures produced a 
higher amount of charring residue and a lower heat of combustion of volatiles compared to the 
component-based predictions assuming additivity. 

KEYWORDS: Pyrolysis, microscale combustion calorimetry, polymer, flammability. 

INTRODUCTION 

Predicting the heat release rate generated by a multi-component fire load as well as in the design of 
equipment for incineration of municipal solid wastes justifies the need to consider pyrolysis of 
plastic mixtures. Although both the fire load and the plastic wastes normally consist of the mixture 
of combustible materials, a majority of the previous studies of material pyrolysis have been mainly 
focused on individual polymers. Additivity of the heat release rates in burning the volatiles 
generated by the individual mixture components is a common assumption used in the engineering 
simulations. This assumption implies that no chemical interaction occurs neither in the solid phase 
nor in the gas volatiles. 

Current literature offers rather controversial conclusions on the importance of the interaction effects 
in polymer mixture pyrolysis. Indeed, the interaction between the components of the plastic mixture 
in the pyrolysis was found (or assumed) to be insignificant in some of the previous studies [1, 2], 
while a more thorough investigation may demonstrate such an interaction to occur in certain 
mixtures [3, 4]. Furthermore, a demonstration of the synergetic effect (even though it is claimed in a 
number of papers) is not always convincing since the experimental errors and repeatability are 
rarely assessed and reported. 

The interaction mechanism in a polymer mixture is essentially attributed to the formation of active 
radicals in thermal decomposition of an individual polymer, radical migration across the component 
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interfaces, and the subsequent reactions of such radicals with the polymers in the mixture and with 
other radicals [4]. In its turn, radical consumption by a particular mixture component proceeds along 
with the radical production, and the outcome of this competition determines whether the synergy 
has a stabilizing or destabilizing effect. 

A possible reason of the controversial conclusions is that the pyrolysis and combustion of polymer 
mixtures might be affected not only by the polymer type, but also by the heating rate, proportion of 
the components in the mixture, and the degree of mixture homogeneity. Depending on how the 
components are combined, we will distinguish the blends and the mixtures. The polymer blends are 
prepared as an (almost) homogeneous sample, normally by melting and molding [4, 3]. 
Alternatively, a combination of materials that is heterogeneous on the macroscopic level shall be 
termed as a mixture. 

In the two practical cases listed above, the polymers are never perfectly mixed, and the degree of 
heterogeneity may vary. Spatial separation of and the interface between the mixture components 
crucially affects the intensity of potential interaction. Quality of mixing is difficult to control, and it 
might be a possible reason for controversial conclusions on the interaction effects observed in the 
mixtures with the same polymers. 

In this work, we consider the mg-scale samples and mix the powder components at the inter-particle 
level, i.e. more thoroughly than they are mixed in practice. Therefore, if additivity (absence of 
interaction) is confirmed here, it will work even more so in practice. At the same time, mechanical 
mixing is not as fine as that in polymer blends, and the interaction effects in the blends should be 
more pronounced than those in the relatively coarse mixtures. 

One of the most convincing studies of the effect of the mixing quality on polymer interaction in 
pyrolysis is the study undertaken by Faravelli et al. in Ref. [5]. The experimental (TGA) and 
modeling results obtained in this study for PE-PS mixtures confirm that in poor mixing the 
decomposition of each polymer behaves independently. However, when the polymers are finely 
mixed, a co-pyrolysis and interaction occur. As such, the measurement data (either TGA or MCC) 
depend on mixing quality, and a possible interaction should be taken into account in data 
interpretation. 

As shown, for example, in Ref. [7], the interaction between two components can be approximately 
quantified by a single adjustable parameter. However, the interaction complexity rapidly increases 
with the number of interacting components, and it motivates the authors of Refs. [6, 7, 8] to neglect 
any interaction between the molecular groups and to assume additivity of the group contributions in 
evaluating flammability properties of the polymers. 

With the component interaction taken into account, the degradation behavior of either blends or 
mixtures cannot be theoretically predicted, both due to the incomplete knowledge of chemical 
degradation roots and the interactions at the interfaces controlled by morphology. This highlights 
the importance of getting new experimental evidence of the effects of mixing on polymer 
thermochemical stability and flammability. An example of a posteriori formulation of the 
interactive kinetic model of mixture pyrolysis is Ref. [10], in which both binary and ternary 
mixtures of PE, PP, and PET plastics are investigated by TGA. The interaction effects have been 
observed (although not systematically investigated) and then included in the kinetic model using the 
quadratic expressions with the cross-product terms. 

Previous studies of the blend and mixture pyrolysis have mainly been undertaken by using 
thermogravimetric analysis (TGA) or, more rarely, using the isothermal methods. In this work, we 
apply an alternative experimental methodology, microscale combustion calorimetry (MCC) [11]. 
Rare examples of previous MCC studies considering a combination of distinct polymers are Refs. 
[7] and [9], where no visible interaction was observed in pyrolysis of the PC-ABS blend. At the 
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same time, analysis of molecular group contribution to the flammability properties undertaken in 
Refs. [6, 7, 8] focuses on the individual polymers, not on mixtures or blends. To the current 
knowledge by the authors, this work as well as Ref. [12] represent the first systematic study of 
commingled plastics pyrolysis undertaken by MCC. Similar to the TGA, a mg-scale sample is 
exposed to the constant heating rate, while, dissimilar to the TGA, additional information on the 
heat of combustion of pyrolysis volatiles is also produced in MCC. Collection of the new MCC 
measurement data for the mixtures composed of most widely used plastics (LDPE, PET, PS, PC, 
PVC, PMMA) and evaluation of the interaction effects is the objective of this work. Based on these 
measurement data, the quantitative indicators of mixture thermochemical stability and flammability 
(heat of combustion of pyrolysis volatiles, char yield in anaerobic pyrolysis, heat release capacity, 
and characteristic pyrolysis temperature) are evaluated, and the additivity of these quantities is 
assessed. 

MCC STUDY OF POLYMER MIXTURES 

Methodology 

Commercially available flammable polymers (Scientific Polymer Products Inc.) listed in Table 1 
have been studied in this work. In the MCC apparatus, the mg-scale samples were exposed to the 
constant rate heating (from 0.25 to 1 K/s) in the nitrogen flow of 80 cc/min. Oxygen flow of 20 
cc/min is added to the volatile-nitrogen flow to replicate the oxygen-to-nitrogen ratio characteristic 
of air. Pyrolysis volatiles are then completely oxidized in the combustion chamber at the 
temperature of 900 °C, and the oxygen consumption rate, 

2Omɺ , is measured. Based on the 

assumption of the constant heat of combustion per unit mass of oxygen consumed (taken equal to 

2Oq∆  = 13.1 kJ/g O2), the specific heat release rate, qɺ , is recorded as a function of time, t  , and of 

the sample temperature, 0T T t= +β , where 0T  is the initial temperature, and β  is the heating rate. 

Table 1. Material properties provided by the manufacturer 

Designation Name 
Molecular 
weight, 
kg/mol 

Appearance 
Density, 
kg/m3 

Melting/ 
softening 
point, °C 

LDPE Low density polyethylene 50 Pellets 920 107-135 

HDPE High density polyethylene 125 Pellets 950 121 

PET Poly(ethylene terephthalate) N/A Pellets 1385 252 

PS1.2 Polystyrene 1.2 Granular 1060 74 

PC Polycarbonate 45 Pellets 1200 151 

PMMA Poly(methyl methacrylate) 35 Beads 1200 N/A 

PVC Poly(vinyl chloride) 350 Powder 1400 285 

The individual polymers in Table 1 have already been studied by MCC in Refs. [13, 14, 15], and the 
measurement data for the heating rates of 0.25, 0.5, 1, and 1.5 K/s are summarized in Ref. [13], 
where the kinetic models of the polymer decomposition are also provided as well as the 
comparisons with the published data. Two types of polyethylene (HDPE and LDPE) are considered 
here. As shown in Ref. [13], thermal decomposition of HDPE and LDPE proceeds quite similarly, 
and its quantitative characteristics are also similar. Note, that the low molecular mass polystyrene 
PS1.2 (1.2 kg/mol) is rather different from the high molecular mass polystyrenes, considered, for 
example, in Refs. [14, 15]. Thermal decomposition of PS1.2 produces much lower peak heat release 
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rate, wider pyrolysis temperature range, and higher peak temperature value [13]. As a result, PS1.2 
has a lower heat release capacity. 

The pellets and beads were crunched and the small pieces of the polymers were manually mixed in 
the sample cup as uniformly as possible. Each small particle had the mass of 0.3-0.4 mg and the size 
of about 0.6 mm. Additional measurements with very large particles (5 mg, 2-3 mm) produced very 
similar results. The weak effect of the initial particle size is due to melting and mixing the 
components before the pyrolysis starts (see the melting points in Table 1). To repeat identical runs, 
sufficiently large amounts of the mixtures were prepared. In binary mixtures (except PMMA-PVC), 
the following initial component mass fractions are considered: 20, 40, 50, 60, and 80%. In ternary 
mixtures, equal masses of all three components were taken. 

To ensure the prescribed proportions of the mixture components in a sample, the samples with the 
sufficiently large mass (normally about 0m  & 10 mg) were used in the MCC measurements for the 
mixtures. It is worthy of note that, for the given initial sample mass, the maximum heating rate 
exists (about 0.5 K/s for the mixtures with prevalence of PE) beyond which the oxygen flow 
becomes insufficient to completely oxidize all the volatiles. 

Alternatively, several single runs were performed with the PMMA-PVC mixture having various 
component proportions, which were not exactly prescribed in advance. This enabled using of a 
smaller sample mass and a higher heating rate, albeit at the expense of impossibility to repeat 
identical tests with the same mixture composition. 

The measurement procedure for each heating rate follows that described in ASTM D7309-07a [16] 
with the exception of multiple heating rates. The detailed description of the measurement procedure 
and data processing is provided in Refs. [13, 14]. Each measurement was performed 2–5 times to 
ensure repeatability of heat release rate-temperature curves and to assess the average value and 
standard deviation. The measured dependencies of heat release rate (per unit sample mass) on 
sample temperature, ( )q Tɺ , were pre-processed by applying the following operations: (i) 

interpolation to the sample temperature values aliquot 1°C; (ii) subtracting the baseline (straight line 
between the sample temperature before the onset and after completion of the process); (iii) 
averaging over identical runs and evaluating standard deviation. Pre-processing of the MCC 
measurement data included evaluating transient (conversion, reaction rate), integral (total heat 
release, effective heat release capacity) and other (peak temperature, 10%, 50%, and 90% 
conversion temperatures) characteristics of material decomposition. 

If volatile oxidation proceeds in an excess of oxygen (this is controlled by limiting the sample mass 
and the heating rate), then the heat release rate per unit sample mass is 

2

2 2 2

O
O O O

0 0 0

m m m
q q q q

m m m
= −∆ = −∆ σ = −∆

ɺ ɺ ɺ
ɺ , (1) 

where 0m  is the initial sample mass, 
2Oσ  is the stoichiometric oxygen to fuel mass ratio, mɺ  is the 

sample mass loss rate, and 
2 2O Oq∆ σ  = q∆  is the heat of combustion per unit mass of volatiles. In 

the MCC apparatus, oxygen consumption and sample temperature are synchronized by allowing for 
the residence time of the gas reactants in the combustor. Due to complete volatile oxidation and 
synchronization of oxygen consumption rate with the sample temperature, the dependence ( )q Tɺ  

measured in MCC characterizes the rate of sample decomposition, similar to the mass loss rate 

( )m Tɺ  measured in TGA. 
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Let the relation (1) holds for the i-th mixture component: ( )0,i i i iq q m m= −∆ɺ ɺ . In case of 

independent pyrolysis of and oxidation of volatiles produced by each component (no interaction 
neither in condensed nor in gas phase), the additivity principle holds for the multicomponent 
mixture: 

0, 0,
0 0

1 1
i i i i i ii i i

q m q m q y q
m m

= ∆ = =∑ ∑ ∑ɺ ɺ ɺ ɺ , (2) 

where 0, 0, 0i iy m m=  is the initial mass fraction of the i-th component, and 0 0,ii
m m=∑  is the 

initial mass of the mixture. Thus, the heat release rate produced by the mixture of independently 
reacting (non-interacting) components can be evaluated as the mass-weighted sum of the individual 
component contributions. Deviation from the additivity principle is an indication of the component 
interaction in pyrolysis. An interaction in the gas phase is also possible but is not expected to be 
important due to complete volatile oxidation. 

In processing the MCC measurement data, we use the heat release-based global conversion, 

( )
0

1 T

T
q T dT

q
α =

′∆ ∫ ɺ , (3) 

where T  is the current sample temperature, maxT  = 800 °C is the final temperature at which 

pyrolysis is complete. By definition, 0 W α  W 1. 

The heat of combustion per unit sample mass, q′∆ , is evaluated by integrating the heat release rate 
over the entire process: 

max max

00

1t T

T
q qdt qdT′∆ = =

β∫ ∫ɺ ɺ . (4) 

Note, that ( )1 rq q′∆ = − ν ∆ , where 0r m m∞ν =  is the solid residual mass fraction. If additivity 

holds, then according to Eq. (2) the heat of combustion is also an additive quantity: 

0,i ii
q y q′ ′∆ = ∆∑ . (5) 

The integral in Eq. (4) can be represented as a product max

0

T

pyrT
qdT q T= ∆∫ ɺ ɺ , where pyrT∆  is the 

pyrolysis temperature interval, and qɺ  is the characteristic heat release rate in this interval. 

Substituting this product in Eq. (4) yields: 

pyrq T q′∆ ∆ = βɺ . (6) 

The ratio on the left-hand side of Eq. (6) is called the heat release capacity and is used as an 

indicator of the material thermochemical stability and flammability [11, 16]: pyrq T′η = ∆ ∆ . 

The heat release capacity is often evaluated as p pqη = βɺ , where pqɺ  is the peak heat release rate 

[11]. This definition (which is formally derived for the special case of a single-step reaction) is not 
suitable in case of multi-peak dependencies ( )q Tɺ , particularly when a lower (and wider) peak 

contains more heat release. Following Refs. [13, 14], we, therefore, define the effective heat release 
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capacity as 10 90% 10 90%q T− −′η = ∆ ∆ , where 10 90%T −∆  is the temperature interval between 10% and 
90% conversion. 

Thermochemical stability of a material is also quantified by the characteristic temperature at which 
pyrolysis reaction attains its maximum rate (the peak temperature, pT ). In addition to the peak 

temperature, we use in this work the temperature corresponding to 50% conversion (the median 
temperature, 50%T ), which is less sensitive to the experimental errors and can be used in multi-
reaction scenarios represented by multiple peaks. For the polymers decomposing in a single step 
(for example PE, PP, PS980 etc.), the dependencies ( )q Tɺ  are nearly symmetric, and the peak and 

median temperatures are close to each other (the difference is few degrees only). 

Thus, three quantities, q′∆ , 10 90%−η , and 50%T , along with the shape of the ( )q Tɺ  curve, will be 

used in this work to characterize material thermochemical stability and flammability. A material is 
regarded as more stable and less flammable in case of lower heat of combustion and heat release 

capacity ( q′∆  and 10 90%−η ) and higher pyrolysis temperatures ( 50%T  and pT ). If components in the 

mixture react independently, then the heat of combustion, q′∆ , (as well as the solid residual mass 

fraction, rν ) is the additive quantity, while the heat release capacity and the median temperature, 

10 90%−η , and 50%T , are not. Indeed, according to the definition 

0, ,
0,

i i pyr ii
i ii

pyr pyr pyr

y q Tq
y

T T T

′∆ ∆′∆η = = = η
∆ ∆ ∆

∑
∑ , (7) 

where ,pyr iT∆  and ,i i pyr iq T′η = ∆ ∆  are the pyrolysis temperature interval and the heat release 

capacity of the i-th component. Since ,pyr pyr iT T∆ > ∆  (the pyrolysis temperature interval of a mixture 

is wider than that for an either of the components), the heat release capacity of the mixture (defined 
by Eq. (7)) is lower than the weighted sum of the heat release capacities of the components: 

0,i ii
yη < η∑ . Note, that this conclusion is dissimilar to the additivity assumption used for the heat 

release capacity in Ref. [7]. 

For a binary mixture with 0,1 0,2 1y y+ = , the simplest approximation of a non-additive quantity is 

(see Eq. (4) in Ref. [7]): 

( ) ( )( ) ( )1 2

0,1 1 0,1 2 0,1 0,1 1 21 1y y y yψ = ψ + − ψ + λ − ψ + ψ , (8) 

where the first two terms represent the additive part, and the last term approximates the deviation 
from additivity, which is quantified by parameter λ . This parameter can be regarded as the degree 

of interaction only if Eq. (8) is applied to q′∆  or rν  but not to 10 90%−η  or 50%T . In the latter case, 

parameter λ  is non-zero even in case of independently reacting components. 

RESULTS AND DISCUSSION 

The individual polymers were investigated first, and the results are summarized in Table 2. As 
established in Ref. [12], thermal decomposition of most of the polymers presented in Table 2 is of 
an autocatalytic type. 
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The binary compositions considered in this work include the mixtures of HDPE with PC, PS1.2, 
PET, PVC as well as the mixture of PMMA with PVC. As expected and in agreement with Ref. 
[17], no interaction effects were observed in HDPE-LDPE mixtures. The absence of a visible 
interaction between HDPE and LDPE supports the assumption that the presence of other polymers 
should have a similar effect in the mixture with either HDPE or LDPE. 

Table 2. MCC measurement data for pure polymersa. Pyrolysis in a nitrogen flow at 0.5 K/s 

Polymer q′∆ , MJ/kg rν , – 10 90%−η , kJ/(kg K) 50%T , °C aE , kJ/molb 

Non-charring 

HDPE 41.3±0.1 0 1245 494 229±7 

LDPE 41.5±0.6 0 1012 486 227±7 

PS1.2 33.9±0.3 0 237 429 167±10 

PMMA 24.9±0.2 0 433 393 212±18 

Charring 

PC 20.0±0.2 0.234±0.005 417 533 233±13 

PET 14.3±0.6 0.09±0.03 168 453 217±23 

PVC 13.8±0.2 0.057±0.001 73.9 464 268±50c 

a Average values and standard deviations obtained in several tests 
b Conversion-averaged apparent activation energy evaluated by the iso-conversional method of Friedman 

(see Ref. [12] for details) using three heating rates 0.25, 0.5, and 1.0 K/s. Standard deviation is also given 
c Strong variation with conversion in the multi-step pyrolysis 

  
(a)     (b) 

  
(c)     (d) 

Fig. 1. MCC measurements ( )q Tɺ  for the binary mixtures (solid lines with vertical bars), contributions of the 

individual polymers ( )0,i iy q Tɺ  (dashed lines) and the weighted sum 0,i ii
y q∑ ɺ  (solid line, no bars) at the 

heating rates of 0.5 K/s. Vertical bars show the standard deviation in multiple measurements. 
a) – HDPE-PC; b) – HDPE-PS1.2; c) – HDPE-PET; d) – HDPE-PVC 
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Thermal decomposition of binary mixtures with equal initial mass fractions of the components is 
further represented by the MCC measurement data in Fig. 1 (various component proportions have 
also been investigated). For the HDPE-PC binary mixture (see Fig. 1, a), the maximum deviation 
from the mass-weighted average is observed at 0,iy  = 0.5. In the mixture measurement, the HDPE 

peak is shifted to lower temperatures compared to that in the mass-weighted average at any mixture 
composition, which implies destabilization of HDPE in presence of a sufficiently large amount of 
PC. The PC peak exhibits the same trend at 0,iy  = 0.5. When either component dominates, the heat 

release rate recorded for the mixture is quite close to that predicted by the mass-weighted average. 
For the HDPE-PS1.2 binary mixture (Fig. 1, b), a very strong deviation from the mass-weighted 
average is observed at any mixture composition, and the HDPE peak of the mixture occurs at 
remarkably lower temperatures compared to those in the mass-weighted average. This implies that 
decomposition of HDPE is strongly facilitated by the presence of PS regardless of its amount. This 
observation is in agreement with the results of Ref. [17]. A similarly strong destabilizing interaction 
effects are also observed in Fig. 1, c, for the HDPE-PET binary mixtures. 

The interaction effects in the joint decomposition of HDPE and PVC are not crucial and hardly 
exceed the experimental uncertainty (see Fig. 1, d), although HDPE decomposition is slightly 
delayed in presence of PVC. In spite of the weak interaction in HDPE-PVC mixture, the presence of 
PVC causes a much more pronounced delay of PMMA decomposition. This is clearly visible in 
Fig. 2, which shows that the reaction peak is shifted significantly towards higher temperatures. 
Thus, the stabilizing effect of PVC, albeit of different strength, can be concluded for the binary 
mixtures with PE and PMMA. 

Such a stabilizing effect, demonstrated here by MCC, has already been observed in earlier non-
isothermal (TGA) and isothermal studies (see Ref. [18] and the review in Ref. [4]). In these studies, 
it has been concluded that combination of the radicals produces by both PMMA and PVC may 
produce some cross-linked structures, which are more difficult to destroy. A possible mechanism of 
the stabilizing effect introduced by PVC is also discussed in Ref. [17]. 

Consistent with the above observations, decomposition of the ternary mixture considered in Fig. 3 is 
strongly affected and destabilized by the presence of polystyrene. 

  
Fig. 2. MCC measurements ( )q Tɺ  for the 

50%PMMA+50%PVC binary mixture (see the 
caption in Fig. 1). 

Fig. 3. MCC measurements for the HDPE-PS1.2-PC 
ternary mixture, 0,iy  = 1/3 (see the caption in Fig. 1). 

To formally quantify the degree of deviation from the additivity rule, we evaluate the following 
non-additivity indicator: 

max

0

1 T

add mixtT
q q dT

q
ζ = −

∆ ∫ ɺ ɺ , (9) 
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where addqɺ  is the heat release rate evaluated as the weighted sum of the measured component 

contributions, mixtqɺ  is the heat release rate measured in the mixture, and q∆  = 

( )( )max

0

2
T

add mixtT
q q dT+∫ ɺ ɺ . The value of ζ  was found to be weakly sensitive to the heating rate. 

The above analysis and evaluation of the non-additivity indicator, ζ , indicates a various degree of 
component interaction in mixture decomposition: 

1. Strong interaction in HDPE-PS1.2 ( ζ  = 0.69), HDPE-PS1.2-PC ( ζ  = 0.51), HDPE-PET  

( ζ  = 0.5) and PMMA-PVC ( ζ  = 0.52) mixtures. The shape of the MCC curves is very 
different, and the peak temperatures differ greatly compared to those predicted by the 
weighted sum of the individual component contributions. Decomposition of the most 
flammable component (HDPE or PMMA) is destabilized in HDPE-PS1.2, HDPE-PS1.2-
PC, and HDPE-PET mixtures, and, in contrast, stabilized in the PMMA-PVC mixture. 
Destabilization of the HDPE-PS1.2 mixture observed in this work is qualitatively 
consistent with the conclusions of Ref. [5], where the increased reactivity of PE-PS 
mixture is explained by the attack of radicals coming from the PS. 

2. Moderate interaction is observed in HDPE-PC ( ζ  = 0.42), HDPE-PP ( ζ  = 0.3) mixtures. 
The shape of the MCC curves is qualitatively similar to that predicted by the weighted sum 
of the individual component contributions, albeit some shift of the peaks to lower 
temperature occurs. 

3. The interaction is weak and is of the order of the experimental uncertainty in HDPE-PVC  
( ζ  = 0.27) and PC-PS1.2 ( ζ  = 0.26) mixtures. No interaction in HDPE-LDPE  

mixtures ( ζ  = 0.08). 

Note, that the statistical variation of multiple identical measurements (repeatability error) causes the 
value of ζ  to be below 0.1. Weak, moderate, and strong interactions correspond to ζ  in the ranges 
0.1–0.3, 0.3–0.4, and 0.5–0.7, respectively. The interaction effect can be either stabilizing or 
destabilizing, and it can also be quantified by comparing the median temperatures evaluated for both 

addqɺ  and mixtqɺ . This comparison is presented in Table 3. 

As shown in Fig. 4, a, the integral heat of combustion (which is evaluated as the total oxygen 
consumption in the combustor multiplied by 13.1 MJ/kg O2, see Eqs. (4) and (1)) remains to be the 
additive quantity regardless of the extent of the interaction during the process. Indeed, the MCC 
measurements for the mixtures presented in Fig. 4, a, correspond to the mass-weighted sum of the 
component HOCs, to within the experimental uncertainty. The same conclusion applies to the char 
yield demonstrated in Fig. 4, b. As discussed above, the heat release capacity is the non-additive 
quantity, and the measurement data for the mixtures are well below the mass-weighted values 
(Fig. 4, c), as expected. The measurement data can be approximated by Eq. (8), and the best fit is 
achieved with λ  = 0.25 for HDPE-PVC and λ  = 0.35 for the binary mixtures of HDPE with PET, 
PS1.2, and PC. Data shown in Fig. 4, d, indicate that the deviation from (or agreement with) the 
mass-weighted values of the median temperature is different in the considered mixtures. The 
interaction parameter corresponding to the best fit with Eq. (8) is λ  = -0.03 for HDPE-PC, λ  = 
0.035 for HDPE-PVC, and λ  = 0 for HPDE-PS1.2 and HDPE-PET. 

Alternatively, for the PMMA-PVC mixture, it can be concluded that the solid residual mass fraction 
in mixture pyrolysis is observably greater than the mass-weighted value, and this deviation exceeds 
the experimental uncertainty (see Fig. 5, b). This observation correlates with the measured HOCs in 
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the mixture being lower than the mass-weighted values (see Fig. 5, a). Therefore, the chemical 
interaction between PMMA and PVC, which is quite pronounced in this mixture (see also Fig. 2), 
also facilitates excessive char formation and suppresses volatile production. 

Table 3. Overview of the interaction effects 

Mixture Interaction ζ  
50%T , °C,  

mixture 
50%T , °C, 

weighted sum 
50%T∆ , K 

0.5 K/s 

Strong interaction 

HDPE-PS1.2 Destabilizing 0.69 461 477 –16 

HDPE-PS1.2-PC Destabilizing 0.51 473 488 –15 

HDPE-PET Destabilizing 0.5 477 490 –13 

PMMA-PVC Stabilizing 0.52 419 403 16 

Moderate interaction 

HDPE-PC Destabilizing 0.42 493 500 –7 

HDPE-PP Destabilizing 0.3 477 482 –5 

Weak interaction 

HDPE-PVC Stabilizing 0.27 496 491 5 

PC-PS1.2 Stabilizing 0.26 464 454 10 

HDPE-LDPE Non 0.08 489 489 0 

  
(a)       (b) 

  
(c)       (d) 

Fig. 4. The effect of HDPE mass fraction on flammability properties of the binary mixtures: a) – heat of 
combustion; b) – solid residue mass fraction; c) – heat release capacity (solid lines correspond to Eq. (8) with 

λ  = -0.35 for all the mixtures except HDPE+PVC for which λ  = -0.25); d) – median temperature. 
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CONCLUSIONS 

Binary mixtures of HDPE with a number of most widely produced polymers (LDPE, PET, PS, PC, 
PVC, PMMA), binary mixture of PMMA with PVC, and the ternary mixture composed of HDPE, 
PC, and PS have been studied by means of microscale combustion calorimetry. 

These mixtures are shown to exhibit a various degree of component interaction in mixture pyrolysis. 
The interaction degree was assessed by comparing the shapes of the measured temperature 
dependencies of the heat release rate in volatile oxidation with those for the curves obtained by the 
mass-weighted summation of the individual contributions of the pure polymers constituting the 
mixture. 

  
(a)       (b) 

  
(c)       (d) 

Fig. 5. The effect of PMMA-PVC mixture composition on flammability properties: a) – heat of combustion; b) 
– solid residue mass fraction; c) – heat release capacity; d) – median temperature. 

The strongest interaction was observed in HDPE-PET, HDPE-PS1.2, HDPE-PS1.2-PC and in 
PMMA-PVC mixtures. Decomposition of the most flammable component (HDPE or PMMA) is 
destabilized in HDPE-PS1.2, HDPE-PS1.2-PC, and HDPE-PET mixtures, and, in contrast, 
stabilized in the PMMA-PVC mixture as determined by the shift of the reaction peaks to the lower 
and higher temperatures, respectively. The interaction observed in HDPE-PC mixture is moderate 
albeit it, nevertheless, exceeds the experimental uncertainty. In this interaction HDPE-PC mixture is 
destabilized, while the HDPE-PVC mixture is weakly stabilized. No interaction effects exceeding 
the experimental uncertainty were observed in HDPE-LDPE and PC-PS1.2 mixtures. It can, 
therefore, be concluded that the destabilizing interaction occurs between PE and PS, while the 
presence of PVC has the stabilizing effect. 

Except for PMMA-PVC mixtures, in all binary mixtures considered in this work the heat of volatile 
combustion and the char yield were found to be additive quantities and varied almost linearly with 
the variation of the component mass fractions. Dissimilar to that, the PMMA-PVC mixtures 
produced a higher amount of charring residue and a lower heat of combustion of volatiles compared 
to the component-based predictions assuming additivity. 
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ABSTRACT 

In a wildland fire, the thermal decomposition of biomass supports the burning of wildland material, while 
the pyrolysis of shallow soil has a considerable impact on the underground smoldering. So far, the 
interaction between biomass and shallow soil has been scarcely studied. This work presents an effort on 
this problem. The thermal behaviors of pine needle, pine bark, pine branch, shallow soil and their 
mixtures are investigated using a thermogravimetric analyzer under nitrogen and air atmospheres. The 
calculated TG curves of the forest combustible mixtures, obtained with the mixing ratios and 
experimental data of individual materials, agree well with the experimental data. This indicates that the 
interaction among biomass and shallow soil mixture is negligible under nitrogen and air atmospheres. The 
deviation parameter and the deviation of residue yield between the calculated and experimental curves are 
used to evaluate the influence of interactions on the organic and inorganic components, respectively. The 
calculated lower values of these parameters (<3%) confirm insignificant effect of interaction between 
biomass and shallow soil on pyrolysis and combustion. In addition, results further indicate that the effect 
of interactions on the thermal decomposition of the organic component is closely associated with the 
atmosphere and mixing ratio, while the effect on inorganic component has no perceptible relationship 
with these two factors. A kinetic model, involving nth-order independent parallel reactions, is applied to 
verify the reliability of the evaluation result. The pyrolysis rate of biomass is considered as the sum of the 
three pseudo-components, namely cellulose, hemicellulose, and lignin. While in the pyrolysis of shallow 
soil, the three pseudo-components are composed of labile, intermediate, and stable organic materials. The 
major mass loss of single material in combustion is interpreted as the sum of the parallel reactions of the 
above three pseudo-components as well as char. The theoretical TG curves of the mixtures, based on 
mixing ratio and kinetic parameters of individual materials, are in good agreement with experimental 
data, which also suggests an insignificant interaction effect on pyrolysis and combustion. 

KEYWORDS: Thermal decomposition, wildland material, interaction, kinetic analysis. 

NOMENCLATURE 

A  frequency factor (1/min) 
E  activation energy (kJ/mol) 

( )f α reaction function 

m  sample mass (mg) 
n  reaction order 
r  fraction of component 
R  gas constant (8.314 J/(mol·K)) 
T  temperature (K) 
t  time (min) 

Greek 
α  conversion 
β  heating rate (K/min) 

Subscripts 

0  initial value 
∞  final value 
i  number of components 
j  number of experimental runs 
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k  number of data points in each run 

INTRODUCTION 

In a wildland fire, the thermal decomposition of biomass supports the burning of wildland material, 
while the pyrolysis of shallow soil has a considerable impact on the underground smoldering. So 
far, there have been numerous reports on the thermal decomposition of biomass or soil separately 
[1-4]. Niu and Liu [2] established a consistent kinetic scheme with the same proportions of three 
pseudo-components to simulate the pyrolytic reactions in pyrolysis and combustion of pine branch. 
Chen et al. [3] simulated peat pyrolysis using stages of moisture evaporation and organic matter 
pyrolysis (which consists of pyrolysis of hemicellulose, cellulose, and lignin), and also simulated 
combustion processes with a scheme containing moisture evaporation and two consecutive 
reactions. Kučeríka et al. [4] divided the soil organic material thermal stability into three categories: 
labile, intermediate, and stable, linking with contents of clay, bound water, organic carbon and 
nitrogen. 

The major organic components of biomass include cellulose, hemicellulose, and lignin. The fraction 
of the inorganic ash varies from less than 1% in softwoods to 15% in herbaceous biomass and 
agricultural residues [5]. Soil organic matter contains carbohydrates, proteins, lipids, phenol-
aromatics, protein-derived and cyclic nitrogenous compounds, and some still unknown compounds 
[6]. The inorganic content of duff and soil below forest ground surface increases with the increment 
of depth [7]. The organic composition of shallow soil is different with that of plants. At the same 
time, shallow soil generally contains more inorganic proportion than biomass. Shallow soil and 
plants are in close contact under natural conditions, which may cause interactions among them when 
suffering from a wildland fire. Among the limited studies, Giudicianni et al. [8] reported that the 
presence of inorganic elements significantly affects the pyrolysis behaviours of A. donax canes, in 
terms of characteristic temperatures and products yields. Yang et al. [9] detected an obvious 
catalytic effect of K2CO3 on the pyrolysis of palm oil wastes by analyzing the peak value of mass 
loss rate, while most of the other mineral additives have a negligible influence. Nevertheless, the 
interactions between biomass and shallow soil have been scarcely studied. 

The objective of this work is to evaluate the interactions between biomass and shallow soil under 
nitrogen and air atmospheres by analyses of organic and inorganic components. The reliability of 
the evaluation method is verified by kinetic calculations and experimental data. 

EXPERIMENTAL 

Sample 

The materials used in this work include pine needle (pn), pine bark (pb), pine branch (pbr), shallow 
soil (ss) and their equal-proportion mixtures consisting of two or three components (pn-ss, pb-ss, 
pbr-ss, pn-pb-ss, pn-pbr-ss, and pb-pbr-ss). The forest combustible materials were collected in the 
Great Khingan, northeast of China. The biomass samples (pn, pb, pbr) were obtained from living 
Pinus Sylvestris to prevent from being polluted or mixed with impurities. The shallow soil (ss) 
containing humus and black soil was collected at a depth of 0~5 cm from the ground surface. Before 
formal sampling, the litter above the shallow soil was removed. The raw samples were dried at 
75 °C for 24 h in an electric oven. Prior to thermogravimetric tests, samples were milled to powder 
(less than 125 μm in size).  
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Ultimate analysis 

The ultimate analysis of four single samples was performed by an Elementar vario EL cube, and the 
results are shown in Table 1. Before oxygen analysis of shallow soil, demineralization of shallow 
soil was conducted by stirring the flour in 1M HCl at room temperature for 24 h. After filtration, the 
sample was washed with distilled water repeatedly until the pH of the supernatant became neutral. 
This procedure was repeated twice, and the processed sample was dried at 75 °C for 24 h.  

Table 1. Ultimate analysis results of samples 

Material N (%) C (%) H (%) O (%)  

Pine needle (pn) 1.33 51.30 7.01 37.51  

Pine bark (pb) 0.35 52.44 6.37 38.13  

Pine branch (pbr) 0.43 47.64 6.85 40.15  

Shallow soil (ss) 1.30 28.82 3.84 26.12a  

aDemineralized.  

Pyrolysis and combustion experiments 

A Netzsch thermobalance model STA 449F3 was employed for thermogravimetric (TG) 
experiments. The samples were evenly distributed over the crucible with the initial mass of 7.5~8.5 
mg and 2~3 mg under nitrogen and air atmospheres, respectively. Dynamic experiments were 
carried out at heating rates of 5, 10, 15, 20 and 30 K/min, from room temperature up to 800 °C. The 
flow rate of sweeping gas was 100 ml/min. Some runs were repeated to check the repeatability of 
the tests under the same conditions. 

Kinetic analysis 

In the present work, a multi-component model is used to simulate the thermal decomposition of the 
forest combustible materials. If a pseudo-component i  goes through an n -order reaction, the 
decomposition rate (DTG) can be expressed by 

( ) ( ) ( )exp 1 in
i i i id dT A E RTα = β − − α , (1) 

where A  is the pre-exponential factor, E  is the activation energy, n  is the reaction order, 
dT dtβ =  is the heating rate and R  is the gas constant. The conversion fraction iα  is expressed as 

( ) ( )0 0i i i i im m m m ∞α = − − , (2) 

where the subscripts "0" and " ∞ " respectively denote the initial and final masses of the sample. 

The total conversion is thus formulated as 

i i
i

rα = α∑ , (3) 

where ir  represents the fraction of component i  ( 1ir =∑ ).  

By using the experimental data, the genetic algorithm (GA) is applied for kinetic analysis of 
individual fuels. The objective function is defined as Eq. (4) to minimize the differences between 
experimental and theoretical mass loss rate curves. 
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( ) ( ) xp
e 100% max

E

j j j
j

D v S Z N d dT j= ⋅ − − α 
 ∑ . (4) 

Here, j  is the number of experimental runs, jZ  is the number of data points on the -thj  

experimental curve, jN  is the number of independent parameters to be determined, and jS  is 

expressed by 

( )( ) ( )( )
2

xp

, ,
k

E Cal
j

j k j k
S d dT d dT= α − α 

  ∑ , (5) 

where k  is the number of data points in each run. The superscripts Exp  and Cal  denote the 
experimental and simulated values, respectively. Experimental data at heating rates of 5, 10, 15, 20 
and 30 K/min are simultaneously applied to the optimization calculations in order to overcome the 
kinetic compensation effects. The GA codes in MATLAB are used to perform the search. 

RESULTS AND DISCUSSION 

Thermogravimetric analysis of individual materials 

Pyrolysis and combustion experiments: The normalized DTG curves for individual fuel obtained 
at different heating rates follow similar trends under nitrogen and air atmospheres. The DTG curves 
at the constant heating rate of 10 K/min are shown in Fig. 1. At temperatures lower than about 
373.15 K, the small mass loss of the samples is attributed to moisture evaporation. As indicated in 
Fig. 1(a), the pine needle starts to decompose earlier at a temperature slightly below 400 K, 
followed by pine bark, pine branch and shallow soil. Comparing the DTG peaks of the different 
samples shows that the shallow soil has the widest peak temperature range. As shown in Fig. 1(b), 
under oxidative atmosphere, two stages are distinguished in the DTG curves for biomass fuels. The 
first stage in the range of 400~650 K is caused by the combination of total decomposition of 
hemicellulose and cellulose and partial decomposition of lignin, and the second one in the range of 
650~800 K corresponds to the decomposition of the remaining lignin and char oxidation, leaving 
behind only ash [14]. The mass loss rate of the shallow soil increases sharply from about 450 K, and 
then reaches the maximum at around 590 K. This peak temperature is close to the first peak 
temperature of biomass fuels. After that, the mass loss rate drops to a platform and then decreases 
again. As shown in Table 2, the residual proportions of biomass fuels are lower than that of shallow 
soil in pyrolysis and combustion. 

300 400 500 600 700 800 900 1000 1100

0.000

0.002

0.004

0.006

0.008

M
as

s 
lo

ss
 r

at
e 

(1
/K

)

Temperature (K)

 pn  N2 10 K/min

 pb  N2 10 K/min

 pbr N
2
 10 K/min

 ss   N
2
 10 K/min

300 400 500 600 700 800 900 1000 1100

0.000

0.002

0.004

0.006

0.008

M
as

s 
lo

ss
 r

at
e 

(1
/K

)

Temperature (K)

 pn  Air 10K/min
 pb  Air 10K/min
 pbr Air 10K/min
 ss   Air 10K/min

 



Proceedings of the Ninth International Seminar on Fire and Explosion Hazards (ISFEH9) 

1138 

(a)                            (b) 

Fig. 1. Experimental DTG curves of single materials in (a) pyrolysis and (b) combustion at the heating rate of 
10 K/min. 

Table 2. Residual fraction of TG experiment under nitrogen and air atmospheres 

Residual fraction (%) pn pb pbr ss  

N2 18.72±0.29 25.35±0.56 19.63 ±0.10 57.93±0.63  

Air 2.63±0.73 3.58±0.13 2.88±0.29 42.56±1.00  

Multi-step devolatilization mechanism of single materials: The three-step devolatilization 
mechanism for the volatile fractions of the pseudo-components, hemicellulose, cellulose, and lignin, 
is applied to describe the dynamic thermogravimetric curves of the biomass fuels under nitrogen 
atmosphere. For shallow soil pyrolysis, the three-step kinetic model is interpreted as the reactions of 
labile, intermediate and stable organic materials. The char oxidation is simulated as the fourth 
reaction in combustion of biomass fuels and shallow soil. The calculated kinetic parameters of the 
individual materials under nitrogen and air atmospheres are listed in Tables 3 and 4. Here, the char 
fraction under air atmosphere is expressed as 

 ( ) ( )100char nitrogen air airr residue residue residue= − −  (6) 

while the other parameters are determined by the GA method. The eD v  values lie within the range 
of 2.30~3.24%, suggesting good fit between the theoretical and experimental DTG data. The 
simulated curves of shallow soil at the heating rate of 10 K/min are presented in Fig. 2, for which 
the data of dehydration stage have been removed since the focus of this work is on the thermal 
decomposition reaction. As shown, the theoretical DTG curves are in good agreement with the 
experimental ones. For the figures in this work, the sub-reactions 1~4 are defined as the thermal 
decomposition of hemicellulose, cellulose, lignin, and char for biomass materials. While for shallow 
soil, the four corresponding pseudo-components are labile, intermediate, stable organic materials 
and char, respectively. 

Table 3. Optimal solutions of kinetic parameters in pyrolysis 

Material Component E  (kJ/mol) lg A  [lg (min-1)] n  r  (%) eD v  (%) 

pn Hemicellulose 68.40 6.21 2.30 44.94 2.93 

 Cellulose 163.33 13.58 1.19 32.35  

 Lignin 195.75 14.77 4.85 22.71  

pb Hemicellulose 94.46 8.75 2.22 42.71 2.76 

 Cellulose 187.47 15.51 2.79 35.88  

 Lignin 184.17 12.63 9.77 21.41  

pbr Hemicellulose 92.29 8.40 2.80 44.99 2.78 

 Cellulose 179.87 14.83 1.47 36.18  

 Lignin 191.25 14.16 9.82 18.83  

ss Labile organic materials 96.09 8.82 3.48 33.94 2.93 

 Intermediate organic materials 207.04 18.41 3.46 16.59  
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 Stable organic materials 192.13 15.42 9.65 49.47  

Table 4. Optimal solutions of kinetic parameters in combustion 

Sample Component E  (kJ/mol) lg A  [lg (min-1)] n  r  (%) eD v  (%) 

pn Hemicellulose 86.09 8.40 2.55 29.95 2.46 

 Cellulose 147.63 12.77 1.55 36.13  

 Lignin 158.85 12.27 2.96 17.40  

 Char 196.18 13.90 1.00 16.52  

pb Hemicellulose 92.32 8.82 2.79 30.38 2.46 

 Cellulose 160.34 13.85 2.67 35.73  

 Lignin 178.74 13.09 2.23 11.32  

 Char 152.74 10.32 0.90 22.57  

pbr Hemicellulose 85.24 7.96 2.56 30.13 2.30 

 Cellulose 147.42 12.67 1.23 36.71  

 Lignin 161.71 12.32 2.97 15.92  

 Char 174.08 12.29 1.08 17.24  

ss Labile organic materials 109.25 10.23 2.51 22.82 3.24 

 Intermediate organic materials 162.35 14.04 2.74 35.01  

 Stable organic materials 165.43 12.85 2.96 15.41  

 Char 158.26 11.47 2.58 26.76  
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(a)                            (b) 

Fig. 2. Theoretical and experimental DTG curves of shallow soil in (a) pyrolysis and (b) combustion at the 
heating rate of 10 K/min. 

Thermogravimetric analysis of mixtures 

Calculated and experimental curves: We calculate TG curves of mixtures by a weighted sum of 
experimental curves of individual materials and then compare the calculated curves with the 
experimental data in Fig. 3. The results suggest that there is no obvious interaction between biomass 
and shallow soil during pyrolysis and combustion. As shown in Table 5, the residual fractions of 
blends are in range of 32.47 ~ 41.44% for pyrolysis, and 15.67 ~ 23.94% for combustion. As 
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indicated, under a certain atmosphere, the residue mass fractions for two-component mixtures are 
higher than those for three-component mixtures. In other words, the residual mass fractions increase 
with the decrease of biomass proportion. 
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                                            (c)                  (d) 

Fig. 3. Comparison between calculated and experimental TG curves for mixtures heated at 10 K/min in 
pyrolysis and combustion. 

Table 5. Residual fraction of mixtures under nitrogen and air atmospheres 

Residual fraction 
(%) 

pn-ss pb-ss pbr-ss pn-pb-ss pn-pbr-ss pb-pbr-ss 

N2 37.88±0.23 41.44±0.92 37.78±0.77 33.76±0.43 32.47±0.57 33.83±0.19 

Air 21.78±1.19 23.30±2.84 23.94±0.77 16.13±1.07 16.16±1.80 15.67±1.70 

 
Quantitative method of interaction assessment: Usually, single-point values of TG or DTG 
curves (such as peak mass loss rate, peak temperatures, and product yield) were used to evaluate the 
influence of interactions on the thermal decomposition of mixtures [8-12]. A more reasonable 
quantitative method is by using a quantity that reflects the overall feature of the curves. For 
example, by using the root mean square (RMS) value of relative error in prediction of fractional 
residue, Sadhukhan et al. [13] revealed that there were no synergistic effects between coal and 
biomass. In this work, a similar quantitative approach is used to assess the interaction effect among 
mixtures. The parameter eD v  (Eq. (4)) and the deviation of unreacted mass between the calculated 
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and experimental curves are used to evaluate the influence of interactions on organic and inorganic 
components, respectively. As shown in Fig. 4, among all the tests, a maximum eD v  of 2.63% is 
reached for pb-ss under air atmosphere. For this mixture, all the calculated and experimental results 
are in good agreements (see Fig. 5). Besides, a maximum residue∆  of 1.17% is reached for pbr-ss 

under air atmosphere.  

The calculated low parameters of eD v  and residue∆  (<3%) also indicate insignificant effect of 

interaction between biomass and shallow soil on pyrolysis and combustion. In addition, the effect of 
interactions on the thermal decomposition of organic component is closely associated with the 
atmosphere and mixing ratio: interaction under air is more significant than that under nitrogen, and 
the interaction is generally enhanced with higher shallow soil content. However, there is no obvious 
relationship between these two factors and the effect on the inorganic component. 
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(a)                               (b) 

Fig. 4. Quantitative evaluation of interaction effect among mixtures under (a) nitrogen and (b) air atmospheres. 
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Fig. 5. Comparison between calculated and experimental DTG curves for pb-ss in combustion. 

Theoretical and experimental curves: In the previous section, the multi-step devolatilization 
mechanism is used to obtain the kinetic parameters of single materials. Here, the theoretical curves 
of individual materials are summed, based on the mixing ratio, to predict the DTG curves of the 
mixtures. The eD v  values of biomass-shallow soil mixture vary in the range of 2.53~3.92%, which 
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implies that the theoretical and experimental DTG curves have good agreement, and the materials 
undergo thermal decomposition independent of each other. This verifies the applicability of the 
model for predicting the pyrolysis and combustion behavior of the biomass-shallow soil mixture 
without losing any generality [13, 14]. 

The maximum eD v  of 3.92% corresponds to the combustion processes of pb-ss, for which the 
theoretical and experimental DTG curves of this mixture are indicated in Fig. 6. The curves for the 
sub-reactions of pine bark and shallow soil are also plotted. The good comparison between 
theoretical and experimental DTG curves also suggests an insignificant effect of the interactions on 
pyrolysis and combustion.  
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(a)                                  (b) 

Fig. 6. Comparison of theoretical and experimental curves of pb-ss at the heating rate of 10 K/min under (a) 
nitrogen and (b) air atmospheres. 

CONCLUSIONS 

In this work, the interactions between biomass and shallow soil are studied to promote the 
understanding of thermal decomposition of forest combustible mixtures when suffering from a 
wildland fire. A quantitative method is applied to compare the calculated and experimental curves, 
in which the parameters eD v  and residue∆  are used to evaluate the influence of mixing on 

organic and inorganic components, respectively. A kinetic method is used to check the reliability of 
this assessment method. The interaction under different conditions can be examined by using this 
quantitative method. The results show that the interaction between biomass and shallow soil has an 
insignificant effect on pyrolysis and combustion. In addition, the effect of interactions on thermal 
decomposition of the organic component is closely associated with the atmosphere and mixing ratio: 
interactions under air are stronger than that under nitrogen, and the interaction is generally enhanced 
with higher shallow soil content. However, the effect on thermal decomposition of the inorganic 
component is hardly related to these two factors. The residual fractions of blends increase with the 
increase of the shallow soil proportion of blend under a certain atmosphere. 
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ABSTRACT 

To study the effect of coal particle size on the activation energy of coal oxidation reaction in different 
oxidation stages, the experimental equipment of temperature-programmed tests was adopted. To 
determine the relationship between oxygen consumption rate and gas products, the temperature was 
explored in the low-temperature oxidation stage of coal samples with different particle sizes. The critical 
temperature point for coal samples of different particle sizes was obtained by analyzing the change rule of 
gas product and oxygen consumption rate with temperature, and dynamic analysis was carried out on this 
basis. Establishing an Arrhenius formula between the oxygen consumption rate and the coal temperature, 
the apparent activation energy equation was obtained from the logarithmic treatment method. The linear 
regression on straight line gradient of the equation was analyzed and the apparent activation energy for 
the low temperature oxidized coal sample was calculated. The results showed that the particle sizes 
affected the apparent activation energy, and the larger the particle size was, the larger the activation 
energy was. However, the coal samples with a particle size of 5–7 mm had the maximum apparent 
activation energy before the critical temperature. Compared with other particle sizes, the coal sample of 
this particle size did spontaneously combust easily. 

KEYWORDS: Coal oxidation, oxygen consumption, critical temperature, dynamic analysis, 
spontaneous combustion. 

NOMENCLATURE 

A Pre-exponential factor s-1 
Aad Ash content air-dried basis % 
E Apparent activation energy kJ mol-1  
FCad Fixed carbon content air-dried basis % 
L Height of coal sample cm  
Mad Moisture content air-dried basis % 
n Reaction order dimensionless 

Q Air supply volumetric flow rate mL/s 
R Universal gas constant 8.314 J mol-1 K-1 
S Test tube sectional area cm2 
T Temperature °C 
Vad Volatile matter content air-dried basis % 
Vm Volume of the experimental coal sample 
cm3 

INTRODUCTION 

As an economical and low-cost energy source, coal accounts for the largest share of global 
electricity production. However, spontaneous combustion of coal has been, and continues to be, a 
major threat associated with the extraction and storage of coal. Once this happens, it can cause 
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major problems, such as huge losses of coal resources, environmental damage, and death [1-3]. In 
underground coal mining, spontaneous combustion usually occurs in concealed areas, such as 
inaccessible gobs. Research on the characteristics of spontaneous combustion is useful for 
monitoring and assessing the severity of coal fires, as well as preventing and controlling them. 

The low-temperature oxidation reaction is complex and varies with the temperature [4-6]. The 
spontaneous combustion tendency of coal reflects the easy degree of coal spontaneous combustion 
and the low-temperature oxidation characteristics [7, 8]. Coal oxidation is an irreversible 
exothermic process, and the reaction rate increases with increasing temperature [9-12]. To predict 
this critical temperature, numerous methods have been established, such as adiabatic oxidation, 
temperature programmed and exponential gas growth rates. In recent years, the influence of particle 
size on combustion reactions has received increasing attention. Some scholars have studied this 
effect in the study of coal spontaneous combustion. The effects of coal particle size on kinetic 
parameters (apparent activation energy, reaction rate), exothermic intensity and oxygen 
consumption rate in coal oxidation and pyrolysis have been studied [13-16]. 

At present, many scholars are carrying out kinetic analysis of coal samples with different degrees of 
metamorphism by using thermal analysis experiments, and testing the effects of various influencing 
factors such as oxygen concentration, particle size and heating rate on activation energy [17-23]. 
Gao conducted a simultaneous thermal analyzer (STA) experiment to explore the relationship 
between the apparent activation energy of coal and heating rate and oxygen concentration. The 
bituminous coal samples were analyzed using a simultaneous thermal analyzer [24]. Wang studied 
the mass gain of coal oxidation observed by thermogravimetric analysis. Thermogravimetric 
infrared and thermogravimetric in-situ infrared experiments were carried out on a typical Jurassic 
coal in western China, and the kinetics and mechanism of coal oxidation were determined [25, 26]. 
The scholars mentioned that the above used fewer coal samples, and the critical temperature was 
used as a key temperature point for coal in the low-temperature oxidation stage; there were few 
macroscopic experiments near this temperature point. Therefore, it is meaningful to perform a 
segmentation calculation of the activation energy of the low-temperature oxidation process of coal 
with the critical temperature as the segmentation point. 

In this paper, the critical temperature of coal spontaneous combustion was measured by the 
temperature-programmed experimental system. The gas products of different particle sizes were 
obtained, and the apparent activation energy was calculated. The relationship between particle size 
and coal spontaneous combustion tendency was obtained, and the spontaneous combustion tendency 
of coal in different coal seams was studied. 

EXPERIMENTAL 

Coal sample preparation 

The coal samples of the 2-2mid and 3-1 coal seams in Wantugou coal mine were selected as long-
flame coal samples. The samples were divided into two groups. Each group was pulverized in the 
air, and the coal was screened according to the five particle sizes of 0–0.9, 0.9–3, 3–5, 5–7, 7–10 
mm. Each of the five particle sizes was screened at 1.2 kg, and each particle size was used to 
complete the experiment with 1.0 kg; the remaining 200 g was composed of the mixed coal sample. 
Coal quality was established by proximate and ultimate analyses, the results (Table 1) are presented 
on an air-dried basis. 

Experimental apparatus 

A self-designed temperature-programmed experimental system was employed to investigate the 
characteristics of coal spontaneous combustion during the decaying process. The experimental 
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system consisted of three parts: gas supply system, temperature-programmed system, and gas 
sample analysis system. The gas supply system can provide a variety of oxygen content of the 
carrier gas for the oxidation of coal. The temperature-programmed system consists of an oven, a 
sample reactor and a thermocouple sensor inserted into the center of the reactor. The inner surface 
of the oven is insulated with asbestos and stainless material. The sample reactor is a cylindrical 
body with a diameter of 9.5 cm and a length of 25 cm. Before entering the sample reactor, the 
carrier is preheated by a long curved copper tube. Gas sample analysis systems include gas 
chromatograph and computer. Figures 1 (a) and (b) show the schematic of the reactor. 

 

Fig. 1. Temperature-programmed experimental system: (a) overall picture and (b) reactor enlargement. 

At the beginning of the experiment, the coal sample was first put into the reactor, and then into the 
heating box to connect the gas path which was open to the air pump, the flow rate to 120 mL/min, 
ventilation started to pick up an hour later, the heating rate 0.3 °C/min. Since 30 °C, using gas 
chromatograph analysis of gas composition, every 10 °C temperature interval of half an hour to 
receive gas analysis, the end of the experiment temperature was 170 °C. A total of 15.0 gas 
extraction analyses were conducted. Then the heating was stopped. Finally, the gas source was 
closed, and the experiment was finished. 

Table 1. Analysis of coal quality of experimental coal samples 

Sample Mad (%) Aad (%) Vad (%) FCad (%) 

2-2mid 6.44 6.45 29.60 57.51 

3-1 8.73 7.23 47.43 42.61 

RESULTS AND DISCUSSION 

CO gas analysis 

CO gas was selected as the index gas for different stages of the low-temperature oxidation process 
of coal. It can be seen from Fig. 2(a) that the CO emission of coal samples with different particle 
sizes in the 2-2mid coal seam at normal temperature was almost the same. With the increase in 
temperature, the release amount of CO gas had a large change, and the gas release amount was 
measured at 170 °C. The gap was exceptionally obvious, and the law was that as the particle size 
increased, the amount of CO gas released decreased, while the amount of CO gas released from the 
sample was moderate. The CO gas generated by different particle sizes on coal samples showed two 
mutations during the heating process. The first abrupt temperature changed with the particle size, 0–
0.9 mm particle size, 0.9–3 mm particle size. The temperature point of the mixed sample was 60 °C, 
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the temperature point of the particle diameter of 3–5 mm was 70 °C, and the temperature point of 
the particle diameter of 5 to 7 mm and 7–10 mm was 80 °C, which indicated that the larger the 
particle size, the first abrupt temperature. The later the hysteresis, the temperature of the abrupt was 
the critical temperature of the coal sample. After the critical temperature, the growth rate of CO gas 
was significantly higher than the critical temperature, and the second abrupt temperature occurred. 
120 °C, which indicated that the temperature was the dry cracking temperature of the coal sample; 
the gas growth rate was close to exponential growth after this temperature point. 
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(a)                                                                                 (b) 

Fig. 2. CO gas and temperature curve of coal sample: (a) different particle sizes and (b) different coal seams. 

C2H4 gas analysis 

C2H4 gas was selected as the index gas to assist in the different stages of low-temperature oxidation 
of coal. It can be seen from Fig. 3(a) that the C2H4 gas produced by the coal samples with different 
particle sizes of the same coal seam increased with the increase of temperature. At the same 
temperature point, as the particle size increased, the amount of gas released was less, and the 
mixture was mixed. The amount of gas released was at a moderate level. The gas appears at a 
temperature point of 80 to 100 °C; the law is that the temperature point lags with the increase of the 
particle size, while the mixed sample is in the centered position. Moreover, the growth rate of the 
gas before the cracking temperature was relatively slow; the cracking temperature shows an 
exponential growth. 

It can be seen from Fig. 3(b) that under the condition that the particle size is the same as the mixed 
sample, the amount of C2H4 gas released by the 3-1 coal sample was larger than that of the coal 
sample of 2-2mid, and the temperature at which the gas was generated was also earlier than that of the 
coal in 2-2mid. Similarly, the temperature point at which the gas amount was abrupt was also delayed 
by 10 °C in the 2-2mid coal sample. 

Analysis of the oxygen consumption rate 

The gas source used in this experiment was air, so the oxygen concentration at the inlet of the coal 
sample tank was 21 vol.%, and the oxygen concentration at the outlet could be measured by gas 
chromatography, so that the oxygen consumption rate of the coal sample can be calculated and the 
temperature was obtained by law of change. 

The oxygen consumption rate of the coal sample in the sample reactor is expressed by Eq. (1): 

l��< � ¦�§�?¥� ∙ �� �§�©�§�� � ¦�§�?ªo ∙ �� �§�?�§��  (1) 
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where	lQ20 ��! is the average rate of oxygen consumption per unit volume of coal sample in fresh air 
current, mol/(cm3·s)；�«�< 	is the oxygen concentration in fresh airflow, �«�<  = 9.375×10-6 mol/mL; Q 
is the air supply volume, mL/s; S is the test tube sectional area, cm2; L is the height of coal sample, 
cm;	��21 , �«�1  is the oxygen concentration at the inlet and outlet of the coal sample, �«�$  = �«�1  = 
9.375×10-6 mol/mL; Vm indicates the volume of the experimental coal sample, cm3. 
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(a)                                                                                 (b) 

Fig. 3. C2H4 gas and temperature curve of coal sample: (a) different particle sizes (b) different coal seams. 

According to Eq. (1), curves of oxygen consumption rates with different particle sizes and coal 
types can be obtained. 
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(a)                                                                                          (b) 

Fig. 4. Oxygen consumption rate and temperature curve of coal sample: (a) different particle sizes and 
(b) different coal seams. 

It can be seen from Fig. 4(a) that the oxygen consumption rate of coal samples with different 
particle sizes of the same coal seam increased with the increase of temperature. When at the same 
temperature point, the law showed that the oxygen consumption rate was lower as the particle size 
increased, and the oxygen consumption rate of the mixed sample was at a higher level. Before the 
critical temperature, the oxygen consumption rates of different particle sizes were not much 
different. At the critical temperature, the oxygen consumption rate demonstrated the first mutation, 
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and after the critical temperature, its growth rate increased significantly. At the cracking 
temperature, the second abrupt temperature occurred, and then the rate of oxygen consumption 
showed exponential growth. 

It can be seen from Fig. 4(b) that when the particle size was mixed, the oxygen consumption rate of 
the 3-1 coal seam was substantially larger than that of the 2-2mid coal seam, because the dry cracking 
temperature of the 3-1 coal seam was greater than the coal seam of 2-2mid, so at 130 and 140 °C, the 
oxygen consumption rate of the 3-1 coal seam was less than 2-2mid coal seam. 

By analyzing the change law of CO and C2H4 gas and oxygen consumption rate with temperature, 
the critical temperature point was obtained, and the dynamic analysis was carried out by dividing 
the stage. 

Oxidation kinetics analysis 

During the spontaneous combustion of coal, the surface of the coal body is chemically adsorbed and 
oxidized by oxygen molecules, releasing many gases and a large amount of heat. 

Coal + O2 → mCO + gCO2 + other products 

According to the reaction rate calculation method and the Arrhenius equation, the reaction rate 
obeys the first-order Arrhenius equation, and Eq. (2) is obtained as follows: 

l����! � G���£ 0�¬ m� ®¯°±s (2) 

where l����! is the actual oxygen consumption rate, mol/(cm3∙s); A is the pre-exponential factor; Ea 
is the activation energy; and R is the gas constant, R=8.314 J/(mol∙K), n is the reaction order, taking 
n = 1; �«�  indicates the oxygen content in the reaction gas, mol/cm3. 

Combining Eqs. (1) and (2), the formula for calculating the oxygen consumption rate and activation 
energy can be determined: 

l��< ��! � G���< 0�¬ m� ®¯°±s (3) 

Further, simplifying the formula in Eq. (3), that is, taking the logarithm on both sides: 

Ln l��< � lnG � ln���< � ®¯°± (4) 

Finishing up: 

ln ¤µ�?�µ�? �� ®¯°± � lnG (5) 

It can be seen from the formula that in the Cartesian coordinate system, ln(l��< /���< ! is the ordinate 
and 1/T is the abscissa, and the data can be fitted to a straight line. The slope of the line can be used 
to calculate the apparent activation energy. By taking the different particle sizes of the same coal 
seam and the oxygen consumption rate of different coal seam samples into the above formula, the 
apparent activation energy of the coal sample can be obtained. Since the apparent activation energy 
of coal samples before and after the critical temperature was quite different, the Arrhenius curves of 
different coal seams and different particle sizes before and after the critical temperature are, 
respectively, fitted, as shown in Figs. 5 and 6. 

According to the above fitting curve, the activation energies corresponding to the critical 
temperatures of different coal samples are summarized as given in Table 2. 
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Fig. 5. ln(v·�< /C·�< ! and 1/T relative curves of mixed coal seams: (a) 2-2mid coal sample mixed sample and (b) 
3-1 coal sample mixed sample. 

Table 2 Apparent activation energy of different coal samples 

Coal sample number Critical temperature, °C E1, kJ/mol E2, kJ/mol 

0–0.9 60.0 17.06 29.57 

0.9–3 60.0 23.25 37.46 

3–5 70.0 27.40 41.28 

5–7 80.0 34.97 41.75 

7–10 80 33.44 44.63 

2-2mid mixed sample 60 21.70 35.22 

3-1 mixed sample 70 15.95 30.61 

It can be seen from Table 2 that with the increase of the particle size of the coal sample, the 
apparent activation energy before the critical temperature basically shows an increasing situation, 
which is because the smaller the particle size of the coal sample, the specific surface area of its 
reaction with oxygen. The larger, the more active coal molecules were exposed at the same time, so 
the easier it was to react with oxygen, which, in turn, generated more heat and accelerated the 
reaction. The apparent activation energy after the critical temperature also showed that the apparent 
activation energy increased as the particle size increased. That mentioned above was because, after 
the critical temperature, the macromolecular structure in the coal body accelerated the fracture, 
increasing the number of active groups. In addition, the larger the particle size, the smaller the 
specific surface area, and the less likely it was to react with oxygen. The apparent activation energy 
after the critical temperature was much larger than before the critical temperature, because the 
reaction before the critical temperature consumed a large amount of unstable reactive functional 
groups in the coal molecules, and the critical temperature requires a more stable functional group 
structure. Therefore, the reaction was more difficult than before. The apparent activation energy 
required for the mixed reaction was less because the mixed sample contained all the particle 
diameters, and its specific surface area was relatively large, and its reaction with oxygen was 
relatively easy to occur. At the same time, under the same coal quality conditions, the particle size 
of 5–7 mm in the early stage of the reaction showed a difference: it was the critical particle size. 
Accordingly, the apparent activation energy required was the largest. 



Part 6. Material Behavior in Fires 

1151 

0.0022 0.0024 0.0026 0.0028 0.0030 0.0032 0.0034

-9

-8

-7

-6

-5  Before the critical temperature

 After the critical temperature

y = -3557.4x + 2.4672
       R2 = 0.9578

y = -2052.8x - 2.4704
       R2 = 0.9928

l
n
(
v
o
2
/
C
o
2)

1/T  

0.0022 0.0024 0.0026 0.0028 0.0030 0.0032 0.0034

-10

-9

-8

-7

-6

-5  Before the critical temperature

 After the critical temperature

y = -4506.7x + 4.643
      R2 = 0.9808

y = -2797.2x - 0.8287
         R2 = 0.9998

ln
(v

o
2
/C

o
2
))

1/T
 

(a)                                                            (b) 

0.0022 0.0024 0.0026 0.0028 0.0030 0.0032
-11

-10

-9

-8

-7

-6

 Before the critical temperature

 After the critical temperature
y = -4966.3x + 5.6396
        R2 = 0.9873

y = -3296.4x + 0.215
       R2 = 0.9949

ln
(
v o

2
/C

o 2
)

1/T
 

0.0022 0.0024 0.0026 0.0028 0.0030 0.0032 0.0034

-11

-10

-9

-8

-7

-6

 Before the critical temperature

 After the critical temperature

y = -5012.45x + 5.0229
      R2 = 0.9802

y = -4207.23x + 3.6621
         R2 = 0.9925

l
n(
v
o
2
/C

o
2
)

1/T  
(c)                                                            (d) 

0.0022 0.0024 0.0026 0.0028 0.0030 0.0032 0.0034
-12

-11

-10

-9

-8

-7

-6

 Before the critical temperature

 After the critical temperature

y = -5368.1x + 6.5397
        R2 = 0.9546

y = -4002.46x + 2.4716
        R2 = 0.9577

l
n(
v
o
2
/C

o
2
)

1/T
 

(e) 

Fig. 6. ln(v·�< /C·�< ! and 1/T relative curves of different particle sizes: (a) 0–0.9 mm, (b) 0.9–3 mm, (c) 3–5 mm, 
(d) 5–7 mm, (e) 7–10 mm. 

CONCLUSIONS 

(1) From analyzing the release law of the index gas, the law of CO gas release and the growth 
rate of oxygen consumption rate were basically consistent. The critical temperature of different coal 
samples was received as the basis for dividing the activation energy. 
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(2) After the division stage, the equation for the dynamic analysis fit better, and the equation 
can better reflect the relationship between ln(l��< /���< ! and 1/T. Before the critical temperature, the 
apparent activation energy increased with the increase of the particle size. Since the particle size of 
5–7 mm was the critical particle size, the apparent activation energy required for the particle size 
reaction was the most. After the critical temperature, as the particle size increased, the apparent 
activation energy also increased. The apparent activation energy differed greatly before and after the 
critical temperature. The apparent activation energy of the mixed particle size was small, as between 
0–0.9 and 0.9–3 mm particle sizes. 

(3) The apparent activation energy of the low-temperature oxidation reaction of 3-1 coal seam 
was less than that of the coal seam in 2-2mid, indicating that the coal spontaneous combustion 
tendency of this coal seam was greater than that of the coal seam in 2-2mid. Attention should be paid 
to the actual production process of the mine, to avoid harm to personnel and loss of property. 
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ABSTRACT 

To investigate the effects of ionic liquids (ILs) on the oxidative combustion characteristics of coal, four 
types of imidazole ([EMIm][BF4], [BMIm][BF4], [BMIm][NO3], [BMIm][I]) were selected to treat coal 
samples; pr-[BMIm][BF4] was processed one month ago. The thermogravimetry (TG) experiments and 
oxidation kinetics analysis methods were employed to study the oxidation characteristics of ILs on coal, 
such as characteristic temperature, thermal mass loss rate, and oxidation kinetics characteristic 
parameters. The results showed that the characteristic temperatures of the treated coal samples increased. 
Among them, the [BMIm][I]-treated coal samples increased cracking temperature (T1), maximum 
oxidization mass gain (T2), ignition temperature (T3), burnout temperature (T4), minimum thermal rate 
(Ta), maximum thermal energy (Tb), and maximum thermal rate (Tc) by 33.2, 29.3, 20.7, 42.8, 11.4, 23.0, 
and 27.9°C, respectively. The increase mass ratio of coal samples treated with ILs increased and 
decreased at the water evaporation and thermal decomposition stages. The apparent activation energy (Ea) 
of coal samples treated with ILs increased, and the mechanism function also changed accordingly. These 
showed that the ILs improved the thermal stability of the coal samples in the stages of absorbing oxygen 
and increased mass, and the loss of combustion. The ILs caused damage to the molecular structure of the 
coal, and ultimately effected changes in the combustion performance. In addition, the combustion 
properties of the coal sample treated before one month were the same, indicating that the [BMIm][BF4] 
did not weaken the inhibitory effectiveness of the coal sample over time, coal spontaneous combustion 
could be effectively suppressed. 

KEYWORDS: Oxidation, thermal stability, inhibition 

NOMENCLATURE 

A pre-exponential factor (1/min) 
Ea apparent activation energy (J/mol) 
R universal gas constant 8.3143 J/(K·mol) 
T1 cracking temperature (°C) 
T2 maximum oxidization mass gain (°C) 
T3 ignition temperature (°C) 
T4 burnout temperature (°C) 

Ta temperature of minimum thermal rate (°C) 
Tb temperature of maximum thermal energy (°C) 
Tc temperature of maximum thermal rate (°C) 
r correlation coefficient 

Greek 

α conversion 
β heating rate (°C/min) 

INTRODUCTION 

Coal resources are mainly bituminous coal and lignite, and more than 90% of coal seams have a 
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tendency for spontaneous combustion in classes I and II. Coal spontaneous combustion is extremely 
serious, not only causing major property damage, but also resulting in significant personal injury 
and death [1, 2]. Therefore, the inhibition of coal spontaneous combustion has become the main 
direction for mine fire prevention.  

To scientifically, effectively, and fundamentally inhibit coal spontaneous combustion, numerous 
mine fire inhibition technologies have been developed which include resistance, inerting, and 
cooling [3, 4]. Among them, physical inhibitors are the most popular, altering physical effects of the 
coal body and the surrounding environment. As time goes on, the inhibiting capacity gradually 
declines until it disappears completely [5–8]. Therefore, the development of chemical inhibitors can 
effectively destroy coal microscopic active groups and inhibit the active structure on the surface of 
coal molecules to forestall coal spontaneous combustion [9, 10]. The current research showed that 
in coal spontaneous combustion the functional groups in the coal molecules react with oxygen 
continuously to release heat and accumulate, which, in turn, causes the coal body to heat [11, 12]. 
ILs are environmentally friendly green solvents with low volatilization, low distillation, odorless, 
non-combustible, easy to handle, and have high applicability [13]. The results showed that different 
ILs could reduce the oxidation characteristics and dissolve and destroy the microscopic active 
structure on the surface of coal molecules, which could fundamentally destroy the microscopic 
active groups of coal or inhibit the active structure of coal to prevent spontaneous combustion [14]. 
Studies of liquefaction, extraction, and desulfurization consistently concluded that ILs could break 
hydrogen bonds, covalent bonds, and carbonyl groups in the side chains of coal molecules. Due to 
the electrical covalent bond balance of the coal molecule, it was destroyed by the π bond contained 
in the anion and cation in ILs [15–23]. In the oxidative heating process of treating coal with ILs, 
studies have pointed out that ILs could reduce the oxidation characteristics of coal, of the released 
index gases, and of the mass loss rate [24–27]. Above studies were summarized to show that the 
inhibiting of coal by ILs mainly destroyed and dissolved the active groups of coal, including 
hydrogen bonds, aromatic structures, aliphatic chain hydrocarbons, and oxygenates, such as 
hydrocarbon groups, carbonyl groups, and ether bonds, methyl, methylene aliphatic side chain 
group. The aromatic ring structure of coal molecules was relatively stable and could not be 
destroyed. The main reason for hindering the oxidation process of coal is that the oxygen-removing 
ability of coal molecules is weakened. The formation of stable carbonyl groups is increased, and the 
quantity of active carbonyl groups is reduced. The low-temperature oxidation activity of coal is 
closely related to hydrogen bonding, and the reduction of hydrogen bonding causes the oxidation 
activity of coal to be weakened to varying degrees.  

In this paper, the oxidation kinetics method was used to study the kinetic characteristics of coal 
samples treated with ILs in the process of spontaneous combustion, such as characteristic 
temperature, Ea, and lnA. To investigate that the inhibiting effect does not decrease with time, the 
inhibition ability of the coal sample treated before one month was studied. This paper provides an 
in-depth understanding of the spontaneous combustion process of coal oxidation and provides 
scientific and effective indicators and theoretical basis for the oxidative coal spontaneous 
combustion in different inhibitory stages. Therefore, it opens up new scientific and technological 
techniques for inhibiting coal spontaneous combustion.  

EXPERIMENTAL 

Materials 

Coal sample preparation 

The fresh lignite sample used in this study was obtained from Wangwa, Ningxia, China. It was 
ground and pulverized to a size of approximately 200–280 μm. The coal sample was vacuum dried 
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at room temperature for 24 h, sealed and stored in the dark, Table 1 lists the coal quality indicators. 

Table 1. Coal quality indicators of the coal samples 

Sample Mad/%  Aad/% Vad/%  FCad/%  H/% C/% N/% S/% 

lignite 10.31 9.71 35.54 44.44 3.391 64.15 1.338 1.641 

IL preparation 

Four ILs, considering the sound dissolution and destruction properties, namely 1-ethyl-3-
methylimidazolium tetrafluoroborate ([EMIm][BF4]), 1-butyl-3-methylimidazolium iodide 
([BMIm]I), 1-butyl-3-methylimidazolium tetrafluoroborate ([BMIm][BF4]), 1-butyl-3-
methylimidazolium nitrate ([BMIm][NO3]), were from the Lanzhou Institute of Physical Chemistry 
of the Chinese Academy of Sciences, with a purity of over 99 mass% [28]. 

IL treatment of coal subsamples 

The coal sample and the four ILs were thoroughly mixed in a ratio of 1:2 (g:mL), and stirred eight 
hours. Taking into account the interference of the IL on the experimental process, the mixture was 
rinsed by a centrifuge, and the distilled water was repeatedly washed. By measuring the pH of the 
solution, until the acidity and alkalinity of the coal samples no longer changed. The rinse was placed 
in a specific bottle for recycling to avoid contamination of the environment. Then, it was vacuum 
dried at 27 °C for 48 hours until the mass did not change, and the treated sample was obtained, 
which was sealed and stored. To study whether the IL inhibit to coal samples would degrade over 
time, [BMIm][BF4] treated coal samples were produced before 30 days and termed Pr-
[BMIm][BF4]. To avoid the influence of distilled water on the error of the results, the same process 
was used to prepare distilled water to wash the coal sample as a comparative coal sample. The coal 
samples treated with [EMIm][BF4], [BMIm][BF4], [BMIm][NO3], [BMIm][I], Pr-[BMIm][BF4] and 
H2O were defined as EBTC, BBTC, BNTC, BITC, PBBTC, and HTC, respectively. 

Experimental procedure 

Six coal samples were conducted by the German NETZSCH STA409PC DSC-TGA synchronous 
thermal analyzer. The procedure was strictly followed by an operating procedure with a mass of ca. 
10.0 mg per sample. The sample was heated in an air atmosphere at a temperature ranging from 
30.0 to 800.0 °C at a heating rate of 10 °C/min. 

RESULTS AND DISCUSSION 

Characteristics of coal oxidation pyrolysis curve 

Characteristic temperature 

Figure 1 shows the pyrolysis curve of the EBTC sample during oxidation. Experiments showed that 
the trend of TG-DTG curves for treating coal samples was different. It is generally considered that 
T1 is the maximum evaporation of water and desorption of gases and called “dry cracking 
temperature”; T2 represents the maximum oxidization mass gain. T3 is the ignition point; T4 is the 
temperature burnout point corresponding to the complete combustion. Therefore, the entire process 
of oxidizing coal from oxygen to combustion is divided into five stages. StageⅠis called the water 
evaporation mass loss stage (starting temperature T0−T1; oxygen absorption mass increase stage 
(T1−T2) is stageⅡ; coal thermal decomposition stage (T2−T3) is classified into stage Ⅲ; stages Ⅳ 
and Ⅴ are the combustion stage (T3−T4) and the complete burnout stage (T>T4), respectively. TG 
and DTG curves of the BBTC, BNTC, BITC, PBBTC, and HTC subsamples are illustrated in 
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Fig. 2. Figure 3 describes the DSC and DDSC curves for the BBTC, BNTC, BITC, PBBTC, and 
HTC subsamples. Considering that oxygen absorption mass increase stage and thermal 
decomposition stage play an important role in oxidative spontaneous combustion [29–31], therefore, 
the stages Ⅱ and Ⅲ were considered to investigate the kinetic parameters in this paper. According 
to the above division principles, the characteristic temperatures corresponding to the respective 
stages of the six coal samples are summarized in Table 2.  
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Fig. 1.The pyrolysis curve of the EBTC. Fig. 2. TG and DTG curves of subsamples. 

Table 2. Characteristic temperature points of coal samples 

Sample T1, °C T2, °C T3, °C T4, °C Ta, °C Tb, °C Tc, °C 

EBTC 128.0 312.4 432.7 648.2 483.5 525.3 583.6 

BBTC 126.5 287.1 443.8 653.0 487.8 526.9 586.3 

BNTC 126.6 290.3 446.2 655.4 491.6 538.7 605.9 

BITC 145.2 297.1 438.9 665.2 486.6 539.3 610.2 

PBBTC 126.3 278.4 445.3 650.6 490.7 550.3 607.8 

HTC 111.0 267.8 418.2 622.4 475.2 516.3 582.3 

T2 is the temperature at which the coal sample mass ratio is at a maximum point. In the oxygen 
absorption and mass gain stage of the low temperature oxidation process, the mass change of coal 
sample was mainly affected by the combined effect of coal oxygen composite mass gain and 
reaction consumption mass loss. With the increase of temperature, the oxidation process of coal 
samples accelerated, and the active groups in the coal molecular structure accumulated to a certain 
extent. The reaction consumption began to increase drastically. After T2, the active groups began to 
participate in large-scale reactions. Then the rate of mass gain of the coal sample began to decrease. 
Table 2 shows that the T2 temperature value of the treated coal sample increased; the coal sample 
was treated with [EMIm][BF4] which reaches the maximum value: 44.6 °C higher than the HTC.  
The T2 values of the BBTC and PBBTC did not change much, indicating the inhibition effectiveness 
had not diminished. The above situations might occur because the ILs destroyed the reactive 
functional groups, and it was more difficult to carry out the reaction when the coal molecule 
contained fewer functional groups. Therefore, more energy was required and the corresponding 
temperature point rose.  
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When the temperature of the coal sample exceeded T3, the molecular structure of the coal began to 
decompose drastically, and a large amount of CO, CO2, and small molecular organic gases were 
generated, releasing a large amount of thermal, and the mass of the coal began to drop drastically 
and started to burn. In the six coal samples, the HTC started to ignite at the lowest temperature, 
indicating that the ILs can inhibit the combustion ability of the coal sample. The ignition 
temperature was related to the number of reactive functional groups in the coal molecules, which 
meant that the active functional groups of the coal were subjected to the ILs damage. The T3 of the 
sample was arranged in order of BNTC>PBBTC>BBTC>BITC>EBTC>HTC. Among them, the 
BNTC reached the highest ignition point, indicating that the BNTC was the most difficult to 
combust. The coal samples had different ignition temperatures, indicating that the damage to the 
active structure of coal molecules was also different.  

 

 

 

 
Fig. 3. DSC and DDSC curves for subsamples. Fig.4. Fitting curves of EBTC at stages Ⅱand Ⅲ. 

At T4 the coal sample was almost completely burned out with residual ash. The T4 of HTC had the 
lowest temperature because the HTC had more active molecular structures on the surface of the 
molecule, so it can be burned out at a lower temperature. In addition, this further illustrated that the 
IL had caused damage to the coal molecular structure. In other coal samples treated with ILs, coal 
molecules contained fewer reactive functional groups. Therefore, it required higher temperature and 
more energies to completely burn out.  

The heat flow curves of six coal samples were observed and analyzed during the oxidation, in which 
appeared the same exothermic trend. Ta was the minimum enthalpy rate, Tb represented the 
maximum enthalpy, Tc was maximum enthalpy rate. The Ta, Tb, and Tc of the six samples are 
summarized in Table 2. The values of the treated sample increased. BNTC, PBBTC, and BITC 
contained the highest Ta, Tb, and Tc, which were 16.4, 34.0, and 27.9 °C higher than HTC sample, 
respectively. This revealed that the inhibited samples required more energy to be completely burned 
because some of the reactive functional groups were destroyed by the ILs. The remaining molecules 
in the surface of the coal sample were reactive functional groups that were hardly to oxidize, so 
more energy was required to react. 
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Characterization of coal sample mass loss 

From the oxygen absorption mass gain of the coal sample to the mass loss of combustion, the TG 
curve reflected the change of the mass of the coal sample at each temperature point. Therefore, 
compared with the HTC, the dissolution and destruction of the surface functional group of the coal 
by the IL could be analyzed. On the TG curve, each coal sample showed different trends of mass 
loss and mass gain at different temperature points caused by physical adsorption and chemical 
reaction of coal oxygen [32]. The solvency of the ILs to each activated functional group in the coal 
could be reflected in the TG curve according to the ratio of the mass loss. As the temperature 
increased, the active oxygen-absorbing active molecules in the coal first showed a strong reaction to 
oxygen molecules, which was manifested by an increase in oxygen uptake, at which the mass of the 
coal increased. The mass increase ratio and the mass loss ratio at each stage for coal samples are 
summarized in Table 3. 

Table 3. The mass increase ratio and the mass loss ratio at each stage for coal samples 

Sample 
StageⅠ Stage Ⅱ Stage Ⅲ and stage Ⅳ 

TRa, °C TRa, °C Mass increase ratio, % TRa, °C Mass loss ratio, % 

EBTC <128.0 128.0−312.4 0.82 312.4−648.2 7.06 

BBTC <126.5 126.5−287.1 0.30 287.1−653.1 8.01 

BNTC <126.6 126.6−290.3 0.07 290.3−655.4 7.72 

BITC <145.2 145.2−297.1 0.04 297.1−665.2 6.68 

PBBTC <126.3 126.3−278.4 0.04 278.4−680.6 5.68 

HTC <111.0 111.0−267.8 0.32 267.8−622.4 8.10 

TRa is temperature range 

At the water evaporation stage, the treated coal sample required a higher temperature than the HTC, 
indicating that adsorption of water in the molecular structure of the coal samples treated with ILs 
required a higher temperature to evaporate completely. The mass gain ratio of HTC was relatively 
larger than other coal samples, indicating that there were more functional groups in coal molecules 
that are more likely to absorb oxygen. At the stage of thermal decomposition and loss of 
combustion, the mass loss ratio of HTC was the largest, indicating that the coal sample treated by 
ILs was more difficult to decompose during the thermal decomposition process. 

Characteristics of oxidation kinetics of coal sample 

The reaction of pulverized coal during thermo-gravimetric analysis was a heterogeneous solid-state 
reaction and it could be described by Eqs 1and 2 [33]: 

Achar differential method: ( )
ln ln aEd dT A

f RT

α = −
α β

 
(1)

 

Coast-Redfern integration method: 
( ) a

2
a

ln ln
G EAR

E RTT

α  
= − β 

 (2) 

where α is the degree of conversion, f(α) and G(α) are functions called the “reaction model” that 
describes the dependence of the reaction rate on the reaction’s extent, A represents the pre-
exponential Arrhenius factor, Ea is the apparent activation energy, T is the temperature , R is the gas 
constants and β is heating rate.
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Many methods exist for kinetics analysis and 18 general solid reaction mechanism functions were 
selected in this paper [34,35]. At a constant heating rate, ln[(dα/dT)/f(α)] and ln[G(α)/T2] are linear 
with 1/T. The Ea is determined from the slope of a plot of ln[(dα/dT)/f(α)] and [G(α)/T2] against 1/T. 
The corresponding pre-exponential factors (A) and correlation coefficients are derived from the 
intercept of the fitted curve. If the Ea and A (or lnA) values obtained by the integral and differential 
methods are supposed to be similar, a straight line with excellent linear relationship is necessarily 
obtained (represented by the correlation coefficient R). Then, the selected G(α) and f(α) are also the 
most suitable mechanism function for this reaction. The integral and differential curves of coal 
samples are achieved by plotting ln[(dα/dT)/f(α)] and ln[G(α)/T2] with 1/T, and fitting to obtain 
relevant parameters. Figure 4 shows the fitting curves of the coal samples at the stage of oxygen 
absorption mass increase stage and mass loss. Tables 4 and 5 summarize the kinetic parameters 
determined by integration and differentiation in the stages of oxygen absorption mass increase stage 
and mass loss. 

Table 4. Kinetic parameters of integral and differential of coal samples at stageⅡ 

Sample 

Integral Differential 

function r Ea2g, J/mol 
lnA2g, 

ln(min−1) 
function r Ea2f, J/mol 

lnA2f, 
ln(min−1) 

EBTC 7 0.988 173.5 42.6 7 0.957 179.3 46.7 

BBTC 7 0.961 175.8 43.3 7 0.955 171.8 44.9 

BNTC 7 0.977 177.1 44.2 7 0.981 168.7 44.7 

BITC 7 0.97 309.7 75.7 7 0.969 289.5 72.9 

PBBTC 6 0.947 128.8 32.4 6 0.966 115.4 19.4 

HTC 5 0.954 96.9 22.6 5 0.977 85.6 22.4 

Table 5. Kinetic parameters of integral and differential of coal samples at stage Ⅲ 

Sample 

Integral Differential 

function r Ea3g, J/mol 
lnA3g, 

ln(min−1) 
function r Ea3f, J/mol 

lnA3f, 
ln(min−1) 

EBTC 6 0.973 301.2 44.9 6 0.986 289.5 45.6 

BBTC 7 0.98 400.9 60.3 7 0.984 393.4 61.5 

BNTC 6 0.984 269.3 39.6 6 0.985 268.1 41.9 

BITC 6 0.987 254.4 37.4 6 0.989 251.9 39.5 

PBBTC 6 0.998 256.9 38.2 6 0.977 264.3 40.8 

HTC 13 0.955 86.9 10.1 13 0.988 74.22 10.6 

The curve fitting results of the six coal types were screened and analyzed. It shows that the coal 
sample has different reaction mechanism functions in the stages of oxygen absorption mass increase 
and mass loss. The mechanism functions of the coal sample treated by the ILs were also different. It 
illustrates that the active structure of the coal molecule was swollen and destroyed in the process of 
ILs treatment. The active groups that caused the coal to participate in the reaction during 
combustion appear at different characteristic temperature points. It was consistent with the 
performance of coal samples at characteristic temperatures. The amount of some reactive groups 
was reduced or disappeared, so the combustion mechanism changed when the coal underwent a 
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composite reaction. The oxidation kinetic parameters of the coal samples are listed in Table 6, and 
ΔEa is the difference in apparent activation energy (Ea) between the treated coal sample and the 
treated water treated with distilled water.  

The structural activity of coal molecules was determined by the Ea. The larger the value is, the 
smaller the reactivity was. The rate of the chemical reaction was determined by the A. The larger the 
value is, the greater the rate of chemical reaction is. As coal and oxygen reacted completely, thermal 
energy was concentrated, and the degree of reaction was severer. The Ea was gradually increased. 
The magnitude of the increase of the six types of coal samples was also different, which further 
explained the difference in molecular structure and the reaction mechanism. Therefore, the 
combustion mass loss had a higher Ea than the oxygen absorption mass increased. Table 6 displays 
that the Ea values of the coal samples treated with ILs increased, indicating that the ILs had an 
inhibitory effect on the coal samples, and the inhibiting ability was different. In the stage of oxygen 
absorption mass increase, the Ea was in the order of BITC>BBTC>BNTC>EBTC>PBBTC>HTC, 
revealing that the inhibitory ability of the IL was [BMIm][I]>[BMIm][BF4]>[BMIm][NO3]> 
[EMIm][BF4]. Among the six samples, the value of Ea for the [BMIm][I] sample was 299.6 J/mol, 
which may have been due to the active structure in the molecule being the least compared to the 
other three ILs, resulting in a decrease in activation energy. It is concluded that [BMIm][I] had the 
strongest inhibiting effect. The order of inhibition was ranked as follows: 
[BMIm][BF4]>[EMIm][BF4]>[BMIm][NO3]>[BMIm][I] in the stage of combustion mass loss; 
[BMIm][BF4] had the strongest inhibitory. The combustion properties exhibited in the two oxidation 
stages were different, indicating that the IL’s inhibition to coal was different at each stage. 

Table 6. Oxidation kinetic parameters of coal samples 

Sample 

StageⅡ Stage Ⅲ 

Ea2, J/mol △Ea2, J/mol 
lnA2, 

ln(min−1) 
r Ea3, J/mol △Ea3, J/mol 

lnA3, 
ln(min−1) 

r 

EBTC 161.4 70.2 44.6 0.968 295.4 214.9 45.3 0.979 

BBTC 173.8 85.5 44.1 0.958 397.2 316.7 60.9 0.98 

BNTC 172.9 81.6 44.4 0.979 268.7 188.3 40.7 0.984 

BITC 299.6 208.3 74.3 0.969 253.2 172.7 38.5 0.988 

PBBTC 122.1 30.9 25.9 0.956 260.6 180.1 39.5 0.983 

HTC 91.3 0 22.5 0.965 80.5 0 10.4 0.971 

CONCLUSIONS 

The T1, T2, T3, T4, Ta, Tb, and Tc of the coal samples treated with the IL increased, and the 
characteristic temperature of the coal sample treated by the [BMIm][I] increased the mos,t which 
increased 34.2, 29.3, 20.7, 42.8, 11.4, 23.0, and  27.9 °C, respectively. Coal samples treated with 
ILs required higher temperatures for water evaporation and oxygen gain, and the mass gain ratios 
increased and decreased during the evaporation and thermal decomposition stages, indicating that 
the IL treated coal samples were much harder to decompose.  

The Ea of the coal sample treated by ILs increased, and the mechanism function also changed 
accordingly, indicating that the ILs could improve the thermal stability of the coal sample in the 
oxygen absorption and mass gain stage and the combustion mass loss stage. In the oxygen 
absorption and mass increase stage, the inhibitory properties of the four ILs were as follows: 
[BMIm][I]>[BMIm][BF4]>[BMIm][NO3]>[EMIm][BF4]. In the stage of combustion mass loss, the 
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inhibition effectiveness was ranked as: [BMIm][BF4]>[EMIm][BF4]>[BMIm][NO3]>[BMIm][I]. 
Moreover, the ILs inhibited the combustion reaction of coal was carried out in stages, and exhibited 
different properties at various stages. 

Samples treated with the same IL one month earlier and one month later exhibited essentially the 
same properties during combustion. Compared with the comparative sample, it also showed an 
increase in characteristic temperature, an increase in Ea, and a change in the mechanism function. 
This indicated that the inhibition effectiveness of the IL on the coal sample hardly decreased with 
time. 
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ABSTRACT 

Smoke inhalation is a major cause of civilian and firefighter deaths during a fire incident. To characterize 
effluents from burning or pyrolyzing wood, real-time measurements of the smoke obscurity (the specific 
optical density), the concentrations of particulates, and toxic gases in a standard smoke density chamber 
have been made with a tapered element oscillating microbalance (TEOM) dust monitor and a Fourier 
transform infrared (FTIR) gas analyzer. The FTIR analyzes a total of 21 gases, including both asphyxiants 
and irritants. In addition to the smoke characteristics, the temperature in the interior of the specimen 
under selected conditions are measured by thermocouples to study the heat transfer and pyrolysis 
processes. Common building materials, i.e., selected woods at various moisture contents, are used. A 
specimen, placed in a vertical or horizontal orientation, is exposed to an incident radiant flux of 25 kW/m2 
for a flaming or non-flaming case. The effluent concentrations depend significantly on whether or not the 
flame exists and the specimen orientation as they influence the gas-phase reactions and the convection 
around the specimen. The non-flaming case in the horizontal configuration produces the highest smoke 
and toxicants (CO, formaldehyde, and acrolein) concentrations due to partial oxidation, while the flaming 
and horizontal case generates the lowest because of high-temperature oxidation (to form CO2 and H2O) in 
a flame with a longer residence time.  

KEYWORDS: Fire toxicity, smoke obscurity, wood pyrolysis, moisture content, carbon monoxide, 
acrolein, formaldehyde 

INTRODUCTION 

Between 2011 and 2015, the U.S. fire departments responded to an average of 358,500 home 
structure fires per year, which, caused an average of 2,510 civilian deaths annually [1]. Many of 
these deaths were caused by smoke inhalation, where hot smoke injured or burned the respiratory 
system [1] or toxic gases exceed the exposure limits. Certain gases only require small 
concentrations for them to be lethal to the victims [2, 3].  

Fire responders are often at a greater risk of inhaling toxic gases during the cleanup phase after a 
fire when they remove the self-contained breathing apparatus (SCBA) or replace with lesser 
personal protection equipment (PPE). Table 1 shows a limited list of occupational exposure limit 
standards of selected toxicants, which have been detected in excess concentrations during the post-
fire (overhaul) period. Firefighters’ safety officer often uses a detector of a major asphyxiant gas, 
i.e., carbon monoxide (CO), to make sure the environment is safe for them to enter, as gas masks 
can only filter out some particulates and toxic gases [4]. For example, when they are in open area 
zone with no visible fire (but possibly smoldering), they can use CO detectors to ensure that the 
concentration is not lethal [4, 5], e.g., less than 35 ppm. This value corresponds to  the National 
Institute for Occupational Safety and Health (NIOSH) recommended exposure limit (REL) and 
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much lower than the immediately dangerous to life or health (IDLH) concentration. However, it 
would be possible that other toxicants, e.g., hydrogen cyanide (HCN), and ultrafine particles (< 100 
nm) exist in significant concentrations. Nevertheless, there are no commercially available hand-held 
devices that can detect both particulates and traces of toxic gases, and development of such device is 
currently underway [7]. 

Hence, irritants (e.g., formaldehyde and acrolein) are particularly important as they often 
incapacitate so quickly that people cannot make it to an exit. Due to their highly toxic nature, 
NIOSH REl and IDLH concentrations of formaldehyde (CH2O) or acrolein (C3H4O) are very low 
[6, 7]. 

Table 1. Exposure standards of selected toxicants 

Chemical Formula NIOSH RELa IDLHb 

Carbon Monoxide CO 35 ppm 1200 ppm 

Hydrogen Cyanide HCN 4.7 ppm 50 ppm 

Formaldehyde CH2O 0.016 ppm 20 ppm 

Acrolein C3H4O 0.1 ppm 2 ppm 

Benzene C6H6 0.1 ppm 500 ppm 
aNational Institute for Occupational Safety and Health, recommended exposure limit. 
b Immediately dangerous to life or health. 

 
Formaldehyde is a highly reactive aldehyde gas formed by oxidation or incomplete combustion of 
hydrocarbons [6]. Direct skin contact to formaldehyde at 100 ppm causes a severe reaction. It can 
be readily absorbed when inhaled and can cause headaches and respiratory issues from 0.5 ppm [8, 
9]. Acrolein is a strong irritant to skin and mucous membranes. It is also extremely toxic if inhaled 
or ingested, and still dangerous with skin contact [7]. The occupational exposure limits in the short-
term exposure limit (STEL) is 0.1 ppm [10, 11]. In addition to these acute effects, chronic effects 
(e.g., cancer) can result from accumulated damage from multiple exposures for firefighters.  
Formaldehyde and benzene are known carcinogens. 

The objectives of this study are: (1) to determine the types and concentrations of various toxicants 
in fire smoke from common building materials; (2) to gain a greater understanding of smoke 
toxicant generation processes, including pyrolysis, off-gassing, and burning; and (3) to assist in the 
development of particulates and toxic gas detectors for fire responders. 

EXPERIMENTAL METHODS 

Apparatus 

A standard smoke density chamber (SDC, Fire Testing Technology [FTT]) is used with the 
capability of a Fourier transform infrared (FTIR) gas analyzer (Protea atmosFIR AFS-A-15) and a 
tapered element oscillating microbalance (TEOM) personal dust monitor (Thermo Environmental 
Instruments, PDM 3700).  

The SDC provides a safe isolated environment (0.914 m width × 0.610 m depth × 0.914 m height) 
and consists of a radiant cone heater, a specimen holder, and a smoke obscurity measurement 
system, including a vertically upward light source and a photo detector. The radiant heat flux can be 
directed horizontally with a vertical fuel surface (ASTM E266) or vertically with a horizontal 
surface (ISO 5659). The specific optical density (SOD or Ds), i.e., a measurement characteristic of 
the concentration of smoke, is calculated, while the light beam is obscured by the smoke generated 
by the fuel, as follows: 
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Ds = V/(AL) × log(100/T), (1) 

where V = chamber volume (0.510 m3), A = exposed specimen area (0.0043 m2), and L = light path 
length (0.914 m), and T = actual light transmission (relative intensity, %).  

The FTIR gas analyzer and the TEOM dust monitor are connected to gas-sampling tubes (stainless 
steel, 5 mm i.d., 30 cm length) installed inside the SDC through the sampling ports near the center 
of the top wall. Gases are extracted at fixed sampling rates from each sampling port (FTIR: 1.5 lpm, 
TEOM: 2.2 lpm), and once analyzed, are returned to the chamber through another port near the 
sampling ports to prevent a vacuum pressure. The sampling line between the SDC and FTIR is 
maintained at 180 °C to prevent species condensation.  

The FTIR has a multi-pass gas cell operating at 180 °C with the path length set as 4.2 m and the 
spectral resolution of the interferometer set to 4 cm-1. The FTIR gas analyzer distinguishes 21 
unique compounds from a library, including gases of interest in the present study: combustion 
products (H2O, and CO2) asphyxiant gases (CO and HCN), sensory irritant gases (formaldehyde and 
acrolein). The FTIR is calibrated for each species in the following ranges: H2O (0-30.14%), CO2 (0-
2.47 %), CO (0-98.72 ppm), HCN (0-606 ppm), HCHO (0-16.5 ppm), and C3H4O (0-431 ppm). To 
prevent contamination from previous test runs, the FTIR is purged with N2 (99.999 %) and checked 
daily with a standard gas mixture (0.85 % CO and 8.5 % CO2). The data acquisition rate is typically 
1/4 Hz. 

The TEOM dust monitor is typically used by coal miners to take direct measurements of particulate 
mass concentration. Particulates are collected on a filter and their mass is measured by a tapered 
element oscillating microbalance in real time. The data acquisition rate is 1/60 Hz.  

All experiments (except for the specimen temperature measurement to be described) are run in 
accordance to ASTM E662 (with a horizontal incident heat flux, q, of 25 kW/m2 on a vertical 
specimen surface) or ISO 5659 (vertically downward heat flux on a horizontal specimen). For the 
ASTM flaming test, a pilot flamelet burner is placed between the horizontal heating furnace and the 
specimen to introduce pilot flames. Multiple pilot flames are set to have contact with the sample as 
soon as the test begins. To achieve the proper flame length, the average propane and air flow rates 
are around 70 ccm and 550 ccm, respectively. For the ISO vertical cone flaming test, a single pilot 
flame, about 30 mm in length, is oriented from the side, such that the tip of the flame is 
approximately in the center of the sample. To achieve proper flame length, the average propane and 
air flow rates are around 50 ccm and 300 ccm, respectively. It is possible that CO and CO2 from the 
pilot flame could affect the total readings from the chamber. Thus, the apparatus has been tested 
without a specimen for gas emissions of the pilot flame. The concentrations of CO and CO2 
produced from said pilot flame is near negligible in comparison to those produced from the burning 
specimen. 

The standards used are made to test for building materials and textiles on a bench scale. There are 
limitations of any bench-scale testing of materials when applying findings to a large-scale testing or 
a real fire where the imposed incident heat flux may vary with time. The present approach does not 
attempt to simulate the larger-scale standard fire resistance test or compartment fire conditions. 
Unlike some other tests such as the cone calorimeter with a vitiation chamber, in which incoming 
air flow rate is controlled, there is no such combustion condition like the fuel:air equivalence ratio 
exists in the overventilated smoke density chamber test.  The toxic product yields have been 
determined but not reported here as the results depend on the location where the gases are sampled. 

Specimen preparation 

Each specimen is cut to 75 ± 1 mm by 75 ± 1 mm and planed to the thickness L = 12.7 ± 0.2 mm, 
and prepared by drying them in a forced-convection oven at 103 ± 2 ºC for at least 24 hours to get a 



Proceedings of the Ninth International Seminar on Fire and Explosion Hazards (ISFEH9) 

1168 

base mass. Then, they are submerged in distilled water under a controlled environment for an 
extended period until the desired moisture content is achieved.  

The moisture content of the wood is calculated by the following [12]: 

MC = (A - B)/B × 100 %, (2) 

where A = original mass (g) and B = oven-dry mass (g). For selected wood specimens for the ISO 
5659 setup, interior temperatures are measured by five K-type thermocouples (TCs) at incremented 
depths from the initial top surface of the specimens. The thermocouples (labeled by numbers in 
Figure 1) are placed at the following coordinates, depth (y) and radius (r) in mm; No. 1: (0, 0), Nos. 
2 and 4:  (6.35, 10), No. 3: (9.53, 10), No. 5: (12.7, 10). In addition to the five TCs in the specimen, 
two TCs are placed nearby the inlet of the sampling tube and the chamber floor.  

 
  (a)                                (b) 

Fig. 1. Thermocouple set up in a specimen oriented horizontally (with a vertical radiant flux from the cone 
heater. (a) top view; (b) cross-section view. 

RESULTS AND DISCUSSION 

Vertical specimen configuration  

Under the vertical specimen configuration (ASTM E662), the effects of the type of wood (species 
including softwood—pine and cedar, and hardwood—oak) and the moisture content are studied in 
the flaming and non-flaming cases. Tables 2 and 3 summarize the results for the flaming and non-
flaming cases, respectively. For each sample, the mass loss (%), the maximum specific optical 
density (Ds), the ignition time, and the concentrations of selected species, i.e., H2O, CO2, CO, 
formaldehyde, and acrolein, are listed.  

For both flaming and non-flaming cases, the mass loss at the end of experiment (the elapse time: 
between 10-15min for flaming and around 18-20min for non-flaming) generally decreases with the 
moisture content. It is expected that there is a decrease in the mass loss, i.e., an increase in the 
residual wood material (and moisture), because more heat is required to raise the temperature of the 
material with increased total heat capacity from water and to vaporize the water, i.e., the heat of 
vaporization. 

This is also reflected in the ignition times for the flaming tests; that is, the more moisture a sample 
contains the longer it takes to ignite. Oak also experiences less mass loss and much longer ignition 
time since it is denser and has larger heat capacities than the other two types of wood. 

For the flaming test, all the specimens ignite, leading to vigorous burning, and produce less smoke 
(lower max. Ds), compared to the non-flaming tests. There is less consistency in the flaming test for 
Ds and MC correlation. It is known that for a complete combustion, CO2 and H2O are formed, 
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whereas for an incomplete combustion or pyrolysis, more CO is produced. Thus, Tables 2 and 3 
show that the concentrations of CO2 and H2O are generally higher and that of CO is generally lower 
in the flaming test compared to the non-flaming. When the wood is ignited, a charring process will 
occur and continue to propagate within the wood. Wood with higher MC require more energy due to 
the heat of vaporization and higher specific heat, leading to a delay in the charring process. The 
efficiency of the combustion is reduced, thus increasing by-products of incomplete combustion such 
as CO and smoke. If there is no ignition, it is probable that the moisture is protecting the interior of 
sample from pyrolysis. Therefore, less MC wood is more likely to produce complete combustion 
products, leading to less smoke and aerosol (steam).  

Table 2. Characteristics of smoke from flaming vertical woods at various moisture contents 

Wood 
Type 

MC 
(%) 

Mass 
loss (%) 

Max 
Dsa 

Ignition 
(s) 

H2O 
(%) 

CO2 

(%) 
CO 

(ppm) 
Formaldehyde 

(ppm) 
Acrolein 

(ppm) 

Pine 0 39.8 105 2 2.74 1.61 711 37.3 3.9 

Pine 20 38.7 61 3 2.95 1.41 670 28.3 3.1 

Pine 40 36.3 142 7 2.99 1.09 853 42.5 6.1 

Cedar 0 51.3 131 3 3.58 2.18 1600 95.3 5.9 

Cedar 20 44.7 153 5 3.33 1.21 1020 73.6 7.6 

Cedar 40 36.7 21 9 3.04 1.05 825 39.2 2.5 

Oak 0 40.8 70 19 3.06 2.18 286 43.0 9.5 

Oak 20 34.2 142 23 4.67 1.97 911 52.1 10.5 

Oak 40 31.9 250 29 4.66 1.32 858 51.9 8.4 
aDs values after 10 minutes of exposure – for flaming tests, there is no “peak”, and Ds 
 increases until end of test 

Table 3. Characteristics of smoke from non-flaming vertical woods at various moisture contents 

Wood 
Type 

MC 
(%) 

Mass 
loss (%) 

Max 
Ds 

Density 
(g/cm3)a 

H2O 
(%) 

CO2 

(%) 
CO 

(ppm) 
Formaldehyde 

(ppm) 
Acrolein 

(ppm) 

Pine 0 47.0 413 0.33 1.56 0.72 4300 95.9 8.2 

Pine 20 43.4 337 0.38 2.32 0.35 2213 75.9 3.7 

Pine 40 42.2 351 0.44 2.55 0.32 1965 66.8 3.3 

Cedar 0 45.8 452 0.34 1.59 0.64 2766 116.2 1.4 

Cedar 20 45.2 296 0.40 3.02 0.48 2167 94.1 0.8 

Cedar 40 36.4 227 0.47 2.91 0.27 907 63.0 0.8 

Oak 0 25.6 530 0.71 1.86 0.33 1614 68.2 7.3 

Oak 20 21.6 118 0.87 3.15 0.12 162 35.3 1.3 

Oak 40 22.9 74.6 0.99 3.59 0.10 108 27.8 3.5 
aAverage between same wood type and MC – same values for flaming condition. 

The concentrations of formaldehyde and acrolein exhibit, to some extent, opposite trend between 
flaming and non-flaming cases. The concentration of formaldehyde is generally lower (except oak, 
MC: 20 and 40 %) and that of acrolein (except pine, MC: 0 and 20 %) is generally higher in flaming 
than non-flaming. As these species are intermediates in the high-temperature gas-phase oxidation 
processes, the higher temperature in the flaming case may be a factor affecting the differences.  
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In the non-flaming case, smoke would contain aerosols of condensed water vapor and/or thermally 
degraded fuel pyrolyzates. Both formaldehyde and acrolein are water soluble.  As such, both species 
can be dissolved in aerosol particles and conveyed as vaporized gases through the heated line to the 
FTIR gas analyzer. This may also hold for the flaming test for higher moisture contents, in which 
less fully burned fuel is observed. 

Effects of specimen orientation 

Because of the Earth gravity, the orientation of the specimen surface; i.e., vertical (ASTM E662) 
and horizontal (ISO 5659), affects the results significantly. In the vertical orientation, the pilot flame 
is directly facing the specimen, and the convective forces and buoyancy from the flame runs 
parallelly with the surface of the specimen. In the horizontal orientation, the pilot flame is parallel to 
the specimen surface, and the convective forces and buoyancy is perpendicular to the specimen 
surface. Therefore, the heat transfer throughout the sample is influenced. This situation relates to a 
difference between a wall burning and the floor burning. 

Table 4 shows a summary of the effects of the specimen orientation for pine with 0 % MC in the 
flaming and non-flaming cases. The measurement data for the first 20 min are recorded. No auto-
ignition occurs without a pilot flame, while the piloted ignition takes place within the first few 
seconds for both orientations. The experiment is repeated three times for consistency with results. 
As is already described for the vertical orientation in the preceding section, for the horizontal as 
well, there is more CO2 and H2O, while there is less smoke and CO in the flaming case. The non-
flaming case, particularly in the horizontal configuration, produces the highest smoke and toxicants 
(CO, formaldehyde, and acrolein) concentrations due to partial oxidation, while the flaming and 
horizontal case generates the lowest because of high-temperature oxidation (to form CO2 and H2O) 
in a flame with a longer residence time.  

Table 4. Effects of specimen orientation for dry pine under the flaming and non-flameing conditions 

Specimen 
Orientation 

Flaming 
Conditiona 

Mass 
Loss 
(%)b 

Max. 
Ds 

H2O 
(%)b 

CO2  
(%)b 

CO  
(ppm)b 

Formaldehyde 
(ppm)b 

Acrolein 
(ppm)b 

Vertical NF 53.13 413 1.56 0.72 4300       95.9 8.2 

Vertical F 54.04 208 3.81 2.32 2326       56.3 11.0 

Horizontal NF 56.76 570 2.82 0.84 4757       164.4 13.2 

Horizontal F 64.18 90 4.01 3.64 638       21.7 4.1 
aNF: non-flaming, F: flaming bAfter 20 minutes of heat exposure 

Figure 2 shows the temporal variations of the specific optical density and the particulate mass 
concentration. In Fig. 2a, note that for both vertical and horizontal orientations, the smoke density is 
much less with the flaming condition. For the flaming case, the vertical orientation produces much 
more smoke in comparison to the horizontal orientation. There is more than double the Ds value of 
horizontal observed in the vertical orientation by the end of the 20 minutes.  

For the non-flaming condition, the horizontal orientation has more smoke than vertical orientation. 
The Ds for non-flaming tapers off after reaching a maximum value, which results in the Ds’ to have 
a greater difference at the end of test. The vertical Ds does not taper off as much horizontal 
orientation, and appears to plateau.  

Figure 2b shows a striking difference; the mass concentration of particulates in the non-flaming case 
has large peaks, whereas that in the flaming case is very low. Unlike Ds, which is a line-of-sight 
measurement, the the mass concentration is measured for the gas sampled at fixed location in the 
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chamber (≈30 cm below, i.e., ≈1/3 of the chamber height, near the center of the top wall surface). 
Thus, measured mass concentration becomes zero if particles do not enter the sampling tube inlet. 
Mass loss rate for the flaming and non-flaming is different in horizontal orientation, but not too 
different in vertical orientation. It is likely that the convection from the pilot flame in the vertical 
orientation in flaming facilitated the mass loss in a similar fashion for non-flaming case. 

 
(a) (b) 

Fig. 2. Temporal variations of (a) the specific optical density (vertical and horizontal specimen) and (b) the 
particulate mass concentration (horizontal specimen). 

 
(a)                                                                            (b) 

 
(c)                                                                            (d) 

Fig. 3. Temporal variations of (a, b) formaldehyde and (c, d) acrolein concentrations. (a, c) Flaming and (b, d) 
non-flaming cases. Negative values indicate concentrations are too low for FTIR to read accurately. 
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Figure 3 shows the temporal variations of (a, b) formaldehyde and (c, d) acrolein concentrations in 
(a, c) flaming and (b, d) non-flaming cases . For both vertical and horizontal specimen orientation, 
the concentrations of both formaldehyde and acrolein are generally higher in the non-flaming case 
than in the flaming case. However, the measured concentration of formaldehyde largely exceeds its 
maximum calibration range (16.5 ppm) and that of acrolein is small (< 3.5 % of full scale). As a 
result, quantitative values of these measurements less reliable than a stated accuracy of 2% with 
respect to the actual values. Nevertheless, the differences between the flaming and non-flaming as 
well as the vertical and horizontal specimen surface seem to be significant. 

For the flaming cases (Fig. 3a and 3c), the concentration of both formaldehyde and acrolein are 
much higher in the vertical specimen orientation than the horizontal. This correlates with the max 
Ds for vertical orientation being much higher than the horizontal orientation. As described for Table 
4, the flaming and horizontal case generates the lowest because of high-temperature oxidation (to 
form CO2 and H2O) in a flame with a longer residence time, whereas the vertical case induces 
natural convection along the specimen and reduce the residence time. 

For non-flaming cases (Fig. 3b and 3d), the trend is opposite; the concentration of both 
formaldehyde and acrolein are higher in the horizontal specimen orientation than the vertical. Here, 
the maximum Ds for horizontal orientation is higher, indicating more irritants are produced in the 
wood smoke.  

Specimen temperature 

Figures 4 shows the temporal variations in the measured temperature in the interior of the 
horizontally orientated specimen (pine at 0% MC, 12.7 mm thickness) in (a) flaming and (b) non-
flaming. For both flaming and non-flaming cases, the temperatures in the depth of 6.35-12.7 mm 
(TC2 – TC5) exhibit a consistent decreases in their slopes to a steady, almost linear slope at ≈12 
min, The slopes appear to be quite similar, indicating that the specimen is experiencing the similar 
processes.  For the flaming case (Fig. 4a), at 15 min, the thermocouple at the depth of 0 mm (TC1), 
which is exposed as the surface regresses, exhibit a sudden decrease, most likely reflecting  a 
change in the flame condition.  For the non-flaming case (Fig. 4a), the temperature at 0 mm reaches 
its maximum (≈600 ºC) at 17 min more gradually. 

The back of the specimen is ceramic wool with lots of air in void spaces, so it is intended to be 
insultated. Since the temperature gradient in the direction parallel to the specimen surface must be 
negligible, compared to that in the perpendicular direction (as shown in Fig. 4), the heat loss to the 
stainless steel sample holder in the periphery of the specimen must be negligible. 

 
  (a)                                                      (b) 

Fig. 4. Temporal variations of the temperature in the interior of the horizontally orientated specimen.   
(a) Flaming and (b) Non-flaming. 
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Figure 5 shows spacial variations in the measured temperature in the interior of the horizontally 
orientated specimen in (a) flaming and (b) non-flaming. For both flaming and non-flaming cases, by 
absorbing the incident heat, the surface temperature increases first, and resulting temperature 
gradient causes heat conduction to the specimen interior, thereby increasing the internal 
temperature. At ≈ 12 min, the thermocouple at the bottom of the specimen at the depth of 12.7 mm 
(TC5) reaches ≈290 ºC. 

 
(a)                                                                            (b) 

 Fig. 5. Temperature in the interior of the horizontally orientated specimen. (a) Flaming and (b) Non-flaming. 

The thermal degradation processes of wood are well understood [12].  Wood dehydrates and 
generates water vapor, CO2, formic acid, acetic acid, and H2O between 100 and 200 ºC . Between 
200 and 300 ºC , significant amounts of CO are produced as a result of significant pyrolysis within 
some parts of the wood. Around 300 to 350 ºC, cellulose begins to show significant 
depolymerization, Once the temperature reaches around 450 ºC, which is the peak at which lignin 
degrades, the wood sample will cease volatile emissions. 

 
Fig. 6. Specimen mass and mass loss rate for flaming and non-flaming cases. The mass is presented at 1Hz, 

and mass loss rate is shown at 1/60Hz due to load cell sensitivity. 

Since temporal variations of the temperature are similar for flaming and non-flaming cases (Fig. 4), 
thermal degradation processes must be similar as well. In the first 5 min, the specimen temperature 
becomes > 100 ºC in every depth (Figs. 5a and 5b). At 8 min, the temperature increases to 200 – 
300 ºC. At 12 min, > ≈300 ºC and thus, the charring front reaches the back side of the specimen.. At 
slightly before 15 minutes, around 300 to 350 ºC in the back side of the specimen, Afterwards, the 
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sample is simply being heated up at a constant rate (Fig. 4). Anything above 450 ºC is mostly char, 
and as observed during the test, there is a thin layer of ashes covering the charred sample. Thus, the 
charring front must reaches the back side of the specimen. 

The advantages of using ISO 5659 (horizontal orientation) is that it provides mass loss data. Figure 
6 shows the specimen mass and mass loss rate for flaming and non-flaming cases. The mass is 
presented at 1Hz, and mass loss rate is shown at 1/60Hz due to the sensitivity of the load cell. 

The mass loss rate does not appear to be significantly different between flaming and non-flaming 
cases at first glance, except for the initial flaring (< 4 min) for the flaming case. This is specifically 
for 0% MC pine, and data shown is representative of the all flaming and non-flaming tests 
conducted with the same conditioned specimen. 

CONCLUSION 

Fire toxicity of wood smoke has been studied under flaming and non-flaming heating conditions 
using selected woods with various moisture contents, placed vertically or horizontally in the 
standard smoke density chamber with analytical instruments: a FTIR gas analyzer and a TEOM dust 
monitor.  The conclusion can be summarized as follows. 

1. The type of wood and the moisture content affect the pyrolysis, burning processes, and in turn, 
the toxic effluent emission through the variations in the fuel density and specific heat. A 
hardwood (oak) has a density about twice as large as soft woods (pine and cedar) and, in turn, a 
larger specific heat.  As a result, oak takes a longer ignition delay time and generates less CO. 
Higher moisture content results in larger density and specific heat due to increase in mass and 
water within the specimen, thus requiring more energy to heat up the wood and leading to delay 
in charring. This reduces the efficiency of combustion, which leads to more smoke (higher Ds), 
and more toxic incomplete combustion products (CO, formaldehyde).  

2. The effuluent concentrations depend significantly on whether or not the flame exists and the 
specimen orientation as they influence the gas-phase reactions and the natural convection due to 
buoyancy around the specimen. The non-flaming case, particularly in the horizontal 
configuration, produces the highest smoke and toxicants (Ds, CO, formaldehyde, and acrolein) 
concentrations due to partial oxidation, while the flaming and horizontal case generates the 
lowest because of high-temperature oxidation (to form CO2 and H2O) in a flame with a longer 
residence time. 

3. For both flaming and non-flaming cases, the heat exposure increases the specimen interior 
temperature rapidly until the pyrolysis and charring front reaches the back side of the specimen 
and the mass loss rate (or the fuel consumption rate) peaks out (around the elapse time of 12-15 
min),  As a result of charring of the entire specimen, the increasing rate of the specimen 
temperature decreased to a steady condition. 
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ABSTRACT 

The cone calorimeter, under free and restricted ventilation conditions, was used to investigate the toxic 
emissions from PVC cable fires. Toxic gases were measured using direct high temperature gas sampling 
from the exit of the cone calorimeter with a short chimney attached to the exit from the electrical cone. 
Toxic species CO and HCl were identified as a function of time using a heated Gasmet FTIR. The particle 
number was determined using the Cambustion DMS500 fast response particle sizer with a diluted sample 
taken from the diluted cone calorimeter exhaust flow at the same location as the optical obscuration 
smoke meter. The HCl concentrations from the Chlorine in the PVC sheath demonstrated HCl levels well 
above the LC50 concentration for HCl. The restricted ventilation reduced the peak fire heat release rate 
and the peak toxicity and HCl occurred later than for free ventilation. The equivalence ratio in the gases 
from the combustion zone, were both rich at 1.5 for free ventilation and 1.3-1.4 for restricted ventilation. 
The toxicity results showed the classic phases of compartment fires: growth, steady state burning and then 
fire decay. After flaming combustion was extinguished, slow char combustion continued with high CO 
emissions. The particle size distribution showed peak particle number, PN, nuclei mode particles at 10 nm 
and an accumulation mode at 100 nm. The number of particles at 10 nm for free and restricted ventilation 
were extremely high and showed that the freely ventilated fires had the highest PN, but later in the fire the 
restricted ventilation PN were higher. Nano-particle emissions < 50 nm from PVC fires are a health 
hazard that is currently unrecognized and unregulated. 

KEYWORDS: Fire toxicity, compartment fires, electrical cable fires, PVC, particle. 

INTRODUCTION 

Deaths in fires are mainly due to toxic gases breathed in during exposure to fire smoke [1], yet there 
is no requirement to measure the toxic gases (other than smoke obscuration) from materials as part 
of their approval for use in buildings [2]. The Grenfell Tower fire in London in 2017 had toxic 
smoke emissions as a major cause of death and many survivors had to have their lungs flushed out 
to remove black carbon deposits [3]. To reach the lungs particles have to be < 100 nm diameter and 
yet there is hardly any information on the particle size distribution of particulate material generated 
in fires. The medical effects of ultra-fine particles that cause lung and heart related problems within 
days of exposure [4-8] are well known in atmospheric pollution, but the exposure to very high levels 
of fine particles in fires can be much greater in a short time than exposure to fine particles in the a 
poor quality atmospheric exposure in roadside air pollution, where concentrations are around 
50µg/m3 compared with over 2000 times this concentration in fires [9]. This means that a one 
minute exposure to fire particulates during escape is equivalent to a full day exposure to roadside air 
pollution, with most fires giving a higher exposure than this. Escape times are at least 10 minutes, 
often walking through significant smoke concentrations. This work presents data on particle number 
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in PVC cable fires as well as toxic gas emissions. Fine particulates are shown to be a significant 
contribution to smoke in building fires and could be formed as HCl droplets. 

Polyvinyl Chloride (PVC) is the second most important fire load after wood [10] and PVC sheathed 
electrical cables are the most common source of PVC in fires. It has been estimated that there are 
250m of electrical cable per house (50m per room) and 140 fires/million km cable/year [10]. 
Electrical cable fires may occur as part of a fire load for a fire that has started elsewhere and spread 
to ignite the cables externally. This is simulated in the present work using the cone calorimeter to 
represent radiant heating from a fire that engulfs the cables. There is no requirement in material 
approval tests for electrical cables to have any toxicity measurements, other than the visible 
obscuration that smoke generates [2]. 

One of major applications of PVC in buildings is in electrical cables, as the electrical insulation 
sheath. However, in building products PVC is widely used, for example clear sheets, skirting boards 
and roofs. PVC is also used in other electrical components such as computers, electrical cords or 
cables, component housing and phone system [11]. About 8% PVC, about 40 million tons of 
worldwide production capacities each year was used for cable production between 2006 and 2017 
[12, 13]. Chlorine based material with a high chlorine content (>56%) are classified as fire retardant 
and widely used in many applications because it can prevent or slow down the burning process [14]. 
However, it can produce toxic gases, mainly hydrogen chloride (HCl), when burnt, which is an 
irritant depending to the concentration level. Irritancy effects due to exposure to HCl can impair or 
reduce the escape ability of occupants during the fire. Fire-retarded substances can increase smoke 
toxicity more than they reduce fire growth rate [15]. 

Sundstrom [2] has reviewed methods of testing of cables for their fire resistance and concluded that 
current tests concentrate on fire propagation rates and not on toxicity. However, he concludes that 
the future must address the toxicity issue and the measurement requirements, as reliable test 
methods are lacking. Hirschler [16, 17] has compared the large scale cable tray fire tests of ASTM 
D921 and IEC 332-3 with the cone calorimeter [18] and concluded that the heat release rate, HRR 
and smoke production measured in the cone calorimeter can be used to predict the results of the 
larger scale tests. This was the reason for the use of the cone calorimeter in the present work. A very 
small number of studies of toxic gases and particulate emissions in fires have involved electrical 
cables and polymer fires and particle size measurement [19-22]. 

Al-Sayegh et al. [21] have used the cone calorimeter with PVC cables with free ventilation, with 
heated gas sampling and analysis, using the Gasmet FTIR, of the toxic gases from the diluted 
products of the fire at the same location as the smoke meter. Their work showed that at 40 kW/m2 
radiant heat the toxic yields peaked at the time of peak HRR and were 0.18 for CO, 0.4 – 0.5 for 
HCl, 0.04 – 0.05 for Acrolein and 0.02 – 0.03 for Formaldehyde. The relative toxicity on an LC50 
basis showed that of the total toxicity 20% was from HCl, 41% from Acrolein and 33% from 
Formaldehyde. On a COSHH15min basis, which is important for no impairment of escape, HCl was 
33% of the total toxicity, Acrolein was 53% and Formaldehyde was 12%. In both cases the 
contribution of CO to the toxicity was small, but this could be due to the diluted combustion and 
post flame oxidation. The present work sampled directly from the hot gases at the exit from the cone 
calorimeter and so post flame oxidation of toxic gases was avoided. However, the conclusion from 
the work of Al-Sayegh et al. [21] was that the main toxic gases on an LC50 or COSHH15min basis 
were Aldehydes and that the toxicity of HCl was only 20%  (LC50) or 33% (COSHH15min) of the 
toxic gas problem. The HCl yields were shown by Al-Sayegh et al. [21] to be higher than most 
previous work, especially in small scale tests such as the Purser furnace test [23, 24]. However, the 
agreement was very good with the previous cone calorimeter work of Babrauskas et al. [25] for 
PVC sheet samples. However, the HCl yields were significantly lower than the 100% conversion of 
Chlorine to HCl, which gives a yield of 0.58. The reason for this was shown by Al-Sayegh et al. 
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[21] to be due to Chlorine remaining in the char at the end of flaming combustion. Al-Sayegh et al. 
[22] have also burnt PVC cables with a pine wood crib fire in a 1.6m3 compartment fire. They 
showed that the yield of HCl was 0.3 – 0.35 which is a little lower than the 0.4 – 0.5 yield for the 
cone calorimeter [15], but still higher than most values for HCl yield in the literature [21]. 

EXPERIMENTAL EQUIPMENT 

The cone calorimeter (ISO 5660) [18] is a standard bench scale piece of equipment designed to 
measure the heat release rate and flammability properties of materials. The authors have adapted the 
standard cone calorimeter [18] for raw gas toxicity and particle size measurements from the cone 
heater outlet, for both the free and restricted ventilation. The modified calorimeter and associated 
instrumentation is shown in Fig. 1. The restricted ventilation version of the cone calorimeter uses an 
airtight stainless-steel box set up to create restricted ventilation combustion conditions. It was 
operated with a controlled air supply design to create rich combustion conditions that occur in air 
starved compartment fires. The load cell, sample holder and cone heater were enclosed in the steel 
box, which had a metered air supply through the bottom of the air tight box. The airtight box was 38 
cm long, 30 cm wide and 33 cm high, with a volume of 0.0376 m3. In the process of developing this 
experimental method it was observed that there was excessive heat loss from the metal box, which 
influenced the temperature of the test specimen and hence influenced the HRR. The airtight box 
design was improved by insulating the inside walls and the door was insulated from the outside. An 
insulation board 25mm thick was used to avoid heat loss. The combustion process was observed 
through a glass window on the cone calorimeter enclosure which was also insulated, when not being 
used for viewing the flame. An insulation board was also placed in the sample holder underneath the 
test specimen to prevent heat losses to the supporting metal cylinder leading to the load cell heating. 

 

Fig. 1. Configuration of the cone calorimeter and FTIR analyser. 

The airflow introduced to the combustion chamber was from a compressed air supply and was 
measured using a variable air flow meter with the air flow varying from 6 – 28 L/min. This variable 
airflow translates to 0.12 – 0.56 g/s air mass flow. A more general parameter is considered to be the 
air mass flow per exposed surface area of the test specimen (0.01m2) and this converts to 12 – 56 
g/sm2 in these terms. The simple assumption that for all fuels there are 3.05 MJ of heat release per 
kg of air is another way of representing the ventilation conditions. This translates the air mass flow 
range into fire HRR in kW as 0.37 – 1.71 kW fires and in terms of the exposed surface area of the 
wood is 37 – 171 kW/m2. In the present work a single air flow was used of 19.2 g/sm2 or 59 kW/m2 
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for the restricted ventilation condition. This is the maximum possible heat release rate (HRR) in the 
primary fire in the enclosed compartment. 

A radiant heat level of 35 kW/m2 was used for both the free and restricted ventilation tests. This is 
the recommended standard heat flux by British Standards [18] for use in material evaluation for 
performance in fires using the standard cone calorimeter [18]. Also, 35 kW/m2 was recommended 
by Flecknoe-Brown et al. [26]. Herzberg and Blomqvist, [19] noted that 35 kW/m2 was a "trade-off 
between a lower value, which possibly would have caused material pyrolysis only, and a higher 
value which might have provoked an unrealistically clean burning behaviour". This radiant flux was 
a little lower than the 40 kW/m2 used in the work of Al-Sayegh et al. [21] where 40 kW/m2 was 
used. However, they investigated 20, 30 and 40 kW/m2 and 20 and 30 were too low to lead to 
ignition of the PVC, but the 35 kW/m2 was not tested and this did give ignition of PVC in the 
present work. The temperature of the cone was about 700oC for the 35 kW/m2 irradiation level. 

Test sample preparation 

BS 6004 6242Y Prysmian A electrical cable with PVC insulation and sheath [27] were cut into 
100mm strips and a single layer of 7 pieces filled the 100mm square test section of the cone 
calorimeter, as shown in Fig. 2. Only one side of the cable was exposed to the cone heater during 
the burning test. The initial mass of cables were weighed, as a check on the value measured by the 
cone calorimeter load cell. 

 

Fig. 2. PVC electrical cables in sample holder. 

Heated Fourier-Transform Infrared Spectroscopy 

The heated Gasmet FTIR analyser was calibrated by the manufacturer for 60 species, including all 
major toxic species in fires. Also a diluted gas sample was sent from the cone calorimeter collection 
duct for particle size analysis using the Cambustion DMS500 [28]. The overall experimental rig of 
the cone calorimeter and portable analysers used is shown in Fig. 1. 

Cambustion DMS500 particle size analyser 

For particle size analysis a diluted sample is required for two reasons. Firstly, the dilution lowers the 
dew point by cooling and reducing the concentration and this prevents water vapour from the 
combustion products appearing as droplets and being counted as particles. However, higher 
molecular weight unburned hydrocarbons from the fire can form liquid aerosols in the dilution 
process and these are part of the particles that may be a health hazard. If the fire forms acidic gases 
then with the water vapour present acid droplets can form, for example Hydrocholric acid droplets 
will form in the present work. For total particle size analysis it is not known whether particles in any 
size range are liquid or solid or a mixture of both. The second reason for particle number size 
distribution needing to be measured in a diluted sample is that for low dilution particles agglomerate 
in the sampling system and the size distribution changes and the number of particles is reduced. 
Usually a dilution ratio of around 100/1 or more is advocated [29, 30]. The cone calorimeter dilutes 
the products of combustion from the cone heater outlet (chimney outlet in the present case) with 
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ambient air. Thus a diluted gas sample for particle size analysis taken from the cone calorimeter 
dilution tunnel is the obvious choice of gas sample location. The sample point was close to where 
the smoke production was measured in the cone calorimeter using the standard obscuration meter, 
so that particle number and smoke obscuration can be directly compared. It was shown above that at 
the present test conditions the dilution ratio was 112/1 and hence meets Kittleson’s [29, 30] 
recommended dilution ratio of >100/1. 

The Cambustion DMS500 (Differential Mobility Spectrometer) [28] particle size measurement 
equipment was used to measure real time particle sizes in the size range 5 – 1000 nm. The DMS500 
size separates particles on the basis of their electrical mobility and the size may be different from an 
aerodynamic mobility analyser. Electrical mobility is the dominant mode of particle size 
measurement for nano-particles. It is a transient instrument and can take several size distributions 
per second. In the present work the size distribution as a function of the fire time duration was 
measured. 

Initial analysis of PVC Prysmian A electrical cable 

Shimadzu TGA-50, CHNS Thermo AE2000 and PARR 6200 Bomb Calorimeter were used to 
determine its chemical composition, energy content, volatiles, moisture, fixed Carbon and ash 
contents. Table 1 shows the results for the PVC cable composition. The stoichiometric A/F was 
computed by carbon balance from the elemental composition. Chlorine was not determined, but was 
assumed to be the missing mass from the elemental analysis. The chemical formula in Table 1 was 
close to that of PVC but the Hydrogen was significantly lower, indicating that this was not a pure 
PVC cable sheath but had some other hydrocarbons mixed in. As the CHy had y too low, this 
indicates the use of low H/C ratio polymers in the electrical sheath material. 

Table 1. Pre-analysis results for PVC Prysmian A electrical cable (BS6004) 

Analyser Parameter Data/Value 

Thermogravimetric analyser Proximate analysis (wt.%)(daf)  

 Volatile matter 96.36 

 Fixed Carbon 3.64 

 Moisture (as received) 0.40 

 Ash (as received) 28.91 

CHNS analyser Ultimate analysis (wt.%)(daf)  

 Carbon 35.63 

 Hydrogen 3.84 

 Chlorine 60.53 

Bomb calorimeter GCV (MJ/kg) 17.95 

Other information   

 Stoichiometric A/F 4.85 

 Chemical formula (daf) CH1.29Cl0.57 

 Pure PVC CH1.5Cl0.5 

 
For TGA analysis, the test sample was heated to 920oC in Nitrogen. The process removes fixed 
Carbon. At 920oC Nitrogen was change to air to burn the fixed Carbon. The balance from the total 
of 100% mass after deduction of moisture, volatiles and fixed Carbon was ash. The TGA mass loss 
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in Nitrogen is shown as a function of temperature in Fig. 3 and compared with that of Al-Sayegh et 
al. [21], where there is good agreement. The release of HCl occurs between 250 and 300oC. 

 

Fig. 3. Normalised mass loss as a function of temperature from TGA analysis. 

The elemental analysis gave 60% of the PVC mass as Chlorine; this would produce a yield of HCl 
of 62%. Fig. 3 shows there was a 42% weight loss due to HCl loss in the temperature range 250 – 
300oC. However, there is evidence of another volatile loss at 400-500oC and assuming that this is 
also HCl. The total weight loss due to release of HCl is 52% close to the expected total yield of 
HCl. Bowes [31] commented that 70% of the expected HCl yield (41%) occurs rapidly at 272oC and 
this was also found in Fig. 3. 

An SEM model of Carl Zeiss EVO MA15 was used to perform a full elemental analysis. The SEM 
analysis showed that other than Chlorine there were the flame retardant minerals Aluminum and 
Calcium. Mineral type flame retardants are added to polymers, including the modern cables, to 
inhibit combustion and smoke production [32]. It is likely in this case that Calcium carbonate was 
added as a thermal inert that would decompose to release CO2 in a fire. This was the cause of the 
long ignition delay in the tests. 

RESULTS 

Heat release rate, fire equivalence ratio and combustion efficiency 

The heat release rate by oxygen consumption and the fire equivalence ratio from carbon balance are 
shown in Fig. 4 and Fig. 5 respectively. These show that the ignition delay at 35 kw/m2 radiant heat 
was about the same for free and restricted air ventilation at 22s.This compares with about 50s in the 
work of Al-Sayegh et al. [21]. These relatively short ignition delay indicate little effect of any fire 
retardant for the PVC cables. 

Fig. 4 shows the primary heat release by Oxygen consumption for the cone calorimeter chimney gas 
sample. The primary HRR with restricted ventilation was higher than that for free ventilation and at 
its peak was close to that for the theoretical HRR if all the Oxygen in the air was consumed, 59 
kW/m2. The reason for the higher primary HRR was the higher temperature of the confined 
restricted ventilation fire which gives higher combustion efficiency. The total primary and 
secondary combustion HRR is also shown in Fig. 4, based on the standard cone calorimeter Oxygen 
consumption method. The difference from the primary HRR is the secondary combustion HRR, 
which occurs as the gases from the chimney on top of the cone heater are discharged and entrain air 
when secondary combustion can occur. The secondary HRR is small but significant and equal for 
free and restricted ventilation. This is the main reason that the cone calorimeter with toxic gases 
measured at the same location as the smoke meter is not deemed [33] to be a good experimental 
device for toxic gas emissions, as the secondary oxidation may reduce the toxic emissions or 
generate other emissions such as the partial oxidation Aldehyde gases. The free ventilation total 
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HRR is still lower than that for restricted ventilation, although at the highest HRR there was very 
little difference. These Oxygen based overall HRRs are shown in Fig. 4 to be substantially lower 
than the HRR based on the PVC cable mass loss, particularly at the start of combustion. The reason 
is that HCl mass loss has no heat release and the poor efficiency of secondary combustion.  

  

Fig. 4. Heat release rate against time.  Fig. 5. Equivalence ratio against time. 

  

Fig. 6. CO yield as a function of time.  Fig. 7. CO yield as a function of ɸ. 

Figure 5 shows that in the region of the highest HRR in Fig. 4, the primary equivalence ratio, ɸ, was 
rich for both free and restricted ventilation. Surprisingly ɸ was richer for the free ventilation case 
due to the higher oxygen availability which enabled more fuel to burn which created richer 
mixtures. However, the lower HRR was due to the richer mixture and the associated lower 
temperatures. For both free and restricted ventilation the HRR reduced after 450s and the 
equivalence ratio became lean after 550s. The high HRR up to 450s is associated with the rapid 
release of flammable volatiles from the PVC cables and the slower later HRR is char combustion of 
the residual material. This later burning lean phase was the source of the highest yields of CO and 
THC, as shown in Figs. 6 and 8, which gave a poor combustion efficiency as shown in Fig. 9. The 
CO yield as a function of ɸ in Fig. 7 shows that the lean mixtures were the greatest region of high 
CO yield. This was not expected as rich mixtures normally have high CO due to equilibrium 
chemistry. However, in this case the poor combustion efficiency dominated the production of CO. 
Aljumaiah et al. [34] have shown for pool fires that CO yields were high for lean low temperature 
pool fires in restricted ventilation enclosures, due to poor combustion efficiency.  

Figure 10 shows the HCl yield as a function of time for free and restricted ventilation fires. Fig. 11 
shows the HCl yield as a function of ɸ and there was no correlation for both ventilations. The yield 
peaked for both ventilations at 0.1, which is well below the theoretical yield of 0.58 and lower than 
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the 0.2 – 0.3 peak yield found by Al-Sayegh et al. [21] for a different PVC cable. Their work 
sampled the toxic gases after dilution for free ventilation fires. Fig. 10 shows that the peak HCl 
yield occurred at different times for the two ventilations. It peaked at 300s for the restricted 
ventilation case and at 700s for the free ventilation case. Other toxic gases also had the same 
features of later generation with free ventilation. The reason for this difference is not known as there 
was no significant difference in the HRR or the equivalence ratio at these times. Al-Sayegh et al. 
[21] had the peak HCl yield 100-200s after ignition, which was much sooner than that in Fig. 10 for 
both ventilations. It is possible that the fire retardant in the cables delayed the release of HCl, but 
this would not explain the different times for the release of HCl for the two ventilations.  

   

Fig. 8. THC as a function of time. Fig. 9. Primary Combustion Efficiency against time. 

   

Fig. 10. HCl yield for free and restricted ventilation. Fig. 11. HCl yield as a function of ɸ. 

Al-Sayegh et al. [21] reviewed the published yields for CO and HCl in the literature for PVC fires, 
most of which were not PVC cable fires. Babrauskas et al. [25] for the standard cone calorimeter 
found the HCl yield to be 0.3 with the CO yield at 0.07 which is three times the HCl yield in the 
present work. However, the present yields for CO and HCl were similar to some in the literature 
such as the 0.09 HCl yield of Bowes [31] and the 0.045 – 0.13 yield for HCl of Blomqvist et al. 
[35], who also had a CO yield of 0.04 –0.13 which is similar to the present range in Fig. 6. Hull et 
al. [24] used the Purser furnace with HCl yields of 0.11-0.15 and CO yields of 0.025 – 0.12, both of 
which are similar to the present results. 

Particle size distributions 

Figure 12 shows the particle size distribution as a function of time for the free and restricted 
ventilation PVC cable fires. For free ventilation there was a nuclei mode peak number at 20 nm and 
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an accumulation mode peak number at 500 nm. The size distribution was more varied for restricted 
ventilation and there were three size peaks at 20, 200 and 500 nm. After the flame went out the 
500 nm peak did not occur but the 20nm nuclei mode was still present at the highest values. For 
restricted ventilation there was a large variation in the 20 nm nuclei peak particle number, whereas 
for free ventilation the 20 nm number had a much smaller variation. The 20nm size range is that 
with the worst health effects [4-8], but all the particles below 50 nm have a health effect [4-8]. It is 
likely that the 20 nm particle size was contributed to by HCl aerosols from the large concentration 
of HCl. Fig. 10 shows that HCl peaks later in the fire for free ventilation and this is where the peak 
accumulation mode particle number occurred. HCl peaked early with restricted ventilation and the 
20 nm particles occurred earlier. 

  

Fig. 12. Particle number distributions for free and restricted ventilation for various times. 

  

 

Fig. 13. 20, 200, and 500 nm particle numbers against time for free and restricted ventilation. 

Figure 5 shows that up to 500 s the fire was rich for both ventilations and this would lead to high 
soot formation, so that the 20 nm particles could be Carbon from rich combustion. The free 
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ventilation results in Fig. 5 were richer for the first 400 s and this would produce higher Carbon 
nuclei particles. In the same period the primary HRR was lower for the free ventilation case and this 
would produce lower temperatures and lower soot oxidation rates.  A feature of the free ventilation 
results in Fig. 12, which is unusual in combustion size distributions, was the very high number of 
coarse particles with a peak at 500 nm. This indicates high mass emissions would occur. However, 
it is the high number of 20 nm particles that would cause the most harm to those exposed to this 
smoke. 

The number of particles at the three size peaks in Fig. 12, 20, 200 and 500 nm, are shown as a 
function of time in Fig. 13 for free and restricted ventilation. This shows that for all size ranges the 
free ventilation fire was much higher in particle number for the first 600 s of the fire, where the 
HRR was highest and the combustion was rich. The 500 nm number was much higher for free 
ventilation and this may have been due to the late generation of HCl, shown in Fig. 10. Coagulation 
may have been faster in the absence of HCl vapour condensation, which would occur earlier in the 
restricted ventilation fire. 

CONCLUSIONS 

The cone calorimeter, with restricted ventilation and raw gas cone exit toxic gas measurements, is a 
good test method to access fire materials for gaseous toxicity and particulate emissions. For gaseous 
species, primary heat release rate and equivalence ratio the difference between free and restricted 
ventilation was small. However, the release of HCl was quite different with this occurring later after 
the main HRR period for free ventilation. There were major differences in the particle size 
distribution and the peak numbers. The free ventilation fire had much high coagulation particle 
number as well as high 20 nm particle number. The high number of coagulation particles may have 
been due to the low HCl in the high HRR period of the fire. 
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ABSTRACT 

In a fire, the plant protection products can produce large amounts of toxic effluents in the smoke. Since 
most fire deaths and injuries result from inhalation of toxic effluents, knowledge of the amount and type 
of generated substances is important for fire hazard assessment and investigation. In this study, thermal 
degradation and combustion of three plant protection products, which are based on: quinoclamine 
(Product 1); spiroxamine, tebuconazole and triadimenol (Product 2); and tebuconazole (Product 3) were 
investigated. Cone calorimeter (ISO 5660) was used to measure ignitability and heat release rate. Thermal 
decomposition of the materials was studied using thermal analysis coupled with the Fourier transform 
infrared spectroscopy. The steady-state tube furnace (ISO 19700) was used to generate gaseous 
combustion products. The emitted thermal degradation products were identified by gas chromatography 
with mass spectrometry. 

Among all tested compounds, Product 2 was found to be the most flammable plant protection product. 
The mechanism of thermal degradation depends on the product type. In fire effluents, different kinds of 
chemicals were identified, including volatile and semi-volatile compounds including substituted 
benzenes, aldehydes, aliphatic hydrocarbons and polycyclic hydrocarbons. Most of detected substances 
are carcinogenic and mutagenic with biological accumulation. 

KEYWORDS: Pesticide, cone calorimeter, fire toxicity, gas analysis. 

INTRODUCTION 

Thermal decomposition and combustion of pesticide as well as plant protection products can occur 
in different situations. Large amounts of these hazardous substances are handled and stored every 
day in chemical plants and warehouses as a consequence of their massive use in the agricultural 
field [1, 2]. It has been reported in the past that fire occurred in a certain number of both of these 
installations involving large quantities of chemicals [3]. Toxicity, thermal instability and reactivity 
of pesticides caused several accidents also during the production and transport of these chemicals 
[4-6]. Another possibility of release the toxic species is the incorrect method of disposal of 
agricultural waste, for example burning of empty pesticide containers in open fires [7]. Additionally 
even during the processing of vegetables and foods poisoned by traces of pesticides the thermal 
degradation products of pesticides can be released [2, 8-10]. 

Most fire deaths are due to toxic gases, oxygen deprivation and other effects that have been widely 
referred to as smoke inhalation instead of burns [11]. That's why the smoke toxicity is very 
important factor and has been considered in the evaluation of fire safety in new fire safety 
regulation. Moreover the products released during thermal degradation and combustion of pesticide 
and plant protection products can cause serious airborne pollution, harmful not only to firefighters 
but also to people living in the surrounding areas [12]. Furthermore, water used by fire fighting, 
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mixed with these toxic products can contaminate the surface and ground water and cause major 
environmental pollution affecting the ecosystems [13]. 

To enable a realistic assessment of the toxicity and environmental impact of compounds, it is clearly 
important to understand the range and concentrations of chemical species likely to be produced in 
fires. Currently, the main species of interest for acute effects from exposure to fire effluents are: 
carbon dioxide (CO2), carbon monoxide (CO), reduced oxygen (O2), hydrogen chloride (HCl), 
hydrogen bromide (HBr), hydrogen cyanide (HCN), hydrogen fluoride (HF), nitrogen oxide (NO), 
nitrogen dioxide (NO2), sulphur dioxide (SO2), formaldehyde (HCHO) and acrolein (C3H4O). 
However this list is not exhaustive. Fire effluents also contain a number of carcinogenic and other 
chronic toxicants (persistent organic pollutants and polycyclic aromatic hydrocarbons) [14]. 

While burning behavior is dependent on physical aspects of fire scenario, such as shape and 
orientation of the fuel, effluent toxicity is most dependent on material composition temperature and 
oxygen concentration. The generalised development of the fire has been recognised, and used to 
classify fire growth into stages, from smoudering combustion and early well-ventilated flaming, 
through to fully-developed under-ventilated flaming [15]. 

This work presents information on the thermal degradation and combustion processes occurring 
upon heating of the three plant protection products under air atmosphere. Experimental work 
consists of thermogravimetric (TG) experiments coupled with differential scanning calorimetry 
(DSC). Application of the simultaneous thermal analysis (STA) coupled on-line with Fourier 
transform infrared spectrometry (FT-IR) allows to analyze the released gaseous products. Moreover 
the steady state tube furnace (Purser furnace, ISO 19700 [16]) has been used specifically to generate 
toxic products from real fires under different temperature conditions. The emitted species have been 
identified using gas chromatography with mass spectrometry (GC-MS). To achieve this goal the 
solid phase microextraction (SPME) was used as a technique which combines sampling and 
concentrating analyses as well as introducing them to the chromatographic system [17]. Moreover 
evaluation of flammability of the composites was performed by using the cone colorimeter [18]. 

MATERIALS AND METHODS 

Materials 

For the studies, plant protection products commonly used in Poland have been selected. The 
compositions of materials are shown in Table 1. 

Table 1. Information on ingredients of plant protection products 

Name Active Ingredients Composition 

Product 1 Quinoclamine 25-30 % 
Quartz (SiO2) 25-30 % 
Kaolin 10-20 %,  
Silica amorphous 1-2 % 

Product 2 
Spiroxamine 250 g/L 
Tebuconazole 167 g/L 
Triadimenol 43 g/L 

N,N-Dimethyl decanamide >20 % 
Alkylarylpolyglycol ether >1 and < 25 % 
gamma-Butyrolactone >1 and< 15 % 

Product 3 Tebuconazole 430 g/L 
1-octyl-2-pyrrolidone  20-60 % 
Hydrocarbons, C10-C13, aromatics,  
<1% naphthalene 5-15 % 
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Methods 

To characterize the fire behaviour, the plant protection products were investigated in the cone 
calorimeter (Fire Testing Technology Ltd., FTT, West Sussex), which simulated forced-flaming 
combustion according to ISO 5660 [18]. The specimens, 100 mm x 100 mm in size and placed in an 
aluminium tray, were tested at a heat flux of 35 kW/m2. Based on gained results following 
parameters were estimated: Heat Release Rate – HRR (kW/m2), peak of Heat Release Rate – pHRR 
(kW/m2) time to peak of Heat Release Rate – t-pHRR (s), Maximum Average Rate of Heat 
Emission – MARHE, Total Heat Release – THR (MJ/m2), Ignition Time – tig (s), Total Smoke 
Release – TSR (m2), Fire Growth Rate – FIGRA (kW/(m2· s)). 

The Fire Growth Rate (FIGRA) is a very useful parameter that allows to evaluate reaction of tested 
material to the fire properties. FIGRA is defined as the p-HRR, divided by time during which the 
maximum value was reached according to the equation: 

FIGRA � 	 ¿ÀÁÁÂ#¿ÀÁÁ . 

The thermal decomposition under air were monitored via thermogravimetric analysis and 
differential scanning calorimetry using a simultaneous thermal analysis (STA 449F3 Jupiter, 
Netzsch, Germany). The mass of the investigated materials was 10 mg. The heating rate was 
10 K/min. Gas analysis was conducted by coupling the STA with a Fourier transform infrared 
spectroscope (FTIR Tensor 27, Bruker, Germany) via a heated transfer tube. The transfer line tube 
and the gas cell of FTIR were heated to 250 °C. 

Because the different fire conditions can have a significant effect on the effluent produced, the 
Purser furnace was used to generate gaseous products from real fires. The samples of plant 
protection products (15 g) in special test specimen boats were delivered into the steady state tube 
furnace set at 350, 650 or 825 °C. The samples of effluent were taken from the mixing chamber of 
tube furnace by introducing the SPME device with the fiber to sampling port. The chromatographic 
separation was achieved with an HP-5 MS fused silica capillary column (30 m × 250 μm × 0.25 μm 
film thickness) from Agilent Technologies (USA). The oven temperature was initially maintained at 
40 °C for 10 min, and then increased to 250 °C at a heating rate of 10 °C/min. Helium at a constant 
flow rate of 1 ml/min was used as the carrier gas and the split ratio was 10:1. The separated 
compounds were then analyzed by the mass spectrometer, which was operated in electron ionization 
(EI) mode at the ionization energy of 70 eV. The mass spectra were obtained from m/z 15 to 350. 
Chromatographic peaks were identified through comparing the mass ions of each peak with NIST 
MS Library. On the basis of the NIST library, the highest possibility of product identification was 
chosen. The chromatographic peak area of a specific compound is correlated linearly with its 
quantity, and its concentration can be reflected by the peak area ratio. The summed identified peak 
areas were normalized to 100% and the relative abundance of specific compound can be reflected 
by its peak area ratio. 

RESULTS AND DISSCUSION 

Average values of parameters characterizing the behavior of tested plant protection products under 
the influence of intense radiant heat gained during cone calorimeter measurements were 
summarized in Table 2. 

Based on the date acquired from the flammability test in cone calorimeter it can be deduced that 
Product 2 was the most flammable plant protection product among all tested compounds. High 
amount of flammable solvents (~60 % wt.) such as N,N-dimethyldecanamide, gamma-butyrolactone 
and alkyl/aryl-glycol ethers is responsible for shot tig and in combination with active agents creates a 
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mixture which exceeds 1000 kW/m2 during CC test. Such high value of HRR is relatively rare even 
for highly flammable plastics like polyethylene or epoxy resin with similar size and mass of a 
sample.  

Table 2. Average heat release rate (HRR) and other fire parameters results from cone calorimeter tests 
for tested plant protection products 

Sample 
It Fout MARHE HRR pHRR t-pHRR FIGRA THR TSR 

s s kW/m2 kW/m2 kW/m2 s kW/(m2· s) MJ/m2 m2/m2 

Product 1  43 247 56.5 44.5 126 77 1.65 8.9 312 

Product 2 12 163 574 447 1019 68 14.9 66.3 769 

Product 3 128 220 98.8 232 493 177 2.79 19.8 658 

Presence of spiroxamine with the flashpoint ~140 °C [19], and load of 25 % wt. has also a large 
impact on flaming process and on the FIGRA value which is almost ten times higher than that 
reported for Product 1. Based on the composition of Product 1 it is reasonable to assume that all 
heat emitted during CC test comes from quinclamine, although some parameters like tig, FIGRA and 
even HRR are decreased by the overwhelming amount of non-organic compounds (over 70 %) and 
it’s thermal capacity. On the other hand quinoclamine contains chlorine and amine groups. During 
fire generated ammonium acts as the oxygen diluting agent, and chlorine participates in free radical 
recombination process in gas phase according to presented mechanism:  

- release of chlorine radicals ( Cl• ): 

R – Cl → R• + Cl• 

- generation of hydrogen chloride (HCl):  

RH + Cl• → HCl + R• 

- neutralization of energy-reach radicals: 

HCl + H• → H2 + Cl• , 

HCl + OH• → H2O + Cl• . 

Those properties combined with a high amount of non-flammable compounds are reflected in very 
low HRR value, although for a mixture containing only 25 % of organic compound Product 1 shows 
rather high amount of released smoke, Fig. 1.  

Product 3 shows the longest tig from all tested plant protection products and rather low value of 
HRR. Flashpoint of tebuconazole exceeds 240 °C and has great impact on flammability of tested 
product. Maximum value of HRR is below 500 kW/m2, THR is three times lower than for Product 2 
and it’s important to notice that both of this pesticides burn out completely, under testing conditions, 
leaving no residue. 

Analysis of TSR values shows that Product 2 and Product 3 produce similar amount of smoke 
during CC test. Lower CO production rate for Product 3 corresponds with the HRR values, yet 
production of CO for Product 3 clearly exceeds Product 2. Lower flame temperature and higher 
concentration of chloride can, possibly, be explained by these results, although it correlates with 
production of CO and CO2 by Product 1. 
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The thermogravimetric analysis (TGA) and differential thermogravimetric analysis (DTG) of 
thermal degradation of the plant protection products are shown in Fig. 2. 

 

Fig. 1. Graphic representation of HRR, TSR, CO and CO2 production for tested plant protection products. 

The multi-stage degradation process was observed for all tested material. It suggests that the 
samples exposed to heat in air undergo both thermal degradation and oxidation. The Product 2 and 
Product 3 began to degrade in lower temperature then Product 1. The mass loss was about ~ 34 % 
for Product 1, ~47 % for Product 3 and ~ 100 % for Product 2. In case of Product 2 in the first 
degradation stage to the temperature about 171 °C, the substances present in the plant protection 
product, such as: spiroxamine, N,N-dimethyl decanamide, triadimenol and tebuconazole, were 
melted and evaporated. Subsequently, the individual substances were decomposed in several steps, 
up to the temperature of 590 °C, to form gaseous products. All tested substances were degraded to 
600 °C.  

Figure 2 presents also IR spectra corresponding to decomposition of the materials. The main 
product found during thermal degradation of Product 2 was gamma-butyrolactone. This is 
confirmed by the bands occurring at 1822, 1146, and 1048 cm-1. The same component was also 
identified in the emitted products during the entire measurement. The IR spectra imply that carbon 
oxides also present in the volatiles evolved in thermal degradation of Product 2. The main 
degradation products of Product 3 and Product 1 were carbon oxides (bands at 2360 cm-1 associated 
with asymmetric tensile vibrations of the R branch). Additionally, peaks recorded at temperature 
510 °C, may suggest that aliphatic compounds were also present in the gas mixture.  

Based on the results obtained using Purser furnace and GC-MS, it was found that the quantity and 
type of products detected in the fire effluents emitted during thermal degradation and combustion of 
selected materials strongly depends on experiment conditions (temperature) and composition of the 
material, Fig. 3. The largest number of species were detected in the samples emitted in conditions 
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representative post-flashover fire (temperature = 825 °C, primary air flow = 2 L/min) for Product 1 
and in conditions representative small flaming vitiated fire (temperature = 650 °C, primary air flow 
= 2 L/min) for Product 2 and Product 3. Unfortunately not all detected compounds have been 
identified. 

 

Fig. 2. TG-FTIR results: TG and DTG with corresponding IR spectra for the decomposition steps of (a) 
Product 3, (b) Product 2 and (c) Product 1. 

When Product 1 was tested, the largest number of gaseous products was emitted when the thermal 
degradation occurred at 825 °C, under-ventilated flaming post flashover. In the emitted gases in the 
largest amount, substances such as: phthalic anhydride, 4,9-dihydro-1H-naphtho[2,3-d]triazole-4,9-
dione, 6-chloro-2,3dihydrofuro-(2,3-b)-quonoline, 1H-inden-1,3(2H)-dione, benzonitrile and m-
chloroamine were presented.  

In contrast, in the mixture of fumes and gases emitted during decomposition of the Product 2 at 
350 °C were present ingredients such as butyrolactone, N,N-dimethyldecanamide and spiroxamine. 
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The presence of 4-(1,1-dimethylethyl)cyclohexanone means that some of the spiroxamine has 
already decomposed under the test conditions. However, the main substances present in the gases 
samples were: 4-chlorobenzaldehyde, 1-chloro-4-ethenylbenzene, naphthalene, 1-
chloronaphthalene, acenaphthylene and 2-chlorohydrocinnonitrile. When the degradation took place 
in 650 °C, many polycyclic aromatic hydrocarbons (naphthalene, biphenyl, acenaphthylene) and 
chlorine derivatives of aromatic compounds (1-chloronaphthalene, 1-(chloromethyl)-naphthalene)  
were identified. In gases emitted the post-flashover fire mainly polycyclic aromatic hydrocarbons 
were detected. However, butyrolactone and N,N-dimethyldecanamide proved to be very stable 
components and were still present in analyzed gases and fumes. 

 

Fig. 3. The number of thermal degradation products identified in fire effluents when the decomposition 
occurred at 350 °C, 650 °C and 825 °C. 

Decomposition of Product 3 resulted in the formation of 1-chloronaphthalene – the main thermal 
decomposition product of tebuconazole. In considerable amounts, 1,2-propanediol and 
 4-(1,1-dimethylethyl)-cyclohexanone were detected in emitted gases and smoke. In smaller 
amounts, substances such as 1-chloro-4-ethenylbenzene, 4-chlorobenzonitrile, naphthalene,  
1-(4-chlorophenyl)-ethanone, acenaphthylene and 2-chloro-hydroxyammonitrile were present in the 
smoke emitted during thermal degradation of Product 3. These compounds were also detected in gas 
and fume samples emitted during decomposition of the active substance present in this preparation  
(-tebuconazole). 

Based on the obtained results, it can be stated that during the combustion and thermal degradation of 
plant protection products, significant quantities of hazardous substances are released. At the same 
time in the United States, the Emergency Management Issues Special Interest Group (EMI SIG) 
state that "Protective Action Criteria (PACs) are the essential components for planning and response 
to uncontrolled releases of hazardous chemicals. These criteria, combined with estimates of 
exposure, provide the information necessary to evaluate chemical release events for the purpose of 
taking appropriate protective actions. During an emergency response, these criteria may be used to 
evaluate the severity of the event, to identify potential outcomes, and to decide what protective 
actions should be taken"[20]. PAC values are based on the following exposure limit values:  

- Acute Exposure Guideline Levels (AEGL) values published by the U.S. Environmental 
Protection Agency (EPA), 

- Emergency Response Planning Guideline (ERPG) values produced by the American 
Industrial Hygiene Association (AIHA), 

- Temporary Emergency Exposure Limit (TEEL) values developed by SCAPA.  

AEGL, ERPG and TEEL benchmark values are not available for all chemicals as the clinical effects 
are still an active research area. Consequently, when defining PAC values the following procedure 
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is followed. Use AEGLs (including final or interim values) if they are available. If AEGLs are not 
available, use ERPGs. If neither AEGLs or ERPGs are available, use TEELs. 

 

Fig. 4. Chromatograms of products emitted during thermal degradation of Product 1 (a), Product 2 (b) and 
Product 3 (c). The decomposition of Product 1 occurred at 850 °C, of Product 2 and Product 3 at 650 °C. 

There are three levels of PAC value (1 to 3) where each successive value is associated with an 
increasingly severe effect from a higher level of exposure. Each level is defined as follows: 
 PAC-1: Mild, transient health effects. 
 PAC-2: Irreversible or other serious health effects that could impair the ability to take 

protective action. 
 PAC-3: Life-threatening health effects [20]. 

In Table 3, there are presented the value of PAC for the main organic substances that have been 
detected and identified in mixtures of gases and fumes emitted during the thermal decomposition 
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and combustion of selected plant protection products. Unfortunately, the values of these parameters 
are not available for all detected chemicals, because clinical effects are still an active area of 
research. 

Table 3. PAC-1, PAC-2, PAC-3 values for the main organic substances detected in mixtures of gases and 
fumes emitted during the thermal decomposition and combustion of plant [21] 

Identificated 
substance 

CAS PAC-1 

(mg/m3) 

PAC-2 

(mg/m3) 

PAC-3 

(mg/m3) 

1-chloronaphthalene 90-13-1 4,6 51 310 

1,2-propanediol 57-55-6 30 1300 7900 

acenaphthylene 208-96-8 10 110 660 

benzonitrile 100-47-0 2.4 26A 80A 

biphenyl 92-52-4 5.5 61A 1900 

butyrolactone 96-48-0 3.6 39 310 

naphthalene 91-20-3 79 430 2600 

phthalic anhydride 85-44-9 18 56 10000 

PAC values marked with a subscript "A" correspond to 60-minute AEGL values. 

CONCLUSIONS  

It was found that Product 2 is the most flammable plant protection product. This is probably due to 
the presence of large amount of flammable solvents such as N,N-dimethyldecanamide, gamma-
butyrolactone and alkyl/aryl-glycol ethers. All the tested plant protection products emit significant 
amounts of gases and fumes during combustion and thermal decomposition. Different chemicals, 
including volatile and semi-volatile compounds, were identified in the volatiles which appear to be 
very toxic and hazardous. It is worthy of note, that real fires may yield even more toxic products 
than the amount generated in the small-scale laboratory fire testing equipment. 
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ABSTRACT 

On offshore installations the successful detection of an uncontrolled release of flammable gas is one of 
the last lines of defence against fire and explosion events. A brief analysis of UK continental shelf 
(UKCS) offshore hydrocarbon release (OHR) statistics during 1992-2015 shows that an appreciation of 
performance of currently installed gas detection arrangements is of paramount importance, since almost 
half (48.5%) of the recorded accidental gas releases were apparently not detected by the fixed gas 
detection systems in place. Detection results for experimental, simulated gas leaks are compared with the 
offshore statistics finding that the experiments demonstrate ~97% successful detection rate, highlighting 
the disparity between research and real offshore experience. The experimental simulations are conducted 
for the traditionally recommended target gas cloud (TGC) detector arrangement at 5 m spacing. We have 
reasoned that such experimental work is of limited benefit if the same detector approach is not applied 
offshore. No research has investigated this issue or considered the impact of actual detector layouts upon 
the detection performance statistics. We have evaluated 27 real offshore gas detector layouts from 18 
facilities and found that the TGC approach is present in less than 50% of cases and less than 50% of those 
achieve typical coverage targets. This is a simple yet important finding previously unaddressed in 
industry or in literature. In addition, a preliminary review of the statistics demonstrates little or no 
evidence to corroborate prevailing industry anecdote that low overall detection is due to the high number 
of small leaks which are not the true target of the detection system. We recommend that detector layouts 
be submitted by operators during hydrocarbon release reporting so that this missing link in the analysis of 
the performance of offshore detection can be fundamentally understood, and the issue of detection 
performance can finally be addressed. 

KEYWORDS: Gas detection, hydrocarbon release, target gas cloud, offshore statistics. 

INTRODUCTION 

On offshore installations the successful detection of an uncontrolled release of flammable gas is one 
of the last lines of defence against fire and explosion events. Early detection can mitigate a fire or 
explosion event before it occurs and control actions, initiated automatically or manually following 
confirmed detection, can be used to trigger emergency shutdown (ESD) before the loss of inventory 
reaches a critical volume presenting a significant potential for escalation. A range of location, 
propagation, pressure, orifice size and wind conditions may be modelled and evaluated using 
appropriate computational models (utilising CFD), however analysis of probable gas dispersion 
scenarios is not a matured process and essentially no guidance exists for the purpose of defining a 
standardised, repeatable and industry-wide procedure.  

The traditionally adopted target gas cloud (TGC) approach has been to limit the undetected gas 
cloud size of any theoretical leak to a volume which should not create a damaging overpressure if 
ignited. Knowledge of the performance of this approach with regard to real gas leak events is 
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extremely limited. A small body of literature evaluating the performance of a 5 m-TGC arrangement 
in a simulated offshore module exists [1, 2], however in order to relate the results of those studies to 
real world performance, the assumption is required that all installations in the UK North Sea have a 
5 m-TGC arrangement in place, as per the traditionally adopted guidance. The primary goal of this 
paper is to evaluate the validity of this critical assumption.  

A brief analysis of UK continental shelf (UKCS) offshore hydrocarbon release (OHR) statistics [3, 
4] during 1992-2015 shows that the question of performance of currently installed gas detection 
arrangements is essential, since almost half (48.5%) of the recorded accidental gas releases were 
apparently not detected by the fixed gas detection system. While leaks (minor/significant/major) 
have decreased over the 22-year period, the detection rate by fixed gas detection has also decreased 
with time. Significant leaks in 1993 were detected at a rate of ~70% but have averaged ~50% over 
the last 15 years. Minor leaks have dropped from ~60% in 1993, averaging ~38% over the last 10 
years. The number of major leaks is arguably too few to be statistically significant in this sense, yet 
is still numerous enough to cause concern. The Health & Safety Executive (HSE) in the UK recently 
publicised their concerns [5] over what was described as “perilous” gas leak trends in recent years. 
It is common for practitioners to reference a 50-60% gas leak detection rate, [6] for example, 
however we can find no concerted efforts to explain this low detection success rate in the published 
literature. Within industry we have consistently witnessed the propagation of typical, anecdotal 
explanations with no apparent evidence. A common example is that the whole OHR data is skewed 
by many undetected small leaks which are not in fact the target of a fixed detection system. We 
have documented a preliminary review of some of the OHR data which possibly could support these 
claims to see if corresponding evidence can be uncovered. 

An evaluation of 27 actual offshore gas detector layouts has been undertaken to determine if the 
traditional TGC approach is commonly applied offshore as generally assumed. This is critical for 
two reasons: (1) efforts to address the poor offshore gas detection rate by improving the TGC 
approach detection rate [2] are only of benefit if this methodology is commonly applied offshore, 
and (2) any attempt to explain the poor offshore gas detection rate without knowledge of the gas 
detector layout in each leak case provides no context and an incomplete analysis. These issues have 
not been addressed in industry or in the literature and are critical to understanding and improving 
the apparently poor detection rate.  

The authors have visited over 40 UK offshore platforms and reviewed detection strategies for over 
150 facilities globally. This study was conceived out of the evident disconnect we observed between 
industry dialogue and gas detection as applied offshore. We aim to shed light on fundamental issues 
previously unaddressed, provide direction for further critical analysis and conclude with a simple 
solution for acquiring a large set of actual detector arrangement data to allow the problem of poor 
gas leak detection in the UKCS to be seriously addressed for the first time. 

BACKGROUND: INDUSTRY AND SCIENTIFIC LITERATURE 

Origins of the target gas cloud methodology 

In 1993 the UK Health & Safety Executive published a report [7] reviewing the results of the 
available gas explosion behaviour studies of the time, which were mainly conducted throughout the 
1980s. The review concluded that a 6-m diameter methane or propane cloud, when ignited by a 
point source did not achieve flame speeds greater than 100 m/sec (methane) and 125 m/sec 
(propane). To allow for realistic compromises during design and construction, oil and gas operators 
who would use this approach opted to specify a ‘design’ detector spacing of 5 m thus adding a 
factor of safety such that if practitioners slightly relaxed the positioning rule, the 6 m parameter 
from the experimental work should still be met. The approach of targeting a specific volumetric gas 
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cloud by installing detectors at a particular spacing was subsequently adopted into several major-
operator guidance documents globally. Commonly 5 m is the target, but variations have been 
adopted depending on the operator and the location across the facility.  

Locating gas detectors: industry guidance 

Standards and guidance documents provide relatively little information regarding the number and 
placement locations of gas detectors for offshore facilities affording the engineer a great deal of 
latitude but simultaneously requiring suitable justification and verification of the final approach. 
Instead, guidance on calibration and testing and technology type / installation is prominent. A non-
exhaustive list of examples includes API 2001 [8], CSA 2001 [9], ISA 2003 [10], ISO 1999 [11], 
UKOOA 1995 [12], UKOOA 2003 [13] and more generally in PFEER 1995 [14]. The stipulation 
that detector layout design should be someway justified with reference to dispersion/hazard analyses 
is evident in HSE 2001 [15], IEC 2007 [16] and NORSOK 2008 [17] as well as in some oil operator 
group practices and company-wide fire and gas philosophy/guidance documents. A cautionary note 
on boundary condition considerations for dispersion modelling based on real events has been 
presented [18]. Subsequently, ISA TR84.00.07 [19] describes to an extent, an approach 
incorporating dispersion analysis data into the gas detector placement study. It is important to 
understand that the guidance detail provided in operator/oil company philosophies regarding fire 
and gas detection ranges from specific spacing requirements directly or loosely based upon the 
findings from [7], to the generic requirement that detector layout should be designed in reference to 
the relevant project fire/hazard analysis. Overall, the level of design detail provided is inconsistent 
from company to company. The risk here is that the use of rules of thumb and prescriptive targets is 
retained whilst a fundamental understanding of the original intent of the selection is not.  

It is commonly discussed within industry that, historically, gas detectors were placed based on the 
experience or intuition of the relevant project engineers. Fire and Gas (F&G) mapping is a study 
which is used to demonstrate the theoretical performance of a gas (or flame) detection arrangement 
based against a set of pre-defined performance targets and has become increasingly prominent 
within the industry. F&G Modelling software programs have remained proprietary in-house tools, 
however. To this end a few authors [20-24] have published in the scientific literature alternative and 
theoretical approaches to designing and justifying gas detector layouts for offshore 
process/production modules generally based on data from a set of dispersion scenarios analysed for 
each case, which may not be reflective of what standard practice in the industry consisted of.   

Risk-based detector layouts using dispersion modelling 

Within industry at present, the concept approach for risk-based gas detection derived from analysis 
of a set of credible gas leak simulations is burgeoning. The detector layout is optimised based upon 
the presence-probability of detectable gas concentrations following a large number (102-104) of 
computational leak simulations. Benavides-Serrano et al. [25] represents a rare published work 
directly comparing the detector requirement of a TGC layout with that of various optimisation 
approaches to detector placement using a dataset of computational fluid dynamics (CFD) gas leak 
simulations [26, 27]. The results are compared with a TGC layout of point gas detectors (PGDs). It 
is clearly demonstrated that the performance of such an arrangement is a function of the number and 
type of leak scenarios modelled. A decrease in performance was demonstrated when an optimised 
arrangement based upon a randomly selected 75% of total leak scenarios was then tested against the 
remaining 25% of simulated leak scenarios. This confidence factor is critical for procedural 
validation as the notion of designing detector layouts based upon a finite number of leak scenarios 
becomes more common. 

Of great concern, however, is the study’s conclusion that the TGC approach performed poorly and 
in some cases was the worst of all trialed approaches. This can be traced to the use of only PGDs 
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and the elevation of implementation (12.5 m) of the detector grid. Of great further interest, 
therefore, would be the repetition of this analysis with a TGC layout positioned at a reasonable 
elevation within the context of the module and local structures, and in relation to specific hazards. 
The inclusion of open-path gas detectors (OPGD) in the TGC approach would also be of great 
interest for practical purposes since (based on major operator guidance) one OPGD could replace up 
to 13 PGDs in an offshore module, potentially providing greater detection coverage while 
significantly reducing the detector count, unit and cabling requirements as well as installation and 
long-term maintenance burden.    

Literature on TGC performance 

Where the 1993 HSE report [7] set a baseline guide, further work [1, 2] was conducted performing a 
sensitivity analysis of the 5 m-TGC approach to a range of simulated leak scenarios for offshore 
modules. These papers are of great relevance since they represent rare published literature 
attempting to evaluate the theoretical performance of the traditionally recommended approach to 
flammable gas detection. Importantly, the detector layout is in-line with how a TGC layout might 
typically be designed for a congested offshore module and the results are strongly juxtaposed with 
those reported by [25]. 

In Kelsey et al. [1] previous data from a joint-industry-project (JIP) on gas dispersion/concentration 
in a simulated offshore module was overlaid with a detection arrangement based on 5 m-target 
within the module, utilising infra-red (IR) PGDs, catalytic PGDs and IR OPGDs. From a range of 
leak scenarios time to detection was evaluated for each case. The results are discussed in detail in 
the following section. 

Comparison with offshore statistics 

The Health & Safety Executive (HSE) in the UK publishes an Offshore Hydrocarbon Releases 
(OHR) database [3-4] covering approximately the last 22 years (Oct 1992-Dec 2015) of release 
statistics from UK Continental Shelf (UKCS) facilities. Updated statistics for 2015-2016 have more 
recently been published [28], however, some of the data-capture categories relating to detection 
have been amended since the previous data were published so we will focus on the 1992-2015 
results [4]. Statistics from 2001-2008 have previously been reviewed [3] using partial and full 
datasets with general focus on leak frequency for significant and major releases, and to review the 
use of the dataset to inform quantitative risk assessments (QRAs). Difficulties with linking offshore 
leak statistics to actual experience of operators is discussed in detail elsewhere [29]. Kelsey et al. [1] 
produced results which may be compared with the offshore hydrocarbon release statistics [4]. The 
JIP release data (that [1] is based upon) are biased toward larger release rates (commonly 10 kg/s, to 
align with the lower-bounding definition of a “major” leak) [3,4], however, the vast majority of 
releases were detected when the leak size corresponded with the significant category. This makes 
comparison for individual categories difficult since an offshore leak might be categorised at time of 
detection or considering total release quantity. Table 1 presents those data for the OHR database [4] 
and the study by Kelsey et al. [1]. It was demonstrated by Kelsey et al. [1] that the 5 m-TGC layout 
had an excellent detection rate, detecting on average 97% (of 64 cases) for major and significant 
releases (all leaks detected by the first detector when the leak size corresponded to significant, with 
70% growing to major) compared to 53.8% (of 1409 significant cases) successfully detected from 
the offshore statistics [4]. 3% of simulated releases were not detected due to (1) a lack of buoyancy 
following horizontal releases which did not rise to the elevation of the lowest detectors at 3.9 m and 
(2) smaller releases which did not result in gas clouds of detectable concentrations. This information 
supports the premise that the TGC results appeared poorer in [25] because of the inappropriate 
detector placement. Sufficient data to allow direct comparison are not provided in [25]. It is notable 
from the offshore statistics that detection success rates appear to improve with increasing severity. It 
seems credible, therefore, that actual detection performance offshore is to some extent a function of 



Proceedings of the Ninth International Seminar on Fire and Explosion Hazards (ISFEH9) 

1202 

the leak mass. However, there are several boundary conditions that have some level of influence, 
and this is clear since even the largest leaks (major approximately 103 - 106 kg) are only detected in 
~ 64% of cases. It is critical to note that direct comparison of the simulated data with the offshore 
statistics also requires the assumption that all offshore installations have utilised a 5 m-TGC 
detector layout as per the simulations. 

Table 1. Gas leak distribution and detection – Offshore statistics [4] vs. simulated [1] 

Leak Category Distribution Leaks Detected 

Type Offshore stats 
[4] 

Simulated [1] 

(final release size) 

Type Offshore stats [4] Simulated [1] 

(at detection) 

Major 5.8%  
(n = 152) 

70%  
(n = 45) 

Major 63.8%  
(n = 97) 

N/A 

Significant 53.8%  
(n = 1409) 

30%  
(n = 19) 

Significant 54.6%  
(n = 770) 

97%  
(62 of 64) 

Minor 40.4%  
(n = 1058) 

N/A Minor 45.5%  
(n = 482) 

N/A 

Total 2619 64 Weight Avg 51.5% (n=1349) 97% 

This is underlined by Kelsey et al. [2] where the results from [1] are built upon and the potential for 
improvement of the 5 m-TGC performance is investigated. One possibility attributing to the 
offshore detection results is that the environmental conditions offshore are typically more severe 
than in the simulated tests thus reducing detection performance of the offshore systems. It is noted, 
however, that when gas leaks are quickly diluted and dispersed by weather a reduction in potential 
for escalation is typically also true. Regardless, an average detection rate of 51.5% by dedicated, 
fixed gas detection systems in high hazard/high consequence sites is concerning, and a better 
understanding of causal factors is imperative. It is noted that these low detection rates are often cited 
in industry literature without any further explanation, and no work appears to have been undertaken 
to provide context for such statements.  

INVESTIGATION OF COMMON INDUSTRY HYPOTHESIS  

The following section presents an introductory evaluation on the validity of a common industry 
hypothesis as to why detection rates are so low. There appears to be no precise evidence of 
validation of the hypothesis in industry literature or scientific literature. A detailed review is 
required, however this is outside the main scope of this paper and will be completed in future work. 
It would be preferable if this hypothesis were true as it would conclude that offshore gas detection is 
in fact more effective than current statistics suggest. If it cannot, however, clearly be demonstrated 
to be true, then simply assuming its validity is irresponsible and dangerous and prevents the pursuit 
of a fundamental understanding of the causes of poor detection performance.  

Evaluation of hypothesis  

The smaller the leak, in theory, the more difficult it is to detect with fixed detection, and based on 
this principle it is often cited that the reason the detection statistics are poor is because the data are 
skewed by many undetected small leaks which are not in fact the target of a fixed detection system. 
It is true that the philosophy of the TGC approach is to target gas clouds once they reach critical 
volume (and concentration) and that smaller leaks are not the target. Actual detection data describe 
a more complex landscape, however. It is true that failure to detect increases as the leak category 
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diminishes, that is to say major, significant and minor leaks go undetected in 36.2%, 45.4% and 
54.4% of cases, respectively. Note that there is only a 10 point difference in detection success for 
significant and minor leaks. Detection rates between categories are relatively comparable and do not 
appear, in principle, significant enough to support the skewed data theory. Each gas leak category 
occurrence accounted for the percentage of gas leaks as follows - sig (53.8%), minor (40.4%) and 
major (5.8%). Furthermore, undetected significant gas leaks accounted for 50.3% of all undetected 
gas leaks, where undetected minor gas leaks account for 45.4% of all undetected. Even if we take 
the minor detection category out of the equation altogether, there still remains an average detection 
rate for significant and major leaks of 55.5%. This is a small improvement on the 51.5% detection 
rate for all categories combined. Based on this simple observation, it is clear that the minor 
detection rate is comparable with the significant detection rate and no evidence of skewing is yet 
apparent. An in-depth multi-variable analysis of all detection rate causal factors is out with the 
scope of this paper but we would like to lay the ground work here briefly.  

  

(a)     (b) 

Fig. 1. (Estimated) leak quantity (kg) vs. leak duration (min) for (a) minor leaks and (b) significant leaks. 

Exploring the actual data further, Fig. 1 shows the detected and not detected minor and significant 
leak data when the (estimated) leak quantity is compared with leak duration. Figure 1(a) 
demonstrates the general trend, as might be expected, that leak quantity and leak duration are 
positively correlated. Perhaps counter-intuitively, however, the detected minor cases tend to occupy 
the lower end of the quantity/duration data (<10 min) meaning that in general the smaller minor 
leaks tended to be more commonly detected by the gas detection system. By contrast, Fig. 1(b) 
shows that those detected significant leaks corresponded almost exclusively to leak durations 
greater than 90 minutes and the vast majority of undetected leaks ranged from 1 to 90 minutes. It is 
therefore true that smaller significant leaks were overwhelmingly not detected despite commonly 
lasting for significant periods of time. We note that leak quantity vs. leak pressure and hole diameter 
data have also been reviewed (but are not presented here) and are oriented more similarly to Fig. 
1(b) and do not demonstrate intuitive correlations as seen in Fig. 1(a). Detected and undetected 
leaks are equally distributed across the range of leak pressures for both minor and significant leaks. 
Similarly, detected and undetected leaks are also roughly equally distributed across the range of leak 
orifice diameters for minor leaks. However, for significant leaks larger hole diameter leaks are 
almost exclusively not detected and smaller hole diameter leaks are almost exclusively detected. 
The data appear unnatural when plotted. Major leak data are more evenly distributed for all 
categories described so we suggest that the reporting practices across each category may need to be 
reviewed for evidence of impact upon global results. The data tell a complex story, which is 
nuanced by the many variables including human decision-making when reporting on leak event 
details - the inherent variability of which is unaccounted for in the statistics. Nevertheless, a 
preliminary review of the broad statistics does not show recognisable evidence in support of the 
hypothesis. We have also found no evidence to support the hypothesis that the majority of 
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undetected leaks occurs during manned operations and are therefore detected manually before the 
gas detection system is triggered. This evaluation will be included in a future publication. 

ANALYSIS OF ACTUAL OFFSHORE DETECTOR LAYOUT DATA 

An analysis of 27 actual offshore gas detector layouts is presented with the intent of determining if 
the TGC approach is commonly applied offshore as generally assumed, and determine if it is 
reasonable to consider generally the detector layout to be a constant across facilities or whether 
significant variation is apparent. The latter implies that the impact of detector layout upon detection 
rates represents an unknown variable that presents a problem for the analysis of offshore gas leak 
detection rates.   

When undetected gas leaks do occur offshore, rarely are the results of a detailed investigation 
shared in order that industry knowledge can be improved. Therefore, research that seeks to evaluate 
a TGC layout with the goal of improving offshore gas detection performance, actually has very little 
basis in this context. A more fundamental line of questioning might be: What form do typical 
offshore gas detection arrangements take? What was the basis for their design? And, how do they 
perform when subjected to real boundary conditions? 

Investigation parameters and assumptions 

An evaluation of typical gas detector layouts in hydrocarbon processing areas on 18 fixed platforms 
in the UKCS was carried out in order to attain a sample of real detector layouts. The sample size 
represents approximately 7.5% of operational UKCS assets, which is statistically small. However, 
as far as can be discerned no other study with the same goal has been published so far. On that basis 
alone, the results presented here should be of interest, at the very least, as a starting point for further 
discussion and research. The parameters and assumptions of the study were as follows: 

• Layouts were chosen at random from the available information. A range of major and minor 
operators were included. F&G detection drawings were typically dated 2008-2014. 

• Site information and operator and platform details cannot be disclosed. We feel that the critical 
lack of knowledge and absence of any similar study far outweighs this limitation to 
transparency.  

• Process / wellbay areas with significant physical congestion (>0.3) were targeted since in such 
locations the (5 m) TGC approach is recommended by numerous operators. 

• Coverage factor is a quantified output that states what fraction of the module total area is 
provided gas detection coverage based on a 5 m-TGC requirement. 

• Module total heights were unavailable, and detector elevations were often unavailable, therefore 
in each case it was assumed that all detectors are located at the same elevation. 

• The coverage factor is applicable only to one theoretical 2D plane at any supposed elevation. 
Had each coverage factor result been based on 3 dimensions, the density figure would most 
likely always have been lower (less favourable) since process modules and wellbays are 
normally greater than 5 m in height (deck-to-deck). The results may therefore generally be 
considered to be on the optimistic side. 

• The analysis does not investigate the capacity for the detector layout to achieve voted alarm (two 
or more detectors simultaneously alarming to the same theoretical gas accumulation, written as 
2ooN), as would be required in an industry mapping analysis.  

• Since the coverage factor calculation assumes 1 PGD per 25 m2 area, when OPGDs have been 
utilised, beam length divided by 5 was used to give the PGD equivalency. Where a PGD or 
OPGD is located at the perimeter of a fire zone, the coverage provided was discounted based on 
what proportion of the detector theoretical coverage area fell outside the fire zone/ area of 
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concern. Similarly, the coverage of a PGD located within the 5 m of another PGD was 
proportionally discounted (i.e., each detector would then not contribute a full 25 m2 coverage). 

• Coverage factor is given simply by: Number	of	PGDs	Equiv/�Total	area ⁄ 25!. 
The overarching purpose of the analysis is to surmise whether a TGC or leak detection approach 
had been taken when placing detectors in each case. This was possible to achieve because the leak 
approach typically sees detectors being placed at the location of potential leak sources only, leaving 
gaps in coverage between equipment. The coverage factor is important because this is what 
operators use to judge the theoretical performance of a detector layout based on prescriptive TGC 
rules. A figure of 1.0 means that 100% of the area is covered by the number of detectors present; 
given the specific location of each detector (based in each case here on a 5 m-target cloud).  

Results and discussion 

Results are presented in Table 2. Due to size constraints, data for only 14 of the 27 areas are 
presented for reference. For each of the 18 platforms assessed, layout data for different modules or 
areas were included where available (27 areas in total) in order to minimise bias for choosing 
particularly high or low detector density cases. This proved particularly interesting where different 
process modules of the same platform demonstrated significantly different coverage results (asset 3 
for example). This approach highlighted the potential for inconsistency in detector layout across one 
platform. This variation is explainable since whole-platform F&G detection reviews are not 
necessarily that common once the platform comes on-line, and quite often one module or a number 
of targeted areas will be reviewed as new equipment/tie-ins are installed on the platform. Detectors 
may be added/removed/relocated at such times, requiring that the engineer/designer be aware of the 
original intent of the existing detector locations. 

 
Fig. 2. Breakdown of detection approach occurrence and detection fraction. 

Figure 2 demonstrates the frequency of occurrence of each approach considering specifically TGC 
and leak arrangements, as well as cases where a combination of approaches was identified. A TGC 
arrangement occurred in 12 of the 27 cases assessed (44.4%) while a leak detection approach was 
present in 18 cases (66.7%). There was an overlap in 5 cases where TGC and leak approaches are 
both applied. The average coverage and the range of coverage (error bars) are noted for each 
detection philosophy combination. 
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For the TGC cases only one provided ~100% spatial coverage (appearing in four separate 
categories). Typically, major operators give a performance target for percentage coverage (for 
single alarm) of 80-95%, depending upon operator guidance (for confirmed alarm the target may be 
similar or slightly lower). In only five TGC cases was an 80% coverage achieved. Subsequently, it 
should be remembered that the analyses here assumed all detectors to be located on a single 
elevation plane and so the coverage factor assessment is for a 2D slice (imagine a plan view).  

Oil operators require an assessment in 3 dimensions – taking account of the entire volume of each 
area. For any asset reviewed here, where the deck-to-deck height was greater than 5 m (which is of 
course quite common), a 3-dimensional analysis would automatically result in poorer coverage 
factor. Thus, the five cases exceeding the 80% coverage figure here may well fall short of the 80% 
target in an official, technical 3D mapping review. Coverage factors provided for the leak 
approaches are purely for context since spatial coverage percentage is not a performance indicator 
in these instances. 

Since the full complexity and nuance of each of the gas detection layouts cannot be fully described 
in a quantitative manner, a qualitative outline of the results would be beneficial. Certain attributes 
could be noticed during the analysis, for example, in leak detection cases PGDs were 
overwhelmingly located at potential leak sources (equipment/vessel/pipework-flanged area) and in 
only one clear case in a large, open space adjacent to the potential source. The number of PGDs 
placed at equipment in leak cases generally ranged from 1 to 3, and did not particularly correlate 
with equipment size. When multiple PGDs were located at a piece of equipment, the detectors were 
typically within ~5 m of each other, suggesting that maximum area coverage based on a target gas 
cloud size, was not a driving factor when placing detectors to target gas leaks. Furthermore, 
equipment of several metres in length with only a single gas detector was relatively common, 
appearing in most leak-approach cases. This suggests that a PGD-per-item (checklist style) 
approach is common when placing detectors rather than an engineering analysis of a range of 
credible leak scenarios. Subsequently most leak-PGDs were located within approximately one metre 
of equipment (if within the equipment footprint (above) was not possible). This suggests that 
inventory pressure is not factored into the decision on detector location, since high pressure gas 
leaks may result in a very thin jet with high initial velocity where dispersion may not occur until 
leak fluid momentum has diminished sufficiently, some distance from the source.    

Only 46% of the TGC cases (5 of 12) provided the coverage factor required by the major operator 
prescriptive guidance (again, based only on a 2-dimensional analysis). There are of course many 
factors that contribute to the final detector layout design from an operational point of view, which 
go beyond the scope of “design philosophy”. There is often a fundamental disconnect between the 
intent of operator guidance and the extent of what can practically be implemented in terms of 
detector count - often limited by CAPEX constraints. This arises commonly on brownfield and tie-
in projects when a small number of new pieces of equipment are installed into an existing area, 
which it is later found out not to meet the required performance in terms of coverage factor (where a 
TGC approach is required by the operator guidance). It is then impossible for the additional hazards 
introduced by the new equipment to be met with coverage compliance without addressing the 
existing area as a whole. In our experience, on greenfield projects often when the F&G budget is 
allocated, long before detailed design is undertaken, the costs required to achieve full F&G 
compliance with the operator’s own guidance is consistently underestimated.  It can be argued that 
the results found here may reflect such practice. 

CONCLUSIONS 

The UKCS gas detection layout study showed that strict adherence to the generally-accepted, 
current, industry best-practice of the 5 m-target gas cloud approach first suggested in 1993 is not 
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that common across the sample of UK North Sea platforms. The approach was adopted in less than 
50% of the cases investigated, and less than half of those met the typical operator performance 
target for area coverage. Therefore, while theoretical investigations into the performance of the 5 m-
spacing detection approach are of worth, they do not address the issue of the poor historical and 
current detection performance statistics. The first step toward improving offshore gas detection 
performance is in understanding why the current detection rates are so poor. Our introductory 
analysis of the offshore statistics and UKCS detector arrangement study demonstrate that 
knowledge of the detector arrangement is a necessary component in truly understanding the leak 
detection performance. The analysis sheds light upon this critical lack of knowledge within industry, 
and we hope it will start an important and necessary conversation. 

Further, we have found that the offshore statistics reviewed do not appear to support the anecdotal 
industry hypothesis that the poor detection statistics are skewed by the number of small leaks. 
Further work is required to evaluate this more thoroughly. Given the potential hazards following 
uncontrolled offshore gas release, such claims must shoulder the burden of proof. An additional 
industry hypothesis: detection appears so low because the majority of undetected leaks occur during 
manned operations and so the alarm is raised manually before the gas detection system is triggered 
has also been given preliminary review and we find it to be unsupported by the data contained in the 
HSE database. This evaluation will be included in a future publication.  

The primary recommendation here is that, when leaks are reported to the HSE, a current F&G 
detection layout for the area where the leak occurred should be submitted along with the 
hydrocarbon release data already provided when reporting. All company names should be removed 
and layouts should be made public along with the HSE OHR statistics report so that, in a short time, 
a large data set can be acquired, providing dozens and soon, hundreds of real-life case studies. 
These studies may then be analysed with the goal of identifying and understanding the common 
failure modes of current industry gas detection arrangements. This understanding is critical for 
improving life, environment and asset safety offshore given the poor performance of actual gas 
detection systems over the last 22 years.  
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ABSTRACT 

Odors related to scorching are emitted by substances undergoing oxidative pyrolysis during combustion. 
In this study, changes in odor quality were investigated and used to detect fire. Selecting a fire detector 
that would operate because of an odor change required appropriate gases for recognizing fire to be 
selected. Odor gases created during the oxidative pyrolysis of wood and synthetic polymers were used as 
standard gases to allow appropriate gases to be selected. The standard gases were then used in combustion 
experiments in model rooms in which heat was generated rapidly using a combustible fluid or slowly 
from smoldering material. Precursor oxidative pyrolysis odors were identified for various test materials. 
The odors that were generated depended on the type of combustible material present, so wood and 
plastics were both used to generate standard gases. Already available fire detectors and the measured odor 
changes were compared, and it was found that odor changes were detected at the same time as or after the 
fire was detected by the fire detectors when the fire was spreading rapidly or when the detectors and odor 
sensor were close to the fire source. However, detecting odor changes was faster than using the fire 
detectors for smoldering fire with little flame. 

KEYWORDS: Fire detection, electronic nose, reduced-sized rooms, odor index. 

INTRODUCTION 

Fire detectors are installed in buildings to allow fires to be detected quickly and to alert the residents 
to allow them to fight the fire and/or escape. Installing fire detectors in homes became mandatory in 
Japan in 2004, and this led to deaths caused by fires decreasing every year. There were > 27% fewer 
deaths caused by fire in 2016 than in 2005 [1]. This proved that fire detectors save lives. Smoke, 
heat, and flame sensors are widely used in fire detectors, but it has been found that CO sensors are 
also effective at detecting fire [2]. Multi-criteria fire detectors in which CO, temperature, and smoke 
sensors are combined are currently being studied [3–5]. Fires emit odors in addition to heat, smoke, 
and toxic gases such as CO [6]. Odor is often the first sign of fire to be noticed by the people in the 
building affected. The size of the molecules that make up odor is approximately 10-10 m, while 
smoke particles are 10-8 to 10-7 m. Therefore, odor molecules are diffused by thermal air currents 
from fire more quickly than smoke particles, and it may be possible to detect a fire more quickly 
using odor than using smoke. We have performed tests using odor identification sensors to detect 
odor changes during the oxidative pyrolysis of wood and plastic [7–8]. We found that oxidative 
pyrolysis caused dramatic odor changes and increased odor strength [9-10]. Mixtures of chemicals 
are responsible for the odors produced, so determining the concentrations of specific substances was 
not helpful. Here, odors related to fire are therefore selected experimentally and then used as 
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reference odors to allow a fire to be detected from odor changes. The results obtained using the 
system in full-sized and reduced-size fire experiments are compared with the results obtained using 
other fire detection systems. 

EXPERIMENTAL 

Odor analysis 

An FF-2A electronic nose (Shimadzu, Kyoto, Japan) with ten oxide semiconductor sensors (to 
imitate receptor proteins in the nose) was used. The data obtained were subjected to multiple 
classification analysis to characterize the sensor signal patterns. The electronic nose detected the 
overall odor molecule balance rather than individual chemicals (which would be the case using 
analytical methods such as gas chromatography mass spectrometry). The electronic nose was 
exposed to standard gases and produced indices that were used to determine the degrees to which 
the standard gas odor components were similar. A calibration curve was produced for each index 
using the sensor responses at different standard gas concentrations [11]. Studies were performed to 
develop similarity indices to represent odor quality. The methods used to analyze the indices are 
described below. The similarity indices indicated the degree to which the sensor response patterns 
represented the nine standard gas odor types. Calculations were performed using angle θ between 
the standard gas vector and sample gas vector in the 10-dimensional space created by the responses 
of the 10 sensors. The similarity index was 100% (i.e., the sample gas was the same as the standard 
gas) at θ = 0° and 0% at θ > the acceptable angle β (∼5°). 

Selection of fire type and recognized odors 

The gas generated when a test material was heated in a TG-8120 thermogravimetry–differential 
thermal analysis system (Rigaku, Tokyo, Japan) was collected in an odor bag attached to the 
exhaust port of the system. A sample (~5 mg) was placed in an aluminum pan. The reference 
material was alumina, the atmosphere was purified air (G3), the flow rate was 300 mL/min, the 
temperature was increased at 10 °C/min, and the final temperature was 550 °C. A new odor bag was 
attached every 5 min, and 1.5 L of gas was collected in each bag. Odor gases released from the 
sample before thermal decomposition started to occur were collected by passing purified air through 
the instrument with the sample in place immediately after heating started. Each gas sample was 
diluted by a factor of 5–20 (depending on the odor intensity) with pure N2, then the odor was 
assessed using the electronic nose. Wood and plastic test samples were analyzed. Four of the wood 
samples were from coniferous trees (hemlock, Japanese cedar, Japanese cypress, and pine), three 
from broad-leaved trees (Japanese oak, kihada, and white birch), and one from bamboo. Each wood 
sample was ground using a WB-1 Wonder Blender (Osaka Chemical, Osaka, Japan), and only 
particles that passed through a 200-mesh screen were tested. The effects of water in the wood 
samples were minimized by keeping the samples in a desiccator containing silica gel at room 
temperature for at least 15 days before the tests were performed. Nine types of pure plastic were 
used. These were low-density polyethylene, high-density polyethylene, polypropylene, polystyrene, 
acrylonitrile butadiene styrene, poly methyl methacrylate, polyvinyl alcohol, Nylon 66, and 
polycarbonate. Each plastic sample was cut into small pieces before being used in a test. 

Reduced-sized fire experiments 

Fire experiments were performed using actual-sized rooms to allow the abilities of the odor 
detection system and existing fire detection systems to be compared. The comparison allowed a 
system for identifying the status of a fire from the odor emitted to be developed. The results 
indicated that the system reliably detected fire from the odor emitted. 
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One-room model fire experiment 

A mock-up of one room (floor surface area 5.4 m2) in a regular house was used as a model space for 
a fire experiment. The layout of the room is shown in Fig. 1. The room was 2.4 m × 2.4 m × 2.4 m. 
The room had a suspended ceiling with 0.3 m space above (making the actual ceiling 2.7 m high). 
The walls were covered with 12.5 mm gypsum board, and the ceiling was covered with 9 mm 
gypsum board. The floor was covered with 12 mm plywood, and that was covered with 3 mm 
finishing plywood. The room had a sliding glass window with an air vent on one side and an 
entrance door on the other. The window was closed and the door was partly opened, leaving a 19 
cm gap. The room contained a polyester sofa (1.2 m × 0.43 m × 0.7 m), a bookcase containing 
comic books, and a wooden television stand with a 20-inch display set on top. A wooden structure 
measuring 30 mm × 40 mm × 300 mm was the fire source. Kerosene (400 g) was sprinkled on the 
structure and the floor around, then a fire was started at the base of the structure. The weight of the 
wooden structure, room temperature, concentrations of gases of interest in the room, and odors 
emitted were measured during the experiment. Temperature measurements were made at 39 points, 
which were mainly inside the room (e.g., the wall behind the sofa). Gas concentrations were 
measured at four points (including inside the room and by the door) using CGT-7000 gas analyzers 
(Shimadzu). Odor gases were collected at five points. Three points were in the center of the room, at 
1.6 and 2.4 m above the floor and 2.55 m above the floor (i.e., above the suspended ceiling) One 
point was above the entrance door 1.8 m above the floor, and the other point was on the wall behind 
the sofa 2.4 m above the floor. The odor samples were collected using MV-6500VP pumps 
(Enomoto Micro Pump, Tokyo, Japan). Each odor sample was collected into an odor bag, and a new 
odor bag was fitted at each sampling point every minute throughout the experiment. Each collected 
odor sample was diluted by a factor of 5–50 with pure N2 and then analyzed using the odor analysis 
system. The nine standard gases stipulated by the Japanese Offensive Odor Control Law were used, 
and 11 commercially available types of gasoline and kerosene were used. 

 
Fig. 1. Layout of the model room used in the one-room experiment. 

Two-room model fire experiment 

A mock-up of two rooms, each 2.4 m × 2.4 m × 2.4 m, connected by a 0.9 m × 2 m opening was 
used in another fire experiment. The room layouts are shown in Fig. 2. The walls and ceiling were 
covered with two-ply gypsum board and the floor was covered with two-ply plywood, which was 
then covered with poly (vinyl chloride) cushioned flooring. Each room had a double-glazed sliding 
glass door, each with an air vent. Each room contained a foam sofa (1.2 m × 0.6 m × 0.9 m) with a 
polypropylene cover, a wooden bookcase containing comic books, and a wooden television stand 
with a display set on top. Two tatami mats were placed in the center of each room. Tatami mats are 
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flooring materials used only in Japan. Each tatami mat was made of polystyrene foam between 
insulating boards sandwiched between wooden boards. The sliding glass doors were both closed. 
The fire source was 1 L of kerosene sprinkled on the tatami mats in Room A. The fire was started 
using a lighter. The weights of the tatami mats, room temperatures, concentrations of gases of 
interest in the rooms, and odors emitted were measured during the experiment. Temperature 
measurements were made at 46 points, mostly inside the rooms (e.g., by the sofas). Gas 
concentrations were measured at seven points (including 0.4 and 2.35 m above the floor in the 
center of each room) and at the air vents using CGT-7000 and PG-330 (Horiba, Kyoto, Japan) 
meters. Odor gas samples were collected at three points (2.35 m above the floor in the center of 
each room and in the center of the upper part of the door frame). Each odor gas sample was 
collected using a pump connected to an odor bag. The odor bag at each sampling point was replaced 
every minute. A type 2 photoelectric spot sensor and a type 2 differential sensor (Nittan, Tokyo, 
Japan) were attached to the ceiling in each room, and the response time for each sensor was 
compared with the time taken for an odor change to be detected. Each odor gas sample was diluted 
with pure N2 by a factor of 5–50 and then analyzed using the odor analysis system. Gas emitted 
during oxidative pyrolysis was used as the reference gas. 

 
Fig. 2. Layouts of the model rooms used in the two-room experiment. 

Reduced-sized experiment in part of a two-story house 

Another experiment was performed in a mock-up of three rooms at 75% of the actual size. Each 
room was 1.8 m × 1.8 m × 1.8 m. Two rooms were on the ground floor and one on the upper floor. 
The room layouts are shown in Fig. 3. The two ground-floor rooms were connected by a 30 cm 
hanging partition wall. There was a 0.36 m2 opening, representing a staircase, in the center of the 
floor of the upper-floor room. The upper-floor room had two sliding glass doors, which were each 
left with a 10 mm opening. The rooms were constructed to allow smoke and gases generated in the 
fire-outbreak room (on the ground floor) to pass around the hanging partition wall and spread into 
the adjoining room and through the opening in the center of that room to the upper floor, meaning 
the smoke and gas could flow and diffuse throughout both floors. The walls and ceilings were 
covered with 12.5 mm thick single-ply gypsum board, but one wall was made of 4 mm thick 
polycarbonate sheet, to allow the fire and smoke flow to be observed. No furniture or other items 
were placed in the rooms. Temperature measurements were made at 28 points, including at the point 
the combustible material was placed, in front of the hanging partition in the room in which the fire 
was started, and along the vertical axis of the center of the rooms on each floor. Odor and gas 
concentrations were measured at eight points, including directly above the fire source, in the center 
of the room in which the fire was started, in front of the hanging partition in the room in which the 
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fire was started, and on the surface of the upper-floor ceiling. Odor gas samples were collected into 
bags using MF-1 pumps (IBS, Osaka, Japan), and the odor bag at each sampling point was replaced 
every 30 s during the experiment. A type 2 photoelectric spot sensor and a type 2 differential sensor 
(Nittan) were attached to the center of the room in which the fire was started and in the upper-floor 
room, and the response time for each sensor was compared with the time taken for an odor change 
to be detected. Each odor gas sample was diluted by a factor of 5–50 with pure N2 and then 
analyzed using the odor analysis system. Gas emitted during oxidative pyrolysis was used as the 
reference gas. Odor from an experiment lingered within each room during subsequent experiments. 
The odor gas from the previous experiment was used as the baseline for each experiment to remove 
the effects of the odor remaining from the previous experiment. Tests were performed using three 
types of combustible material to identify odors emitted by different combustible materials. In the 
first experiment, three 100% cotton towels were placed on top of an electric heater. In the second 
experiment, three polyethylene bags each containing 5–10 sheets of A4 paper were placed in a 
plastic garbage box and ignited using an electric heater. These experiments did not involve 
flammable liquid. 

 
Fig. 3. Layout of the rooms used in the experiment using part of a two-story building. 

RESULTS AND DISCUSSION 

Selection of odors for recognizing fire 

The odor measurement results for the gas collected during the oxidative pyrolysis of Japanese cedar 
wood are shown in Fig. 4. The results for four of the nine sensors are shown. The odor sensor 
outputs reached maxima at between 220 and 270 °C, indicating that the Japanese cedar wood was 
actively emitting odorous gases in this temperature range. The gas emitted between 220 and 270°C 
(in the section marked (1) in Fig. 4) and the gases emitted between 170 and 220 °C (in the section 
marked (2) in Fig. 4) were used as standard gases for detecting fire in subsequent experiments. For 
the other 15 materials, the gases emitted when the maximum sensor output was found and in the 
step before were used as standard gases (1) and (2), respectively. 

Reduced-sized fire experiments 

One-room model fire experiment 

The fire in the one-room model experiment caused the sofa-side sliding window to crack 110 s after 
the fire was ignited and the other side to crack approximately 180 s after the fire was ignited. The 
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heat generation rate was calculated from the weight loss rate and the unit heating value for the 
material. The heat generation rate increased immediately after the fire was ignited, and the equation 
Q =αt2 gave an α value of 0.38, indicating that the fire spread extremely quickly [12]. The heat 
generation rate decreased ~180 s after ignition, and the fire was extinguished by spraying it with 
water 660 s after ignition. The odor and gas concentration results are shown in Fig. 5. The gas 
concentrations 2.4 m above the floor in the center of the room are shown in Fig. 5(a). The similarity 
indices for the reference odors for kerosene and hydrocarbons are shown in Fig. 5(b) and 5(c), 
respectively. 

 

Fig. 4. Thermogravimetry–differential thermal analysis results and electronic nose sensor  
responses for Japanese cedar wood. 

     

 
Fig. 5. Gas concentration and odor measurement results for the full-sized one-room experiment.  

(a) Gas concentrations 2.4 m above the floor in the center of the room, (b) kerosene  
similarity index for the odor, and (c) hydrocarbons similarity index for the odor. 

Each odor measurement was plotted in the middle of the time period in which the measurement was 
made (i.e., at 30 s for a 1 min sample). It should be noted that kerosene was sprinkled from −60 to 0 
s and the fire ignited at 0 s. It can be seen from Fig. 5(a) that CO and CO2 reached the ceiling 30 s 
after ignition. Oxygen deficiency occurred at 110 s before the window glass cracked, and this 
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caused the CO concentration to reach a maximum immediately before the window glass cracked, 
after which the fresh air that entered the room allowed the fire to continue burning. The maximum 
CO2 generation rate occurred ~180 s after ignition, when the fire approached its maximum intensity. 
It can be seen from Fig. 5(b) that the kerosene similarity index increased between −30 and 30 s at all 
measurement points except for the point 2.55 m above the center of the room (above the suspended 
ceiling), indicating that the kerosene that had been sprinkled on the floor could be detected. It can be 
seen from Fig. 5(c) that the hydrocarbons similarity index increased as the fire spread for 60 s after 
ignition at all measurement points except the point above the suspended ceiling. This may have 
been because of the effects of the fire itself and of the kerosene sprinkled in the room. The 
aldehydes similarity index increased during the oxidative pyrolysis of wood and plastics in a 
previous study but not in this study. In this experiment, aldehydes were generated during the 
pyrolysis of the wood samples, but they were probably pyrolyzed and oxidized shortly after being 
generated because the fire intensity increased extremely quickly. 

Two-room full-sized experiment 

The odor measurement results for room A (the room in which the fire was started) and room B (the 
adjacent room) for the Japanese cedar and PS standard gases are shown in Fig. 6. 

 
Fig. 6. Gas concentration and odor measurement results for the full-sized two-room experiment. (a) Odor 

results for room A (the room in which the fire was started), (b) odor results for room B (the room adjacent to 
the room in which the fire was started), (c) gas concentrations in room A, and (d) gas concentrations in room B. 

Each measurement was plotted in the middle of the collection period (i.e., at 30 s for a sample 
collected for 60 s). The heat and smoke sensors in room A reacted 104 and 125 s after ignition, 
respectively, and the heat and smoke sensors in room B reacted 127 and 137 s after ignition, 
respectively. The Japanese cedar and PS similarity indices for rooms A and B increased for 60 s 
after ignition, then the sensors reacted, indicating that the odors generated by the wood and PS had 
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changed. The Japanese cedar and PS similarity indices for reference gas (2) were high in room A, 
but the similarity indices were low in room B. The increase in the PS similarity index suggested that 
burning and pyrolysis in room A transferred from the wood in the tatami mats to plastic in the first 
120 s after ignition. We concluded that the odor gases generated in room A entered and accumulated 
in room B (which was a confined space with no outlet), causing the Japanese cedar and PS 
similarity indices in room B to increase over time. The CO and CO2 concentrations in room A 120 s 
after ignition were ~50 ppm and 0.5%, respectively, and the concentrations in room B were ~0 ppm 
and 0.25%, respectively. This indicated that fire could be detected earlier by monitoring odor 
changes than by measuring gas concentration changes. 

Reduced-sized model of part of a two-story house 

In the test using towels as the fire source, the towels emitted a little smoke 230 s after starting the 
electric heater. The fire did not develop to the flaming combustion stage during the 600 s of 
measurements. The smoke sensors in the room in which the fire was started on the ground floor 
reacted at 316 s, but the other sensors did not react. The odor and gas concentration measurement 
results for the test using towels as the fire source are shown in Fig. 7. 

 
Fig. 7. Odor and gas concentration measurement results for the two-floor house model when towels were used 

as the fire source. (a) Odor results for the center of the ground-floor room in which the fire was started,  
(b) gas concentration results for the center of the ground-floor room. (c) Odor results for the center  

of the upper-floor room, (d) gas concentration results for the center of the upper-floor room. 

It can be seen from Fig. 7(a) that the odor in the center of the room in which the fire started changed 
between 240 and 270 s. The PS (2) similarity index was slightly lower than the Japanese cedar (2) 
similarity index, low-density polyethylene (2) similarity index, and high-density polyethylene (2) 
similarity index. Wood and polyethylene emit materials containing aldehyde groups during 
oxidative pyrolysis. Emissions of large amounts of materials containing aldehyde groups during the 
slow oxidative pyrolysis of the cotton towels could therefore explain the high similarity indices for 
Japanese cedar and polyethylene. It can be seen from Fig. 7(b) that the gas concentrations on the 
ground floor started to increase 240 s after ignition and that the odor changed and CO was emitted 
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at almost the same time but that the CO2 concentration did not change. Odor change was detected 
>30 s before the smoke and fire sensors reacted. The odor and gas concentration measurement 
results for the upper floor are shown in Fig. 7(c) and 7(d). The short duration of this experiment 
meant that not enough heat was produced to provide the buoyancy required for the odor gases to 
reach the upper floor, so the fire sensors did not react and no odor or gas concentration changes 
were observed. 

When the garbage box was used as the fire source, smoke was emitted 14 s after ignition and flames 
were observed at 26 s. The heat and smoke sensors on the ground floor operated after 53 and 154 s, 
respectively, and the smoke detectors on the upper floor operated after 262 s. The fire transitioned 
to the flaming combustion stage immediately after the electric heater was switched on, and this 
caused heat and smoke generated by combustible plastic to be observed at an early stage. 

 
Fig. 8. Odor and gas concentration measurement results for the two-floor house model test when a garbage box 

was used as the fire source. (a) Odor results for the center of the ground-floor room in which the fire was 
started, (b) gas concentration results for the center of the ground-floor room. (c) Odor results for  

the center of the upper-floor room, (d) gas concentration results for the center of the upper-floor room. 

The results of the experiment performed using combustible material in the garbage box are shown in 
Fig. 8. The odor before the experiment was performed the first time (i.e., with no smoke odor 
present) was used as the baseline odor, and the similarity indices for all the standard gases increased 
relative to the indices before ignition. Odor changes were only found in the test using a garbage box 
to start the fire because the odor from the previous experiment was used as the baseline. The odor 
on the ground floor changed from 150 s. This was around 100 and 25 s later than the ground-floor 
heat and smoke sensors, respectively, reacted. The CO concentration increased by ~50 ppm 30 s 
after ignition and to 100 ppm later, but the large increase found in the experiment using towels to 
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start the fire was not observed. The odor similarity indices increased after 150 s, indicating that the 
odors became stronger. Odor change on the upper floor was observed at 180 s, which was ~80 s 
before the upper-floor smoke sensors reacted. The standard sensor systems reacted quickly near to 
the fire source, but odor change was observed sooner than the smoke sensors reacted on the upper 
floor because of the degree to which flow and dispersion affected the upper floor. The plastic 
similarity indices increased more rapidly than the Japanese cedar similarity index for both the 
ground and upper floors, indicating that different combustible materials emitted different odors. 

CONCLUSIONS 

Appropriate reference gases need to be selected to allow fire detectors based on odor changes to 
recognize a fire. Odor gases created during the oxidative pyrolysis of wood and synthetic polymers 
were therefore used as standard gases. These standard gases were used in combustion experiments 
in which heat was generated rapidly by sprinkling a combustible fluid in a model and also in model 
fire experiments involving smoldering combustion. The precursor odors of oxidative pyrolysis for 
each material could be detected because these standard gases were used. Different odors were 
generated by different types of combustible material, so we concluded that one of the best options 
was to use both wood and plastic materials to provide standard gases. 

The results obtained using already available fire detectors and the odor change system were 
compared, and odor change was detected at the same time or later than the other fire detectors 
reacted when the fire was spreading rapidly or the sensors were close to the fire source. However, 
odor changes were detected more quickly than the other fire detectors reacted when the fire was 
smoldering and had only small flames. Various odors (such as those produced during normal 
activities) will be emitted in a room, but the results of this study indicate that misdetection of fire by 
the odor sensor system can be prevented by using odorous gases from the room as the baseline for 
the measurement period. 
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ABSTRACT 

Research on the locations of facilities has been very popular in many fields especially for emergency 
facilities. This study addresses the location of new fire stations based on dynamic fire risks. In order to 
give consideration to both fairness (well-performed coverage of demand points) and efficiency (rapid 
response and dealing with each demand point on its own weight) during the process of locating fire 
stations, a Multi-Level Gradual Coverage Location Model (MLGCLM), based on Maximal Covering 
Location Problem in the presence of Partial coverage (MCLP-P), is proposed to optimize fire station 
locations. A computational experiment tested on the data set used in MCLP-P validates that the proposed 
model has a better performance and demonstrates that the Genetic Algorithm (GA) procedure with 
adaptive operator designed on Matlab platform is able to effectively solve the problem. Then, this paper 
uses fire data of Hefei city to estimate the performance of the MLGCLM under different selected fire 
stations and compares the MLGCLM with the other two classic facility location models: p-median model 
and maximal covering location model. The results suggest that MLGCLM takes into account both p-
median and maximal covering objectives and can be useful in guiding the future optimization scheme of 
new fire stations in a city. 

KEYWORDS: Fire station, fire risk, genetic algorithm, multi-level gradual coverage, location model. 

NOMENCLATURE 

ijd  Euclidean distance between demand 

point i  and facility j  (km) 

D  maximum coverage distance of 
demand points (km) 

( )ij ijf d  coverage decay function 

I  set of demand points 
J  set of candidate facilities 

iR  ideal coverage radius of demand, point i  (km) 

ijx  binary variable 

iy  binary variable 

iz  binary variable 

Subscripts 

i  index of a demand point 
j  index of a potential facility point 

INTRODUCTION 

The optimized selection of locations of public facilities has been very popular in many fields 
particularly for emergency facilities. A particular problem having attracted considerable attention 
from researchers is to locate optimally fire stations [1-3] that, like any other emergency service, 
should also consider a limited budget, universal coverage and rapid response among other factors. 
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Naturally, there have been many location-allocation models for research during the past few 
decades. 

Classical location theories divide traditional facility location problems into three main categories: 
covering problem, P-center problem and P-medial problem. One of the most popular among facility 
location models is the covering problem due to its applicability in practice, especially for emergency 
facilities. Schilling, Jayaraman and Barkhi [4] classified coverage models into two categories: (1) 
Set Covering Problem (SCP) where full coverage is required and (2) Maximal Covering Location 
Problem (MCLP) where coverage is optimized. Since then, an increasing number of publications 
has dealt with the covering problems. Farahani R. Z. et al. [5] wrote a good review of covering 
problems in facility location in 2011, which presents a trend of those covering studies over time 
(since 1992 till 2011) and divides the development of covering models into three kinds: the 
development of SCP, the development of MCLP and other extended models related to the nature of 
covering problems. Specifically, the SCP includes a series of direct extensions of the model, such as 
Location set covering problem (LSCP) Implicit and Explicit presented by Murray, Tong and Kim 
[6], Probabilistic SCP [7] and Stochastic SCP [8], etc. In addition, the main extensions of the MCLP 
are as follows: Generalized MCLP [9], Gradual Coverage Location Problem [10, 11], etc. Lastly, 
several extended models mainly include Anti-covering [12] and Spatial covering location problem 
[13], etc. 

Despite the numerous location models mentioned above, there are few models incorporating equity 
factor which includes two different equity concepts referred to as horizontal equity and vertical 
equity. Horizontal equity suggests that all demand points are considered in an equal manner. It 
means that every demand point is treated without discrimination. Vertical equity is concerned with 
the distribution of the demand weight among demand points. Horizontal equity and vertical equity 
have been studied extensively in emergency facility locations separately [14]. Moreover, studying 
how to incorporate the equity concept from both a horizontal and vertical point of view is still an 
urgent need given the lack of a unitary measure of horizontal and vertical equity [15]. Besides, this 
paper adopts the future fire risk spatial distribution of the study area as the weights of demand 
points, which is a new trend in fire station locations [3]. 

Motivated by the lack of research in this area, this paper proposes the Multi-Level Gradual 
Coverage Location Model (MLGCLM) which is an expansion of the gradual coverage decay model. 
The objective function is to maximize the overall match degree. The match degree is a function of 
distance and demand weight, which indicates the satisfaction level of a demand point with its 
serving facilities. And this evaluation metric combines the horizontal equity with the vertical equity. 
In other words, the goal in this model considers both fairness (corresponding to the meaning of 
horizontal equity) and efficiency (equal to the definition of vertical equity). The details will be 
shown in the next section. 

To solve the MLGCLM, this paper improves a Genetic Algorithm (GA) with adaptive crossover and 
mutation operators to find optimal solutions. In the remainder of this paper, the proposed model is 
first introduced. Then, the principles as well as the relative performance of the MCLP-P model and 
MLGCLM are compared and analyzed under simulated data. Data preparation and initial selection 
of the candidate sites in Hefei city are presented next. The following section outlines the 
implementation procedure for the model and discusses the results obtained. Finally, the section on 
conclusions and recommendations includes a discussion of practical application and conceptual 
limitations of the method along with ideas for further research. 
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MODEL FORMULATION 

Karasakal and Karasakal [10] developed a model named MCLP-P, which relaxes the “all or 
nothing” assumption. In this model, service decays with the increasing distance from a “fully 
covered” level to a “partially covered” level and drops to a no-service level beyond the maximal 
coverage range. But it only involves the horizontal equity. In order to incorporate both kinds of 
equity concepts, this paper modifies the MCLP-P model. Consider the coverage decay function 

( )i ijf d  as follows: 

( ) ( )( )( )( )
1,

1 1 exp 2 ,

0,

ij i

ij ij ij i i ij

ij

d R

f d A d R D R d D

d D

≤
= + − + ≤ ≤
 >

, A  = 5. (1) 

The function ( )i ijf d  depends on the distance between demand points and facilities, as well as the 

demand weights of demand points. On the one hand, ( )i ijf d sets a maximum coverage distance D  

to cover as many as possible demand points and this corresponds to horizontal equity; on the other 
hand, vertical equity can be integrated by applying iR  to the proposed model, which is the ideal 

coverage radius of demand point i  inversely proportional to its own demand weight. It means that 
demand point i  with a larger weight should be served by one facility within a smaller distance iR , 

A sample depicting the coverage decay function ( )i ijf d  is followed. 

 

Fig. 1. Solid circle – demand point i, solid triangles – facility points 

The example in Fig. 1 assumes that there is one demand point i , one candidate facility location 
within the ideal coverage radius iR  and two candidate facility locations within the maximum 

coverage distance D . Now the match degree of demand point i  provided by the three facilities can 

be calculated based on the coverage decay function ( )i ijf d . 

Eventually, the model is formulated as follows: 

max ( )ij i j i
i I j J

z f d z
∈ ∈

= ∑∑ , (2) 

Subject to 

1

n
jj

y p
=

=∑ , (3) 
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1
1 

n
ijj

x i I
=

≤ ∀ ∈∑ , (4) 

y  ,ij jx i I j J≤ ∀ ∈ ∀ ∈ , (5) 

1 if the demand at point  is covered by a facility at  within R ,
    

0 otherwise
i

ij

i j
x

= 


, (6) 

1 if a facility is sited at 
    

0 otherwisej

j
y

= 


, (7) 

1 if the demand at point  is covered within 
    

0 otherwisei

i D
z

= 


, (8) 

Objective function (2) maximizes overall match degree that is the sum of match degree of all 
demand points. Constraint (3) imposes the selected number of facilities. Constraint (4) expresses 
that demand point i  will be covered by at most one facility within iR . Constraint (5) guarantees 

that demand point i  is only covered by selected facilities. Constraints (6), (7) and (8) impose binary 
restrictions on the decision variables. 

COMPUTATIONAL EXPERIMENTS ON SIMULATED DATA 

A similar simulated data set derived from the literature [10], is generated to compare the 
performance between MLGCLM and MCLP-P. Data pairs representing the demand points are 
provided from a uniform distribution within the ranges [0, 50] and [0, 100]. Data for the candidate 
facility sites are drawn from the same distribution within the ranges [5, 45] and [10, 90] for the 
respective sides of the rectangle. The coverage levels can be obtained by the decay function using 
the Euclidean distances between demand points and candidate facility sites.  

Additionally, this paper presets some parameters for the two models. For one thing, the iR  in the 
MLGCLM is determined by the weights of demand points selected from a uniform distribution 
within the ranges [0, 1]. More concretely, the demand weight needs to be divided into 3 levels, 
namely 0-0.333, 0.333-0.667 and finally greater than 0.667, and then the ideal covering radius of 
demand points in first level (the highest demand weight) is 10; the second level is 15; the third level 
is 20. The reason why the ideal covering radius is set as the above values is that the higher the 
demand weight of each demand point, the shorter the ideal covering radius (equal to response time). 
Furthermore, the coverage radius D is deemed to be the maximum coverage distance of demand 
points. For another, the MCLP-P deals with the coverage problem from the point of view of 
facilities, which supposes that the facility sites are likely to fully cover the demand points within the 
range of iR  (the constant should be equal to 20). A 10% increase in the coverage range is assumed 
in the presence of partial coverage (D = 22). 

Figure 2 shows an example of the randomly generated sample with 200 demand points and 10 
candidate facility sites. It also depicts the optimal solutions of two different models for selecting 3 
facilities. Table 1 presents a significant evidence that all kinds of measurement metrics in MLGCLM 
are larger than those in MCLP-P. Intuitively, the larger the first two measurement metrics, the 
shorter the response time of demand point. Besides, the larger the overall coverage rate, the greater 
the responsibility area of selected facilities. So, MLGCLM has a better performance than MCLP-P. 
With regard to the reasons, firstly, the former formulates its own ideal coverage radius based on the 
demand weights, which possibly provides a corresponding response time for demand points in 
different levels. This point is extremely significant for emergency service. Secondly, the latter fails 
to consider the demand weights and requires that demand points should only be either partially 
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covered or fully covered by at most one of the selected facilities, causing some of them (demand 
points under first and second level) to be ill served by located facilities. 

 

Fig. 2. Example of a random problem and its solutions. 

Table 1. Results of MCLP-P and multi-level gradual coverage model 

Location models Overall match degree Effective match rate Overall coverage rate 

MCLP-P 93.9 0.34 0.595 

MLGCLM 109.1 0.425 0.685 
a Overall match degree is the sum of match degree of all demand points. 
b Effective match rate means the percentage of demand points whose match degree provided by selected 
facilities is over 1 among all demand points, indicating these demand points can be well served. 

c Overall coverage rate refers to the percentage of demand points covered by selected facilities at least once. 

DATA PREPARATION 

The study area is located in Hefei city that is the provincial capital of Anhui. Along with the 
acceleration of urbanization, the increasing numbers of people migrating to urban centers has 
resulted in more security problems and the enlargement of original urban centers has led to the fire 
risk changing in the spatio-temporal scale. Therefore, it is necessary to reallocate the fire resources 
in Hefei city. On the basis of the future development mode and fire risk in the city of Hefei, this 
paper is aimed at guiding the fire protection planning from “catch-up planning” to “planning 
ahead”. 

Determination of the distribution of demand points 

In this paper, the layout optimization of new fire stations is guided by the future fire risk spatial 
distribution in Hefei. Consequently, the discrete distribution of the future fire risk is used to replace 
the distribution of demand points. 

Fire risk is determined by fire probability and fire consequence. The fire probability can be briefly 
expressed by annual average fire density (number of fires per square kilometer every year). Due to 



Proceedings of the Ninth International Seminar on Fire and Explosion Hazards (ISFEH9) 

1226 

the lack of related historical fire loss data, the direct fire property loss density (amount of property 
loss per square kilometer) in 2011, which is generated through the kernel density analysis tool in 
GIS, is simply applied to represent the future distribution of annual average fire consequence from 
2011 to 2020 across Hefei. When using the kernel density to express its distribution, this paper uses 
a 5 km fixed window width to obtain the result as shown in Fig. 3. The resolution is 1 km by 1 km 
and the study area has been subdivided into a total of 1317 grids. The pixel value in each grid 
represents the fire consequence of its centroid, which can be obtained from the kernel density 
surface using the “extract to points” tool in GIS.  

  
              Fig. 3. Fire property loss density in 2011.                     Fig. 4. Annual average fire density. 

 
             Fig. 5. Distribution of annual average fire risk.                     Fig. 6. Candidate fire stations. 
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In Fig. 4, the annual average fire density distribution from 2011 to 2020 is referenced from “A 
Comparison between Spatial Econometric Models and Random Forest for Modeling Fire 
Occurrence [16]” and it has been predicted by the Random Forest (RF) algorithm based on 
historical fire data from 2002 to 2005. Next, fire probabilities for centroids of abovementioned 1317 
grids can also be extracted. 

Eventually, combined with GIS technology, the standard spatial distribution of fire risk from 2011 
to 2020 can be obtained by the product of fire density and the kernel density of fire property loss, 
which means that the fire risk in the center of each grid is the product of its fire probability and fire 
consequence. Consequently, every demand point shown in Fig. 5 has its own fire risk. Furthermore, 
different demand points should correspond to different ideal coverage radiuses based on the fire risk 
to reflect actual fire "rank corresponding" thought (different levels of fire risk should be consistent 
with the level of fire resources). To be specific, the higher the fire risk of each demand point, the 
shorter the ideal coverage radius (equal to response time). In light of the fire risk of demand point, 
this paper divides it into three levels, namely 0-0.002 (about 70 percent of demand points), 0.002-
0.07 (about 20 percent) and finally greater than 0.07 (the remaining 10 percent). Fire fighting code 
of Hefei has estimated the speed of fire engines is approximately from 40 to 60 kilometers per hour 
on trunk roads and secondary trunk roads and the response time of high fire risk areas is around 2 
minutes. So, this paper sets the ideal covering radius of demand points in first level (the highest fire 
risk) as 1 km; the second level is 1.5 km; the third level is 2 km. The ideal coverage radius interval 
between two levels is set as 0.5 km due to the linear distance approximately equal to two-minute 
driving distance. Moreover, the coverage radius of demand points called D  is set as 5 km because 
of the speed of fire engines and the response time of fire areas within 5 minutes. 

Determination of the candidate fire stations 

The selection of candidate fire stations relies on fire passage simplified by main road network. 
Firstly, through use of GIS functions as well as network analysis tools, the fire passage is applicable 
for construction of the network dataset. Then, the initial candidate sites of fire stations are selected 
according to the nodes in the road network dataset. After that, the analysis function of “buffer 
calculation” and “attribute selection” make it feasible to remove the sites that are quite close to POI 
as well as the existing fire stations. Lastly, 396 potential fire stations are selected in Fig. 6. 

The “City Fire Planning Manual” established by Hefei city planning bureau in 2008 determined to 
build 21 standard ordinary fire stations, 5 small ordinary fire stations, 1 fire station involving air 
duty and 1 fire station on the water on the basis of the existing 34 fire stations. Taking into account 
the cost of fire investment and the study area restricted to the central area of Hefei, the number of 
new fire stations will be set as 20 for the discussion in the last section. 

RESULTS AND DISCUSSION 

This paper uses GA to solve the MLGCLM and find the optimal locations. The key of using GA is 
to construct a fitness function, which is the objective function of the model. For each individual 
solution, it is encoded as a real number string of N bits, and the population size is 50. Note that the 
string is random and without repetition, in the range of 1 to 396 candidate sites. To improve the 
diversity of the solutions found, the GA function implemented in the Matlab platform utilizes two 
mechanism called elitism and adaptive evolution, which dynamically maintains the best solution in 
each iteration and contributes to exploring the solution space sufficiently. For more details about the 
use of GA, the readers can refer to the relevant literature [17]. Now the results for the location 
model are presented in the following section. 
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Sensitivity analysis for the MLGCLM 

In Fig. 7 a, each point represents an optimal solution. The overall match degree (defined on Table 1) 
linearly increases with the number of stations. It has concluded that the number of fire locations has 
a positive relationship with the qualities of fire service. The trend of diminishing gain of effective 
match rate (defined on Table 1) has been displayed. For example, a gain of 17 percent in effective 
match rate can be achieved when the number of fire stations increases from 10 to 20, while a mere 3 
percent increase is reached when the number of fire stations increases from 40 to 50. The most 
probable reason is that it requires further stations to provide fire resources for any other demand 
points. In Fig. 7 b, the coverage distance D is set as 5 km to calculate overall coverage rate (defined 
in Table 1), multiple coverage rate (the percentage of demand points covered by multi fire stations) 
and fire risk coverage rate (the percentage of demand points at the first or second level covered by 
fire stations among those points). And then a similar trend can be observed between the number of 
stations and the three kinds of coverage rates, for which the curves gradually flatten out. Intuitively, 
a high rate of overall coverage, multiple coverage and fire risk coverage may be possible by 
increasing the number of fire stations, but may be at a higher cost per unit. 

 
(a)                                                                             (b) 

Fig. 7. Relationship between the number of fire stations and all kinds of evaluation metrics.  
(a) followed by overall match degree and effective match rate;  

(b) ordered by overall coverage rate, multiple coverage rate and fire risk coverage rate. 

Additionally, notice that the solutions take an abrupt turn when the number of fire stations is around 
40 in Fig. 7 a and 35 in Fig. 7 b. The most probable cause is that 35 stations are just sufficient to 
provide coverage service but inadequate to offer strong fire service for high fire risk areas, which 
need more fire resources. For simplicity, this paper sets 30 fire stations to test the performance of 
the three kinds of location models during the discussion of the next section. 

Evaluation and comparison of the three location models 

As was mentioned earlier, the number of selected fire stations is set as 30. Then the optimal location 
solutions to the three models are presented in Table 2. When the measurement metric is overall 
match degree, the sorted results are successively p-median, maximum coverage, multi-level gradual 
coverage which means MLGCLM has the best performance. When it comes to the other two metrics 
including area coverage (fairness) and fire risk coverage (efficiency), the result in our model has a 
median performance between p-median model (fire risk coverage) and maximal coverage model 
(area coverage), which validates the model’s ability to simultaneously consider horizontal equity 
and vertical equity. Note that the demand weights in high fire risk area are far greater than those in 
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median and low fire risk areas, leading to extensive fire resources used. Therefore, the fire risk 
coverage rate in p-median model is at the minimum level. 

Moreover, for the purpose of further exploring how the results of the three kinds of location models 
influence the overall coverage, multi ring buffer analysis from 1 km to 5 km is depicted in Fig. 8. 
The outcomes imply that the optimal solution in the p-median model concentrates excessively in the 
central region, thus leading to a significant overlap of coverage and waste of fire resources, and the 
optimal solution in the maximum coverage model is too discrete resulting in many new fire stations 
built in areas with low fire risk and high fire risk areas with inadequate fire resources. While the 
optimal solution in the multi-level gradual coverage model combines the advantages of the other 
two models, coordinating area coverage and fire risk coverage. So, it makes use of fire resources 
effectively and reasonably. Meanwhile, the locations of new fire stations from MLGCLM mainly 
expand to the southwest which is consistent with the overall direction of Hefei city planning in the 
future. 

Table 2. Results of three location models with selected fire stations 

Location models 
Overall match 

degree 
Overall coverage 

rate 
Fire risk coverage 

rate 

P-median 980.1 0.3759 0.9596 

MCLP 1147.2 0.8876 1 

MLGCLM 1223.0 0.8246 0.9950 

 
(a)                                                 (b)                                                   (c) 

Fig. 8. Multi ring buffer analysis of the three models’ optimal results: (a) the solution in multi-level gradual 
coverage combines the advantages of the other two models, including area coverage and fire risk rank coverage 
which means that the higher fire risk areas correspond to the shorter response time; (b) the solution in maximal 

coverage is too discrete resulting in many new fire stations built in areas with low fire risk and high fire risk 
areas with inadequate fire resources; (c) the solution in p-median concentrates excessively in the central region 

leading to a significant overlap of coverage and waste of fire resources. 

Relaxing fixed existing fire stations 

In order to examine the impact of existing fire stations, this section relaxes the fixed existing fire 
stations. In other words, assuming they can be relocated. In this case, all the 396 candidate locations 
with the existing 34 locations are able to be considered. As mentioned in the section discussing the 
selection of the candidate sites, two scenarios are tested: reconstructing 34 fire stations compared 
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with the performance of the existing stations, reconstructing 54 fire stations compared with the 
performance of constructing 20 new fire stations on the basis of the existing fire stations. Table 3 
summarizes the results. Under the condition of 34 existing fire stations built in Hefei city, solution 
A1 is known without calculation, and solution A2 is calculated by assuming the existing locations 
can be relocated. In comparison with solution A1, solution A2 probably covers more demand points 
by including those that are not served under solution A1 and by reducing those that are included by 
multi fire stations. Moreover, the effective match rate in solution A2 is greater than that in solution 
A1, which means more demand points can be served well by the selected fire stations. The 
relationship of fire risk coverage rate between A1 and A2 is the same as above. Under the condition 
of 54 fire stations built in Hefei city, solutions B1 (fixed existing fire stations) and B2 (existing fire 
stations can move) are calculated. The results demonstrate that the latter has a larger effective match 
rate and overall coverage rate, which makes it possible to reduce the total number of fire stations 
and reach the same objective if the existing fire stations could have been built at different locations. 

Table 3. Results of multi-level gradual coverage model 

Location models Effective match rate Overall coverage rate Fire risk coverage rate 

A1 0.5163 0.6993 0.9848 

A2 0.59 0.795 0.9874 

B1 0.6651 0.8413 1 

B2 0.6948 0.8542 1 
a A1 means the existing 34 fire stations as a solution. 
b A2 means reconstructing 34 fire stations with existing fire stations relocated as a solution. 
c B1 means constructing 20 new fire stations with existing fire stations fixed as a solution. 
d B2 means reconstructing 54 fire stations with existing fire stations relocated as a solution. 

CONCLUSIONS AND RECOMMENDATIONS 

This paper illuminates the MLGCLM for the purpose of simultaneously considering two goals: 
well-performed coverage and hierarchical rapid response based on the fire risk. GA is used to solve 
the problem for locating fire stations. The main contents in this paper are divided into three parts: (i) 
a simple computational experiment validating that the model has a better performance than MCLP-
P; (ii) data preparation including the determination of demand points and candidate location sites by 
using GIS; (iii) the results of the model demonstrated from three aspects, as previously mentioned, 
to reveal how the model affects the two goals (fairness and efficiency) with only one objective, 
namely, overall match degree. Even though this paper mainly focuses on the location of fire 
stations, the model developed can be applied in a broader context including all kinds of emergency 
facility location problems (ambulance, hospital and fire brigade, etc.). The key to applying the 
model in different situations is to determine the ideal covering radius of demand points. In this 
research, the speed of fire engine and the response time of high-risk areas are used to predefine 
them. Eventually, according to the fire risk of Hefei in the future, an optimized location solution on 
the basis of the existing fire stations is developed so that it is able to guide the future strategic 
planning and layout of fire stations in Hefei. 

In this research, there are certainly many aspects to be further studied. Firstly, the Euclidean 
distance between the demand points and the candidate location sites proves to be the basis of the 
optimization. Nevertheless, like many other distance related problems, the usage of network 
distance has been more convincing. On the one hand, it can provide travel distance under real traffic 
flow between accident points and fire stations; on the other hand, it also offers a favourable 
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condition for the incorporation of multi-period into the model because the traffic statuses at 
different times of the day are obviously different. Secondly, the initial candidate sites, which are 
important and critical for the establishment of fire stations, are just selected by using the nodes of 
the main road network with several constraints in relation to distance and spatial distribution. 
However, it is essential to select the candidate sites by combining more details relevant to the fire 
stations. Thirdly, simultaneous use of different quantities and types of vehicles, limited to the 
capacity of fire stations and the demand for fire service in real-world fire emergency rescue process, 
is one of most important requirements which should also be incorporated into the location model. If 
so, the optimal solutions to the model not only determine where to establish new fire stations but 
also define how many quantities and types of fire vehicles in each station, which would be more 
useful for fire service personnel. Fourthly, in this thesis, it seems somewhat simple for the approach 
to determining the future spatial distribution of fire risk described as the product of future fire 
density (shown as fire probability) and kernel density of future direct fire property loss (indicated as 
fire consequence). Particularly, the determination of future fire consequence appears to be 
oversimplified because it consists of not only economic losses but also casualties. So, it might be 
necessary to study how to forecast fire consequence with a unified metric. Other areas of future 
work may be extended to cost-benefit analysis of adding additional stations for which a limit budget 
should be integrated into the model and priority sequence for the selected new fire stations that can 
be achieved by the inclusion of extra constraints. To summarize, a more comprehensive location 
model might be a realistic and appropriate method in future research. 
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ABSTRACT 

Explosion protection is the object of various national and international documents, which are focused on 
the functions, the intended uses or the dimensioning rules for specific systems. However, despite a few 
application examples are described in the usual guidelines, they are limited to the description of a 
protection that can be added on a single piece of equipment while it is not the case in industrial processes. 
Furthermore, in an ATEX explosion there is a strong coupling between the explosion and its environment. 
Because of this the guidelines recommendations cannot be transposed on an industrial site without due 
consideration. In this paper, a way to consider the real explosion conditions is given allowing a choice 
and dimensioning of a set of safety systems. An example is shown based on the example of a model of a 
real installation. The functional properties of the safety system are extracted from the certification tests 
whereas the explosion characteristics are extracted both from the standard combustion properties of the 
dust and from the latest knowledge about flame propagation. A specific focus is made on two 
fundamental aspects: on the one hand, the critical importance to understand how the flame propagates in a 
given complex system. On the other hand, the behaviour of the protection systems that can be used with 
caution as they quite systematically influence the explosion driven flow 

KEYWORDS: Dust explosions, explosion mitigation, phenomenological modelling. 

INTRODUCTION 

ATEX directives introduce everywhere in Europe the obligation to take dispositions to protect the 
workers in industry from the explosion risk. In many situations, and especially when dust 
explosions are identified, prevention measures are insufficient, and protection should be ensured. 
Explosion protection is the object of various national and international documents that are focused 
on the functions, the intended uses or the dimensioning rules for specific systems: NFPA68:2012 
[1], EN14797:2007 (testing) [2] and EN14991:2014 (dimensioning) [3] for dust explosion venting 
techniques. Despite a few application examples are described in the usual guidelines, they are 
limited to the description of a protection that can be added on a single piece of equipment in which 
an explosion may occur, in quite an ideal configuration with fully known turbulence conditions, 
combustible reactivity, repartition or concentration. Such observation is general to most of the 
safety barrier used in the industry. However, in real installations, the device to be protected is rarely 
isolated but often connected to various ducts and vessels in which the explosion may propagate. 
This is a critical point as in an ATEX explosion there is a strong coupling between the explosion 
and its environment. A direct consequence of this is that the guidelines recommendations cannot be 
transposed on an industrial site without due consideration. In such occurrence modelling of the 
explosion phenomenon at stake can be helpful firstly to understand the possible course of events, 
then to dimension a protection strategy accordingly. When a complex system at an industrial scale is 
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considered, the most evolved tools such as CFD models can be used but their use can be associated 
with prohibitive costs. They most often require, in addition to engineering skills, large computing 
power as well as significant post-processing works to ensure the consistency of the results. In this 
paper a phenomenological approach is suggested in view of grasping the physics at stake. An 
example is show based on a real installation. The example of coal grinding installation is considered 
and is schematized in Fig. 1. It consists of a mill, a cyclone and a dust collecting filter, connected by 
pipes. The supply and product circuits are excluded from the present study. After passing through 
the mill, the grinded coal-gas mixture is sucked into the cyclone, where the coarsest particles are 
isolated, then resent towards the mill. Alternatively, the thinner particles travel towards the filter 
after which they are collected. The major objective is to protect the installation from the explosion 
effects as well as to limit the explosion effects in the medium range. 

 

Fig. 1. Schematized coal grinding installation. 

However, the very first step is to identify the explosion risk. Filters are prime causes of powder 
explosion but the same can be said on the mills. In fact, not only there is a large multiplicity and 
complexity of industrial installations, but also, once the choice is made on a setup, the process itself 
can vary. For example, some coal installations may also operate occasionally with petcoke. 
Different phases of the process (starting, usual operation, maintenance) imply different risks. At last 
the explosion may be triggered at various stages of the installation then propagate to the totality of 
it. This illustrates the needs behind the use of comprehensive phenomenological tools such as the 
one described here.  

PHENOMENOLOGICAL MODELLING OF THE EXPLOSION IN A PROCESS 

To model such explosion phenomena and keep a satisfying understanding on the course of the 
events, INERIS developed the EFFEX code [4], phenomenological software consisting of 
interlinked models each dedicated to a single aspect such as flame propagation in a volume, 
turbulence characteristics prediction, combustion rates, mechanical resistance, pressure effects… 
Most of the physics is derived from fundamental research. Each model is qualified separately, and 
the overall consistency can be compared to realistic full-scale experimentation or actual accidents. 

The typical situation is that of a flammable cloud of suspended particles in a confined or semi-
confined space. A reactive fuel-air mixture is formed. The size, composition and internal level of 
agitation ("turbulence") depend on the type of leakage and the geometric characteristics of the 
containment. If an adequate source of ignition is present inside the flammable area of the cloud, it 
will ignite, and a flame will propagate step by step from the ignition point. Figure 2 illustrates the 
development of the flame in the containment. 
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The flame develops spherically around the source of ignition. On its way, it almost instantaneously 
transforms cold reactants into hot combustion products (typically from 1000 to 2000 ° C). Hot gases 
being less dense than cold ones, it results in a high-volume expansion of the gases. This process is 
directly responsible for increasing the pressure in the enclosure. 

The pressure rise due to the dust explosion is directly linked to the quantity of gases produced by 
the combustion minus the gases lost by the various openings on the filter (ducts, opened vents). 
Thus, the pressure rise curve as function of time can be estimated with a model such as that of 
Lewis and Von Elbe [5]: 

$Ó gÓg� � Ô ¦Õ}µ�Ö×Ø�#¦ÙµÚ�ª   (1) 

where P, V and γ are the enclosure pressure, its volume and the specific heat ratio of the gaseous 
species. Qproduced and Qlost are respectively the volumetric fluxes produced by the combustion and 
lost through the vent. 

 

Fig. 2. Flame front evolution as a function of time. 

Such model clearly indicates that the effect of the explosion will be directly linked to the reacting 
products, which will determine the rate of the gases production and the environment through the 
action of the vents in the Qlost parameter. Qlost can be estimated through some various models 
derived from the generalized Bernoulli’s laws. In practice whether the flow is subsonic or 
supersonic it is possible to estimate the Qlost term through equation (2) or (3) respectively for the 
subsonic and supersonic cases: 

ÛÜ��� � �gM mÓ�Ó©s$ Ý- Þ 1∙ÝÝ#$ ∙ Ó©�© ∙ .1 � mÓ�Ó©s
ßà©ß 3	 , (2) 

ÛÜ��� � �gMÞÔ Ó©�© m 1Ý�$sßá©ßà© . (3) 

However, the problem of the estimation of the produced gases flux Qproduced is more challenging as it 
depends both on the products that are reacting but also on their environment which will influence 
the flame surface or impose concentration or turbulence gradients. The excess volume produced per 
unit of time, is proportional: on the surface of the flame, the burn rate of reactant consumed per unit 
of flame surface (this parameter has the dimension of a speed and is often called "burning rate"), 
and the volume expansion ratio (which is linked to the temperature of the products: the hotter the 
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more volume is produced). Gas production through combustion can be approximated as follows in 
our model: the fresh combustible mixture is instantaneously transformed in hot burnt products 
through the passage of the flame whose thickness is zero. Thus, it is a function of the area of the 
reacting surface Af, its velocity St and an expansion ratio α: Û¬+Q^N	0^ � M� ∙ G����1! (4) 

Firstly, the expansion ratio α is a thermodynamic data which depends only on the heat released by 
the combustion and can be expressed through the first principle of thermodynamics: 

� � �â}ØÚã�äÖ}å� & °äÖ}å�°â}ØÚã � ∆zæµoä��°â}ØÚã � 1 , (5) 

where ∆f����  is the reaction enthalpy, ��� ��  and ��¢�£� are the temperatures of the reactants and 
the burnt products, ��� �� and ��¢�£� are the densities of the reactants and the burnt gases, and �Ó is 
the specific heat of the burnt products. The expansion ratio α is a fundamental parameter which 
depends strongly on the combustible mixture composition and is poorly influenced by the 
propagation. For most common mixtures found in the process industries it is comprised between 6 
and 8 [6]. Alternatively, the shape of the confined structure suffering the explosion can have an 
influence on the flame surface Af and so is the case for the local flow velocities, or when obstacles 
are present. Even in a medium initially at rest, the flame grows spherically until the spherical front 
reaches the closest wall. When contacting the wall, the flame front is stopped then reversed. During 
this phase the flame front surface can become cellular or be curved toward the combustion products 
most likely because of local perturbations such as Landeau-Darrieus instabilities [7]. In all case the 
maximal flame area is linked to the dimensions of the volume and its cross section. Extensive 
comparisons of EFFEX calculations with experiments indicate that a decent agreement can be 
achieved when the flame surface is roughly equivalent to the largest inscribed sphere in the 
enclosure [8]. 

Finally, the flame velocity in a mixture attached referential is also expected to be a property intrinsic 
of the mixture. The fundamental combustion velocity Slad obeys to the laws of thermokinetics 
(thermodynamic equilibrium, Arrhenius law) and can be described as the volume of reactants 
consumed by a square meter of the flame surface. However, this definition corresponds to a 
configuration in which the reactive mixture is at rest in which case the effect of an explosion would 
be limited to the maximum. For a more realistic approach, it is necessary to consider a turbulent 
flame velocity St that can be determined for industrial applications based on the empirical definition 
of Kst: 

ç¥� � mgÓg�s�Kb �$ 6-  (6) 

Replacing this in equation (1) (and assuming no openings on the vessel), we obtain: 

$Óopqç¥� � Ô ¥�∙è�opq∙��#$!ª� é- �X 				M� & êÚ�ÝÓopq��#$! (7) 

Even in the isolated enclosure the effects of the dust explosion are strongly dependent not only on 
the nature of the reactants but also on the specificities of their environment such as the geometry or 
local turbulence effect. The model described in the previous paragraphs is only applicable if the 
flame propagation velocity is sufficiently low (typically < 30 m/s) for the internal pressure to remain 
“uniform”. This condition is very generally satisfied when the ratio between the largest and the 
smallest dimension of the apparatus is less than 5 [4], which is not the case for pipes for example. In 
practice, there would be an explosion at one end, for example in a mill and the atmospheric pressure 
at the other end. For ST1 class dusts (which is the case here), the contribution of the duct 
combustion to the overpressure in the installation studied is low and the flow is largely dominated 
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by the pressure differences between the upstream and downstream sides of the pipes [9]. A direct 
consequence of this is that the flame velocity in such situation quickly reaches hundreds of meters 
per second. Empirical data show that the flame velocity in a duct downstream an enclosure is well 
correlated with the square-root of the overpressure Pred (stands for “reduced explosion pressure” a 
term often used to design the maximal overpressure in a vented vessel) in the enclosure (analogy to 
a Bernoulli model): 

 

Fig. 3. Correlation between vessel overpressure and maximal flame velocity in a connected in a duct [10]. 

In this last situation, the velocity flow is driven by the pressure difference between both ends of the 
pipe, and so is the flame. It is also noted that in such case, until the flame has reached the other end 
of the pipe, the pressure in the upstream equipment (the mill) continues to increase as if the duct 
was closed [10]. The pressure rise is then less related to thermal expansion than to the inherent 
dynamics of the flame (speed and acceleration). There is therefore a piston effect and the main 
problem of the propagation of the explosion in a pipeline is to determine the speed of the flame, 
because ducts usually show large overpressure resistance and it is this same fast flame that is 
transmitted in equipment downstream. Moreover, the presence of singularities on the pipe such as 
bends is likely to modify the flame surface and accelerate it. In EFFEX, a relatively simple model of 
the compressible Bernoulli equation type has been implemented to estimate this velocity. The basic 
assumption is that the flame propagates at a speed St* which depends, as for non-elongated 
enclosures, on the turbulence and reactivity of the dust (thus on the usual turbulent flame velocity 
St) but also on “Ve”, the forced flow by the pressure difference between the upstream and 
downstream of the pipeline. Singularities such as elbows are therefore ignored. The cases of 
subsonic and shocked flows are differentiated. Noting P1 and P2 the pressures at each sides of the 

duct, and with P2 > P1. If the condition 
Ó�Ó© X mÝ�$1 s ßßà© is fullfield then the flow is chocked, and the 

Mach number M is 1. In the other case, M can be computed as follows: 

J � Þ 1Ý#$ mÓ�Ó©s
ßà©ß  . (8) 
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From the temperature T and the molar mass M, we obtain the flow velocity by computing the speed 
of sound which depends on the temperature T. In the chocked and subsonic case, we obtain 
respectively these 2 equations for the flow velocity: 

�0 � ë4.6$,{ 1∙ÝÝ�$�      and      �0 � Jë4.6$,{ 1∙ÝÝ�$ °ßà©� ∙{��$ . (9) 

Although they remain approximate, the results provided by this model give satisfactory orders of 
magnitude, they have been successfully confronted with experiments carried out at INERIS as well 
as with published data. Again, the major objective here is to be able to estimate the characteristic 
times of the explosion propagation rather than the pressure built up in the pipes. When an explosion 
occurs in a structure made of interconnected enclosures the explosion can be transmitted from one 
vessel to its neighbours and the flame propagation can become of an extreme complexity [11]. In 
such case. A schematic of a possible course of events is presented in Fig. 4: the dust ignition in the 
primary enclosure induces a first explosion (4a) and generates a significant turbulence and flow 
velocity in the connected pipe (4b). Then large quantities of the combustible mixture will be pushed 
in the downstream enclosure and pressurize it. After its significant acceleration in the duct, the 
flame will enter the pressurized and highly turbulent combustible mixture in the secondary volume. 
A secondary explosion, of much greater violence can then happen (4c). It can also reverse the flow 
completely and push the reactive front back in the primary vessel where the combustion is not 
terminated (4d). 

 

Fig. 4. Schematic representation of explosion development in interconnected enclosures [11]. 

Because in a wide range of situation the decoupling of 2 enclosures in only partial or impossible, it 
is of a great importance to account for this phenomenon. In other words, it is necessary to estimate 
the turbulence in the model structure and adapt the turbulent flame velocity St in the downstream 
equipment accordingly. Phenomenological semi-empirical models are available to estimate the 
pressure effects due to the flame arrival in the turbulent mixture of the secondary volume. In most 
situations, the turbulent flow will be induced by jets which characteristics are relatively well known 
(see [12] for further details on jet theory). A prediction tool was elaborated from this knowledge 
database. Analytic models can be to estimate the local turbulence velocity u’ and the characteristic 
sizes of the turbulent structures Lt were proposed by Hinze [13]. The two flow turbulence 
parameters u’ and Lt can then be used to estimate the turbulent flame velocity with a Gülder 
empirical model [14]. Further details on the application of this model have been published more 
recently by Proust [4]. The main interest here is the order of magnitude to the flame velocities 
enhancement due to the turbulence effect that can be on the order of 5 to 20 times that observed in 
the same mixture at rest. Empirical estimations can be made on the turbulence parameters Lt and u’. 
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Tamanini [15] proposed an integral version of the well-established k-epsilon model for turbulence. 
For the present illustration, we retain the steady state version of k-epsilon equation where the 
production rate (Pk) is equal to the dissipation rate (ε). Proust [16] assumed that Lt might be chosen 
constant and proportional to a linear dimension of the volume since this parameter can be seen as a 
measure of the mean velocity gradients so that:  

I� � ���©é					' � 61 N�1					5� � $1 ����£F 					O � Óì{ 					I� � �íéî �é�ï  . (8) 

where qm is the injected mass flowrate with the velocity Uinj in the volume V of mass M. Cµ and CL 
are constants of the order of 0.05 and 0.09 [15]. Proust compared the model results with 
experimental results and published data and showed a satisfying compatibility in both cases [16]. 

THE EXPLOSION SCENARIO 

Because of the specific phenomenology of flame development in the complex structure made of 
interconnected enclosures it is necessary to define first an explosion scenario which is the baseline 
for the comprehensive analysis of the explosion effects in the structure. In face of the multiplicity of 
the possible explosion scenario at stake in the current example, we will consider the example of an 
ignition in the mill during normal operation, that is then transmitted to the cyclone and to the filter. 
In the present case, the explosible dust is coal powder which is known to have a KSt value close to 
150 bar.m/s and a Pmax on the order of 8 bar (data from the Staubex database). Depending on the 
technology, mills and cyclones can resist to explosion pressures up to 3 bar. The filter is however of 
a lesser resistance, 500 mbar in this example. For this reason, let’s assume it is sold to the industrial 
already equipped with 5 m2 of vent panels. In this case we consider a volume of and 60, 20 and 300 
m3 respectively for the mill, cyclone and filter. They are connected by DN800 ducts of length 15 m. 

The explosion is initiated in the mill and is transmitted to the first duct. The flame propagates to the 
cyclone, pushed by the overpressure in the mill at a speed of 200 m/s. Under these conditions, when 
the flame arrives in the cyclone, the mixture is highly turbulent as not only the flame has a very high 
velocity but also it is pushing large amounts of the reactive dust (as much as 70 to 90 % of the 
reactants in the duct [9], [11]) inside the cyclone. The combustion occurs at a quasi-constant volume 
inside the cyclone will occur (despite the exhaust ducts). An overpressure of the order of the dust 
Pmax, 8 bars seems possible but again a complete failure of the cyclone happen before reaching this 
value (we assume a resistance of the cyclone of 3 bar in this case study). Such scenario was 
simulated with the EFFEX code and the results support this summary of events:  

 

Fig. 5. Overpressure calculated in the mill, cyclone and duct; explosion ignition in the mill. 
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The flame should continue to the filter at speeds more than 400 m/s at the beginning of its 
propagation but is eventually slowed down to less than 100 m/s before reaching the filter, because 
of the sudden bursting of the cyclone. Note that while the vents in the filter strongly limited the 
overpressure, in the mill the reversal of the flow lead to a significant increase of turbulence and an 
intensification of the combustion. It appears that in the current example, the filter and the mill 
withstood the internal explosion, but the consequences of such scenario are not acceptable because 
of the bursting of the cyclone. It implies the projection of fragments up to several tens of meters and 
the emission of a pressure wave corresponding to a bursting energy of 20 MJ, that is roughly 
equivalent to the detonation of 5 kg of TNT, the effects of which are known to be dangerous for 
humans from 20 to 40 m in open field. 

IMPLEMENTING THE EXPLOSION PROTECTION STRATEGY 

The potential effects of an explosion within such installation are not acceptable and make it 
absolutely essential to equip it with explosion protection devices. As the most fundamental principle 
is the safety of people. As a result, the cyclone protection is a requirement here. Different 
techniques may be used such as deflagration venting which consists in discharging the explosion 
through an orifice. The vent area must be calculated so that the maximum pressure reached in the 
protected vessel, Pred remains significantly lower than the mechanical pressure resistance of the 
enclosure. A mistake would be to consider the cyclone separately: knowing the dust reactivity 
parameters (KSt = 150 bar.m/s, Pmax = 8 bar) in this “independent” volume, one would estimate vent 
areas on the order of 0,5 m2 to limit the Pred to 1 bar in the cyclone (calculations based on 
EN14991:2014 [3]). However, proceeding such way completely occults the flow and flame 
acceleration effects in the pipes (supported by the upstream exploding enclosure) and the 
significantly enhanced combustion effects downstream the pipes, thus rendering the protective 
equipment completely inefficient. A simulation of this scenario in EFFEX shows that despite the 
vent, the cyclone burst because of the large flame velocity transmitted from the pipe. Thus, a much 
larger vent area is needed, 3 m2 are computed with EFFEX. However, protecting the cyclone alone 
is not sufficient: 

 
Fig. 6. Overpressure calculated in the mill, cyclon and duct; with 3 m3 vents protection on the cyclone. 

Now that the mill-cyclone system is protected, there is still a large overpressure responsible for 
significant flame acceleration in the second duct section, between the cyclon and the filter. The 
flame reaches the filter at a velocity close to 300 m/s, and the vent area installed on the filter 
becomes clearly insufficient.  
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A critical aspect in this example scenario is the coupling between the three enclosures, that need to 
be accounted for when choosing and dimensioning an explosion mitigation technique. Several 
options exist, a few are presented in the subsequent paragraphs: 

• vents protection of the cyclone and the filter, 
• vents protection in addition to decoupling system on the ducts, 
• isolation of the duct and vent protection of the enclosures, 
• explosion suppression, 
• mixed systems protection. 

Vents protection of the cyclone and filter 

In the normative document EN14491:2014 [3], a dimensioning method is proposed to limit the 
violence of the explosion in an assembly “enclosure 1 – duct – enclosure 2”. The vent areas to 
install are often much wider as those predicted by the usual method in the same document. In such 
situation, the purpose of the vents is not only to unload the explosion but also to reduce the flame 
acceleration in the duct. The EN14491:2014 [3] document indicates an order of magnitudes for 
these vent areas, which imply typically a coefficient (Av/V0,753) of 0,4. It can be highlighted that 
inconsistencies exist between such recommendations and the calculations that can be made with the 
formulas concerning the vents connected to ducts. Nonetheless the use of such technique is 
theoretically feasible in the present case with some additional calculations. Knowing the available 
vent area on the cyclone and the acceptable reduced explosion pressure Pred, one can estimate a 
maximal flame velocity acceptable in the duct. Then the vent area to install on the filter will 
selected in view of unloading the explosion but also limiting the flame velocity in the duct to the 
maximal acceptable value. In practice, this is barely achievable on the scale considered: according 
to Fig. 3, one would need to limit the overpressure in each enclosure to 0.5 bar, so that the flame 
speed remains low enough to allow a vent protection. This implies the use of much larger vent 
areas. Consequently, this is not a practical solution for the current example. 

It is also important to point out that these vents only solution relies on the hypothesis of an ignition 
in the mill. When the explosion starts in the filter it is be necessary to perform new, yet similar, 
calculations. Also note that the environment around the enclosures (a road, workers, a wall, etc.) 
may impose to have vent ducts, deflectors or flame arrestors at the exhaust of the vents. All these 
systems impede the explosion discharge and induce a lower vent efficiency, thus the necessity again 
to install larger vent areas. 

Vents protection in addition to decoupling system on the ducts 

The previous mitigation solution imposes to have large vent areas on each device, which may not be 
feasible for practical reasons such as the bulk around the structure. The smallest possible vent areas 
Av, for each equipment, can be estimated separately form the EN14491:2014 [3] formulas. For 
instance, for the cyclone we computed earlier 0.5 m2

, and for the furnisher of the filter sold it with 
5 m2 of vent area. In the case of isolated enclosures, this is expected a conservative approach as the 
Pmax and KSt terms are measured in more penalizing conditions (dust concentration, turbulence) than 
they are supposed to exist in the industrial process. However, for this model to be valid for 
connected enclosures, the violence of the explosion must correspond to the limitations defined in the 
standard, which implies that the turbulence level must remain in the range of the test that were 
performed to establish this formula. A direct consequence of this is that these lower venting areas 
may be used provided the duct effect can be neglected, which can be done when the explosion is 
either decoupled or isolated. Firstly, we will consider the option of the explosion decoupling. 

Explosion decoupling devices are designed to limit the flame velocity in a duct. It can be realized by 
adding vents on the duct that are designed to open before the flame arrival and slow down the flow 
in the event of an explosion. Such systems may also be constructed in view of forcing the flame to 
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change directions, to prevent excessive accelerations. Those decoupling systems can be 
dimensioned so that the turbulence induced in the downstream enclosure remain at an acceptable 
level, however they will not stop the flame but only slow it down. Experiments performed at 
INERIS confirmed that an explosion generating a 2 bar overpressure in an enclosure can induce a 
flame velocity on the order of 400 m/s in the connected duct without any protection while having 
vents on the duct close to the exploding vessel can limit significantly the pressure effects and reduce 
the flame velocity by a factor 2 to 4 [17]. In the present case this would not be sufficient but 
reducing the flame velocity level between the two enclosures can make it possible to use smaller 
vent areas than those presented in the earlier paragraph, in fact one can use the vent area calculated 
earlier with EN14491:2014 [3] for the isolated cyclone. A calculation was performed with two 
explosion decouplers located at the middle of each duct, and with the 0.5 m2 vent on the cyclone (in 
addition to the already installed 5 m2 vents on the filter). The measured overpressure are presented 
in Fig. 7. 

 
Fig. 7. Overpressure calculated in the mill, cyclone and duct; with 0.5 m3 vents protection on the cyclone and 

an explosion decoupler on each duct. 

In this case the installation is protected. Thanks to the decouplers, the flame velocity is sufficiently 
limited in the ducts, also leading to a lesser turbulence level in the cyclone and the filter, thus 
allowing the vents to fulfil their role efficiently. 

Isolation of the duct and vent protection of each volume 

If an isolation system is present on the duct, the flame will not propagate from one enclosure to the 
other one and then standard venting protection rules for isolated enclosures may be applied. These 
isolating devices can be of several types and based on very different technologies, for example: 
active (electronic detection of the explosion) or passive (purely inertial) flap valves, gate valves, 
pinch valves or chemical flame extinguishers. However, as any explosion mitigation device, they 
have their own limits that need to be accounted for. Firstly, some of those, such as the flap valves 
can only function in one direction, to stop a flame traveling in a direction opposed to the usual flow 
observed during the functioning of the process. Secondly some of these systems rely on the 
mechanical closing of the duct, which imply there are not efficient before a certain amount of time. 
From past experience on systems tested at INERIS, sometimes in the scope of ATEX certification, 
this delay is typically ranging around a few ms for active devices (with actual explosion detection 
and non-passive closing system such as in the case of gate valves or pinch valves) to a several 
dozens of ms when the device is fully passive and actuated by the explosion generated flow. 
Depending on the flame velocity (which can hardly be lower than 150 m/s in the present 
configuration) and the duct length (15 m here) it is necessary to ensure that the chosen system is 
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really able to stop the flame. Also, quite regularly singularities, such as bends or a restriction 
generating a Venturi effect, are present on the ducts of industrial processes; they may alter the flow 
significantly. This needs to be considered when installing the isolation devices. Finally, there is also 
an upper limit in time (chemical isolation) or installation distance (mechanical isolation) after which 
the extinguishing cloud has settled down or the duct pressure has become too high and the isolating 
system will fail mechanically. 

Explosion suppression in the mill and the cyclone 

Alternatively, it is possible to use explosion suppressors on the mill and the cyclone. Those are 
based on the active and early detection of explosions coupled with a chemical agent that is injected 
at a sufficient rate so that the explosion can be quenched before it becomes too damaging for the 
structure. Typical delays for flame quenching are on the order of a few dozens of ms. As it is 
intended to extinguish the flame in each of the capacities, there should not be significant 
acceleration effect through the pipe between the cyclone and the filter, so that it is not necessary to 
install an isolation device. However, this is only true in the specific case of this installation and 
because a ST1 dust is chosen. Under these conditions, the risk of dust explosion in the filter persists. 
It is therefore a fundamental requirement to have vents on the filter. Methods for modelling the 
suppression devices have been implemented in EFFEX but they will not be described at this stage. 
Further details on this specific aspect may be found in [18]. 

Mixed systems protection 

The solutions presented in the previous paragraphs can be combined, but again without losing the 
perspective that the enclosures are connected by a duct. For example, if the filter is outside of the 
building and the cyclone is located inside, the former can be protected by a vent while the later 
cannot (it is assumed that people are working in the same building). It would be possible in such 
case to protect the cyclone with explosion suppressor. Again, it cannot be done without a due 
consideration of flame velocity / acceleration in the duct. Explosion suppressors are certified within 
limits in terms of dust reactivity (among other limits such as the throw of the extinguishing cloud or 
the activation delay) that are applicable to the case of isolated enclosures. This is not the case if the 
flame has been significantly accelerated in a duct before reaching an enclosure in which the 
turbulence has been significantly increased compared to the standard process conditions. 
Consequently, for the suppression technique to remain effective in this situation a decoupling device 
or an isolation valve might be needed between the mill and the cyclone. The limitations referred to 
in the preceding paragraphs for the different explosion mitigation devices apply. 

CONCLUSION 

A strategy to implement an explosion mitigation solution has been presented around the example of 
a simplified industrial coal grinding process made of a mill, a cyclone, and a filter. A 
phenomenological analysis of explosion development and propagation in dual enclosure-duct 
systems was presented. The scenario of an explosion starting from the mill was selected as a 
reference to highlight the critical mechanisms involved when explosions propagate between 
interconnected enclosures. In the fourth part a way to account for the real explosion conditions is 
given, allowing a choice and dimensioning of a set of safety systems. Vent area calculations were 
presented together with the order of magnitudes of the characteristic functioning parameters of the 
other safety systems that may be implemented. Beyond that an important focus is given on the 
actual strategy of protection to implement, which aims at protecting firstly the people working close 
by then the structure and must always rely on a physical understanding of the dust flame 
propagation (in enclosures and in ducts) as well as its interaction with its environment (turbulence 
generation, pressure effects). A specific focus can thus be made on two fundamental aspects: on the 
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one hand, it is of critical importance to understand how the flame propagates in a given complex 
system. On the other hand, the behaviour of the protection systems that might be used must also be 
carefully studied as it cannot be dissociated form the previous analysis, those systems will indeed 
systematically have an effect on the explosion driven flow. 
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ABSTRACT 

Due to the increasing demand for energy in the UK both for housing and industrial needs in recent years, 
the government has incentivised ‘distributed’ energy generation in order to reduce the strain on central 
generation capacity and increase energy efficiency. Since these Energy Centres use natural gas, the 
installation must comply with the Dangerous Substances and Explosive Atmospheres Regulations 
(DSEAR). Due to space constraints, many new developments are unable to house the energy centre in a 
totally separate building. The basement location for an energy centre is not ideal for reducing the risk 
from explosion to members of the public and workers; industry standards and guidance recommend 
against this location. However, it can still be considered for building design, provided that the risks have 
been suitably assessed and can be shown to be As Low As Reasonably Practicable (ALARP). Standards 
provide high level design guidance, but no information is given on “how to” or “need to” properly assess 
this design concept. By means of detailed consequence analysis based on CFD simulations, this paper 
presents Gexcon’s methodology to help review mitigation barriers and allow the design to be optimised 
with respect to them, and so assisting to demonstrate compliance with regulations and reduction of risk in 
line with the ALARP principle. The impact of ventilation, dispersion and gas detection on the explosion 
risks are discussed in detail. 

KEYWORDS: CFD, ALARP, risk assessment, mitigation barriers. 

INTRODUCTION 

Due to the increasing demand for energy in the UK both for housing and industrial needs in recent 
years, the government has incentivised “distributed grid” energy generation in order to reduce the 
strain on central generation capacity and increase energy efficiency. This approach considers 
localised centres generating energy by means of Combined Heat and Power (CHP) systems and 
highly efficient boilers. CHP plants use waste heat to achieve efficiencies in excess of 80%, while 
traditional gas power stations range around 50% and coal 40%. 

As a result of large urban building developments, combined with a desire to maximise the use of 
limited space within the construction area, the number of designs incorporating energy centres 
within multi-use occupied buildings (e.g. basements) have increased dramatically. These centres, 
which are normally unmanned, usually combine large amounts of congestion (due to a wide variety 
of piping and equipment sizes) within very confined areas. This could lead to significant explosion 
consequences following the ignition of an accidental gas release. 

Gexcon have seen a rise in requests for assistance in these type of facilities over the past few years, 
in order to provide advice concerning explosion safety related to the use of natural gas. Ultimately 
our support was to ensure that the schemes are designed and built in compliance with standards to 
demonstrate: 

1. That the risks have been suitably assessed and to assist with demonstrating that the risks 
are As Low As Reasonably Practicable (ALARP) [1], in line with UK law, and  
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2. That the facility complies with the requirements of the Dangerous Substances and 
Explosive Atmospheres Regulations (DSEAR) [2] 

Due to space constraints, many new developments are unable to house the energy centre in a 
separate building. The basement location for an energy centre is not ideal for reducing the risk from 
explosion to members of the public and workers whose place of work is located within the multi-use 
building, and certain standards (e.g. IGEM/G/5 [3]) recommend against this location. However, 
basements can still be considered for building design, provided that the risks have been suitably 
assessed and can be shown to be ALARP [1], in line with the general duties under the Health and 
Safety at Work Act 1974 [4] and reinforced in Regulation 6 of DSEAR [2] which calls for the 
elimination or reduction of risks due to hazardous substances. Standards provide high-level design 
guidance, but no detailed information is available within accepted good practice and literature to 
properly assess this design concept and demonstrate that risks are ALARP [1]. 

By means of detailed consequence analysis based on Computational Fluid Dynamics (CFD) 
simulations using FLACS [5], a methodology is presented to help review mitigation barriers and 
allow the design to be optimised with respect to them, and so assisting to demonstrate compliance 
with the regulations. 

FLACS CFD SOFTWARE 

The simulations in the present study were conducted by means of FLACS [5], a specialised CFD 
tool for safety applications developed by Gexcon AS. One of the key features that distinguishes 
FLACS [5] from most commercial CFD codes is the use of the porosity / distributed resistance 
(PDR) concept for representing complex geometries on relatively coarse computational meshes. 
Simulations were setup in a manner consistent with specific user guidelines. The User’s Manual 
provides comprehensive information on how to set up simulations, the modelling and theory 
underlying the code, its experimental validations and its limitations. 

 

Fig. 1. Geometrical model created for the simulations of the energy centre (left, side view; right, top view). 

GEOMETRICAL MODEL 

The first step in a simulation study is the construction of a geometry model. Gexcon has many years 
of experience in analysing onshore and offshore installations, at all stages of the project life cycle, 
from concept phase to decommissioning. An incomplete geometry model can be a significant source 
of uncertainty in the CFD analyses. For this reason, our studies tend to focus on building a 
representative model of the installation, paying close attention to congested regions, which 
contribute towards enhancing turbulence levels and mixing. This could result in higher 
overpressures in explosion scenarios or less effective ventilation and dispersion of gas clouds. 
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Figure 1 shows the geometrical model created for the study, where boilers, pipelines of different 
diameters, water tanks and even ventilation and flue extraction ducts (among others) were 
considered. 

VENTILATION ANALYSIS 

An internal ventilation study was first conducted to provide the basis for the subsequent analysis. A 
detailed prediction of the internal flow patterns helps determine the effectiveness of the ventilation 
system and allows any potential dead spots to be identified. Ventilation patterns also provide 
valuable information to predict the potential behaviour of (low momentum) gas dispersion 
scenarios. 

The energy centre accounted for several supply and extraction units distributed across the room and 
at different levels. Figure 2 provides an example of the flow velocity (UVW_3D) contour map at 
ground level. Good ventilation was observed in the room at different heights, particularly in the 
region in between boilers A and B and in front of boiler C, where there are gas lines and 
connections (i.e. flanges, valves, etc). Some areas of lower ventilation were observed around the 
water tanks and the lower right corner of the energy centre. This should not be a major issue, with 
respect to DSEAR [2], given that no gas lines were present in those regions. 

 

Fig. 2. Velocity contour map at ground level. 

DISPERSION ANALYSIS 

The objective of the dispersion studies was to simulate a number of unintended gas releases that 
would provide realistic and accurate data on how gas might disperse and accumulate in different 
areas of the energy centre. Based on the gas line P&ID, a combination of leak locations, leak 
directions and leak rates were modelled so that the simulated gas clouds cover a representative 
number of realistic loss of containment scenarios. Leak scenarios were chosen based on those most 
likely to develop large clouds and those most likely to be challenging for the gas detection system. 
The flow patterns determined in the ventilation study were used to make this assessment. Figure 3 
shows some of the leak locations and directions defined for the dispersion analysis at ground level. 
Releases were directed towards areas of ‘reduced’ ventilation, where dilution could be less 
effective. 
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Table 1 provides further details of the jet release pressures and hole sizes considered, which will 
directly affect the mass flow rate of the releases. A combination of full bore rupture (i.e. line 
diameter) and small hole size (30 mm) leak scenarios were considered. 

 

Fig. 3. Location and direction of leaks at ground level. 

Table 1. Combinations of release pressure and hole sizes considered for the study 

Jet location Release pressure (mbar) Hole size (mm) 

1, 2, 5, 6 250 30 and 250 

3, 4 250 30 and 100 

7 150 30 and 125 

The small hole sizes which statistically represent a typical installation are very demanding in terms 
of computational resources, hence a trade-off was made between the size of hole modelled and the 
time and resource required to model the scenario. Some design standards [3] consider hole sizes of   
0.5 to 2.5 mm2 depending on the type of installation when assessing the extent of hazardous areas 
for these types of facilities. This therefore results in the dispersion scenarios modelled being 
conservative when assessing small hole size releases. Item “FR 1.3 Pipework” [6] quantifies the 
frequencies for the small and large ruptures considered as 1x10-6 and 5x10-7 (per m per yr.) 
respectively for pipework diameter up to 149 mm, and 7x10-7 and 2x10-7 (per m per yr.) respectively 
for pipework diameter up to 299 mm. 

Figure 4 and Fig. 5 show the evolution of the flammable gas cloud (i.e. between the Lower and 
Upper Flammability limits, LFL and UFL, respectively) based on the equivalence ratio as %LFL 
(ERLFL) for one of the release locations and different hole sizes. For a full bore rupture scenario, 
the upper half of the room is filled within a minute and a half following the release (see Fig. 4). But 
for a small hole size release, the extent of the flammable gas cloud remains within a 3 m radius of 
the release source (see Fig. 5). For a constant line pressure, the hole size plays a key role as the mass 
flow rate is significantly increased with a larger hole size. For this case, the mass flow rate achieved 
for a full bore rupture was 7.3 kg/s, while for a small hole size release this was just 0.1 kg/s (i.e. 73 
times smaller). 

Further information on the flammable gas cloud size for the different release scenarios simulated is 
shown in Fig. 6 (full bore rupture) for the release time modelled. To evaluate the hazard of a given 
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gas cloud, Gexcon has developed methods for natural gas that aim at estimating an equivalent 
stoichiometric gas cloud (Q9) with comparable explosion consequences [7]. The resulting cloud is a 
scaling of the non-homogeneous gas cloud to a smaller stoichiometric gas cloud that is expected to 
give similar explosion loads as the original cloud (provided the shape and position of the cloud are 
chosen conservatively, as is the ignition point). 

 

Fig. 4. Flammable gas cloud evolution from a ‘full bore rupture’ release at location #2 (LFL blue, UFL red). 

 

Fig. 5. Flammable gas cloud evolution from a ‘small hole size’ release at location #2 (LFL blue, UFL red). 

A wide range of cloud sizes was obtained for full bore rupture scenarios as shown in Fig. 6, ranging 
from 175 m3 up to almost 1200 m3. These low frequency catastrophic scenarios are very unlikely to 
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occur except in certain specific circumstances, such as physical impact or long-term vibration 
fatigue [6]. A good inspection and maintenance program coupled with control of activities in the 
area will substantially reduce the likelihood of these scenarios. 

On the other hand, for the smaller hole size with higher event frequency, representing releases at 
flanges and other connections, the cloud sizes were several orders of magnitude smaller than those 
for catastrophic full bore rupture scenarios. Here, the maximum gas cloud was approximately 
0.33 m3 for the scenarios considered. It is thus deemed that the ventilation system was effective at 
preventing the build-up of a dangerous flammable gas cloud within the room for these situations. 

 
Fig. 6. Equivalent gas cloud sizes (Q9) obtained from full bore rupture release scenarios. 

GAS DETECTION ANALYSIS 

From the dispersion scenarios modelled it was possible to observe that small hole size leaks created 
small clouds which remain localised to the leak source. However, catastrophic full bore rupture 
scenarios created a wider range of flammable gas clouds that could fill the entire room.   

A gas detection study was conducted to analyse the most effective means to mitigate the formation 
of large gas clouds in the event of a release. Different gas detector layouts with a varying number of 
detectors and locations were considered as shown in Fig. 7.   

The performance of the detectors was evaluated based on an actuation set point relative to the LFL 
(i.e. 20%). A 1ooN (i.e. 1 out of N detectors) voting criteria was considered, meaning that detection 
arising from a single detector is needed to trigger an action (e.g. emergency automatic isolation of 
the gas solenoid valve). The different gas detector layouts proposed and analysed were tested 
against the results obtained from the dispersion study. Table 2 summarises the performance for each 
layout in terms of isolation time, were a shut-off valve response time of 1 second was considered for 
this exercise and so added to the detection time. 

While all the scenarios simulated were detected, some differences between layouts were observed 
with respect to isolation time. For the full bore rupture scenarios, detection times between the 
layouts did not change considerably, consistent with the formation of large gas clouds within a short 
period of time resulted in consistent and short time to detection. For small hole size releases, 
differences in detection time were observed in most of the dispersion scenarios. While the 
performance between a system with 4 detectors (i.e. Layout 1) and 8 detectors (i.e. Layout 2) was 
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very similar, 5 out of 7 scenarios were detected earlier with a larger number of detectors (i.e. 10 for 
Layout 3 and 12 for Layout 4). In the scenarios considered, Layout 4 appears to detect faster than 
Layout 3 for most of the releases, and so it was the recommended layout based on the analysis. 

It should be noted, however, that testing a larger number of and different leak locations/directions 
other than those considered here could provide a different outcome and hence these results are 
indicative only, although they have been selected based on reasonable assumptions on the likely 
leak locations. Detection performance will also ultimately rely on selecting the correct detector type, 
proper system design and installation, coupled with ongoing inspection and maintenance of the 
system. 

 

Fig. 7. Proposed point gas detector layouts. Red dots indicate the location of the gas sensors at ceiling height. 

Table 2. Gas detector layouts performance for different releases conditions 

Jet location 
Isolation time (s) – Full bore rupture release Isolation time (s) – Small hole size release 

L1 L2 L3 L4 L1 L2 L3 L4 

1 2.5 2.5 2.5 3.0 7.5 7.5 7.5 26.0 

2 6.0 4.0 3.0 2.0 117.5 21.0 13.0 7.5 

3 6.0 6.0 6.0 6.0 52.5 52.5 52.5 38.0 

4 6.0 6.0 5.0 6.0 46.0 46.0 37.5 20.0 

5 3.5 3.5 3.5 2.5 23.5 23.5 23.5 11.5 

6 3.0 3.0 3.0 3.0 57.5 57.5 57.5 53.0 

7 2.5 2.5 2.5 3.0 5.0 5.0 5.0 5.0 

EXPLOSION ANALYSIS 

Gas explosion simulations were conducted to ascertain the magnitude of the internal overpressures 
that could be generated if the cloud size (at the time of isolation) was ignited by a potential ignition 
source. 

Table 3 summarises the gas cloud sizes obtained for full bore rupture and small hole size releases 
respectively for the different gas detection layouts. Clouds up to 110 m3 were observed for full bore 
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rupture scenarios, showing a significant decrease in the achievable maximum gas cloud compared to 
the values shown in Fig. 6. On the other hand, gas clouds from small hole size releases remained 
very small (maximum 0.33 m3). 

Figure 8 shows a comparison of the gas clouds for a full bore rupture and a small hole size release 
for dispersion scenario #2. The size of the clouds corresponds to the maximum value obtained for 
each corresponding scenario upon isolation (i.e. 91 m3 for full bore rupture and 0.33 m3 for small 
hole size release). The locations of the clouds were selected based on the dispersion patterns 
observed for the different release scenarios. The orange dot in the figures represents the ignition 
location, a combination of corner and centre-based positions were considered for the different 
dispersion scenarios studied. 

Table 3. Gas cloud size upon isolation for the different dispersion scenarios and detection layouts  

Jet location 
Full bore rupture release Small hole size release 

L1 L2 L3 L4 MAX L1 L2 L3 L4 MAX 

1 90.0 90.0 90.0 106.0 106.0 0.06 0.06 0.06 0.06 0.06 

2 91.0 58.0 38.0 19.0 91.0 0.33 0.22 0.21 0.16 0.33 

3 11.0 11.0 11.0 11.0 11.0 0.09 0.09 0.09 0.09 0.09 

4 21.0 21.0 19.0 21.0 21.0 0.09 0.09 0.09 0.08 0.09 

5 98.0 98.0 98.0 75.0 98.0 0.08 0.08 0.08 0.08 0.08 

6 109.0 109.0 109.0 109.0 109.0 0.07 0.07 0.07 0.07 0.07 

7 20.0 20.0 20.0 23.0 23.0 0.11 0.11 0.11 0.11 0.11 

 

Fig. 8. Clouds (in red) defined for dispersion scenario #2 (left, full bore rupture; right: small hole size). 

Figure 9 shows the approximate internal pressures reached following ignition of the different 
maximum gas cloud sizes (upon isolation) from full bore rupture scenarios. Pressure magnitudes (P) 
ranged from 0.02 barg for the smallest cloud considered (~11 m3) up to 0.23 barg for the largest 
clouds (~109 m3), remaining below the building slab resistance (~0.35 barg). No heat transfer 
through the walls was considered for the explosion analysis, hence the reason why the pressure does 
not decay in time after reaching a peak value. On the other hand, and for small hole size releases, 
very low internal pressures in the room were obtained for all the scenarios analysed and did not 
exceed 0.002 barg (i.e. typical pressure required to shatter a large glass window [8]). 
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A closer look at the internal pressure distribution inside the energy centre is shown in Fig. 10, where 
it is possible to observe that this peak pressure was only seen around the lower left corner area. 

 

Fig. 9. Internal overpressures inside the energy centre following a gas explosion after full bore rupture. 

 

Fig. 10. Maximum pressure distribution (PMAX_3D) following a gas cloud explosion - full bore rupture. 

DSEAR COMPLIANCE AND RISK ASSESSMENT 

Since the facility (multi-use building) incorporates workers and uses natural gas, which has the 
potential to create a flammable or explosive atmosphere, the installation must comply with the 
DSEAR regulations [2]. These require amongst other things to conduct a Hazardous Area 
Classification (Regulation 5) and a suitable and sufficient Risk Assessment (Regulation 7). While 
catastrophic releases should be considered as part of the Risk Assessment, the Hazardous Area 
Classification focuses on “reasonably foreseeable” releases, which may occur during normal 
operation.  

Hazardous Area Classification 

Regulation 7 of DSEAR [2] requires that all employers shall classify places at the workplace where 



Part 7. Fire Safety Engineering 

1255 

an explosive atmosphere may occur into hazardous or non-hazardous places. Detailed ventilation, 
dispersion and gas explosion simulations were conducted with FLACS [5] to determine the 
magnitude of the internal overpressures that could be generated if the cloud size (at the time of 
isolation) arising from a small hole size release was ignited by a potential ignition source. 

Table 3 above shows the gas cloud size upon isolation for the different dispersion scenarios and 
detection layouts modelled using a leak orifice diameter of 30 mm. This is a very conservative leak 
orifice diameter, since generally 0.56 mm (calculated from a 0.25 mm2 cross sectional orifice area) 
is used in IGEM standards [3], which is already considered to provide conservative results. The 
modelling results showed that the maximum gas cloud which could be formed is 0.33 m3, which 
would have a diameter of 0.85 m assuming a spherical cloud. As the leak orifice diameter used for 
modelling is so conservative, the volume of gas cloud formed from a typical secondary grade of 
release (e.g. a flange leak) would typically be significantly smaller than this in reality. 

The ventilation study concluded that good ventilation was present in the room at different heights, 
particularly in the region around the boilers, and around connections (i.e. flanges, valves, etc) on the 
gas lines. The degree of ventilation can then be considered as high relative to the potential gas cloud 
volume with fair availability for this installation, therefore the installation can be classified and 
maintained as Zone 2 NE (i.e. a hazardous zone in theory which would have negligible effect if 
ignited) in line with European Standard EN 60079-10-1 [9]. 

Evaluation of the Guidance from IGEM/G/5 Edition 2 

An evaluation has been made in respect to the industry guidance document IGEM/G/5 [3]. The 
standard makes use of the terms ‘must’, ‘shall’ and ‘should’, when prescribing requirements 
according to the law. Several sections of the standard, that advise against the location of an Energy 
Centre in the basement, could be challenged based on the information provided by the simulations: 

• Section 8.1.3 Note 2 deals with the response of the building structure to a range of releases. It 
has been demonstrated that even large leaks (i.e. 30 mm diameter hole size, which at 707 mm2 
are much greater than the typical size of 0.25 mm2 recommended by IGEM guidance [3]) do not 
form a gas cloud which would compromise the structure of the energy centre. 

• Section 8.2.1 deals with the location of the EC in the building. Leak detection, emergency 
isolation and robust ventilation systems are considered to reduce the risk to ALARP for the 
chosen location. FLACS [5] modelling shows that if an explosion occurs, then the structure will 
be protected as the peak overpressure is below the maximum allowable slab resistance. 

Risk Assessment 

In order to demonstrate ALARP, risks must be assessed, and additional risk reduction measures 
should be put in place to reduce the risks, where it is reasonably practicable to do so. An explosion 
following a catastrophic full bore rupture or a small hole size release is a credible worst-case 
consequence. Various barriers exist to either prevent or mitigate against this, including ventilation 
(to disperse gas clouds) and detection (to identify leaks and isolate the gas supply). 

Barrier Assessment by means of bowtie diagrams 

A 'bowtie' is a diagram that visualizes the risk in one easy to communicate picture. The diagram is 
shaped like a bowtie, where the ‘hazard’ sits on top, followed by the ‘top event’ (moment when 
control is lost over the hazard). Described on the left are the ‘threats’ (whatever will cause the top 
event), while on the right are the ‘consequences’ (results from the top event). Finally, in between, 
the ‘barriers’ controlling (on the left) and mitigating (on the right) unwanted scenarios. 

The bowtie diagram in Fig. 11 [10] shows the relationship between the potential causes and 
consequences of a gas leak in the pipework of the energy centre, together with the barriers identified 
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and required under European Standard EN 60079-10-1 [9] and the IGEM/G/5 [3]. While an 
explosion was identified as a credible worst-case consequence, the assessment shows that 
maintenance and inspection are of critical importance in preventing the degradation of the facility 
over time. It was assumed that the pipework and gas and fire detection systems are inspected and 
maintained periodically, and that the equipment will be commissioned by a competent person so 
that, where appropriate, the gas supply will be promptly and safely isolated upon an alarm being 
triggered. 

 

Fig. 11. Bowtie diagram for natural gas leak in the energy centre pipework. 

 

Fig. 12. Risk assessment for a natural gas release inside the energy centre. 



Part 7. Fire Safety Engineering 

1257 

Summary Risk Assessment 

The risk assessment presented in Fig. 12 summarises the estimated explosion risks for this 
installation, taking into account the barriers and risk reduction measures that were identified based 
on the Zone 2 NE classification (supported by the CFD results). Gexcon’s risk assessment uses a 
semi-quantitative approach [11] designed to meet the requirements of DSEAR [2]. The risk 
assessment not only considers risks to people as required by health and safety law but also the risks 
to the business (plant and equipment).  

Generally speaking, both the probability of formation of a flammable atmosphere and of an 
effective ignition source are ranked between 1 (very unlikely) to 5 (very likely), resulting in a 
probability (or the frequency) of an event occurring with a similar scale. Finally, different risk levels 
are assessed, ranging from E (very low and acceptable) to A (very high and unacceptable). 

CONCLUSIONS 

This paper presented a methodology following detailed consequence analysis based on CFD 
simulations to help review mitigation barriers and allow the design to be optimised with respect to 
them, and so assisting to demonstrate compliance with regulations.  

An Energy Centre has undergone a significant technical safety assessment in order to determine a 
suitable level of safety for the installation and to support in demonstrating that the risks are reduced 
to a level which can be considered ALARP [1], in line with UK law and industry guidance in 
IGEM/G/5 [3].  Although this study considered a specific building design, it is straightforward to 
extend the proposed methodology to other configurations. 

Hazardous area classification was supported by a comprehensive CFD study including ventilation, 
dispersion, gas detection and gas explosion analysis, in order to demonstrates that a Zone 2 NE 
classification was appropriate in line with the relevant European Standards [9]. 

The risk assessment indicated that the risk is tolerable, considering the implemented measures for 
risk reduction. Based on CFD analysis, it is believed that the basis of safety analysed (i.e. 
ventilation plus gas detection) was adequate in that the more likely (yet still very conservative) 
releases generate very small flammable clouds resulting in low internal overpressures in the event of 
ignition. 

Finally, the barrier assessments showed that maintenance and inspection is of critical importance in 
preventing the degradation of the facility over time. It is then essential that the facility operator has 
rigorous inspection and maintenance procedures and that these are followed. 

By means of CFD simulations, it was possible not only to assess the impact of ventilation and gas 
detection upon realistic dispersion scenarios, but also to determine the impact of explosion 
consequences from both likely (small) and unlikely (catastrophic) releases, in order to properly 
quantify risks to personnel and equipment and help to select appropriate mitigation barriers. This 
approach to risk analysis and management provides valuable information to the engineer or 
operator, helping to better represent the risk picture, and so assisting to improve the design of the 
installation and potentially reducing its CAPEX and OPEX. 
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ABSTRACT 

In Russian project AES-2006 (NPP-2006), the overall safety concept for the nuclear power plant (NPP) is 
based on the in-depth defense principle, which implies the system of multiple barriers preventing the 
spread of ionizing radiation and radioactive substances into the environment. The last barrier preventing 
the release of fission products into the environment is the nuclear reactor building containment. During a 
severe accident like LOCA (Lost Of Coolant Accident), a large amount of hydrogen is produced in core 
reflooding and in oxidation of Zr fuel cladding by steam. When hydrogen appears inside the containment 
compartments, it mixes with steam and air thereby producing combustible mixture prone to detonation. In 
this paper, we present 3D simulation results of hydrogen-air-steam combustion in the NPP containment 
compartments using specialized 3D code FIRECON 1.0, with the complex geometry and a wide range of 
combustion regimes (from slow combustion to detonation) taken into account. Three scenarios are 
considered: (i) severe accident with break of pressurizer surge line accompanied by failure of active 
Emergency Core Cooling System (Large Break, LB LOCA); (ii) small leakage (Small Break, SB LOCA) 
from the cold loop thread with pressurizer failure, and (iii) uncontrolled severe accident (UnSA). The 
software is validated, and the dynamic loads imposed on the containment walls and inner structures are 
analyzed. 

KEYWORDS: Hydrogen combustion, nuclear safety, CFD. 

NOMENCLATURE 

2HC , 2OC , 2H OC  volume fractions of H2, O2, 

H2O (steam) (-) 
E  internal energy (J) 
e  specific internal energy (J/kg) 
K  momentum ((kg·m)/s) 
L  characteristic linear size (m) 
Le  Lewis number (-) 
M  mass (kg) 
P  pressure (Pa) 
S  surface area (m2) 
T  temperature (K) 
t  time (s) 
V  volume (m3) 

u , v , w  velocity vector components (m/s) 

Greek 

α  molar fraction of combustion products (-) 
δ  laminar flame thickness (m) 
η  H2/O2 molar ratio (-) 

λ  detonation cell size (m) 
ρ  density (kg/m3) 

σ  reactant/product density ratio (-) 
*σ  critical density ratio (-) 

Subscripts 

i  gas mixture component 
x , y , z  Cartesian coordinates 
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INTRODUCTION 

Investigations of severe accidents made in recent years for pressurized water reactors show that in 
case of meltdown accidents, ignition and subsequent detonation of hydrogen-containing mixtures 
may cause the integrity violation of Nuclear Power Plant (NPP) containment, followed by the 
radionuclide release into the atmosphere and radioactive contamination of the environment. 

During severe accident such as LOCA (Lost Of Coolant Accident), that is, loss of the coolant, as a 
result of dehumidification of the reactor core and vapor oxidation of the zirconium fuel cell shells, a 
large amount of hydrogen is produced. In the course of further development of the accident, 
hydrogen can penetrate into the containment compartments and form combustible mixtures with air 
and steam. From the point of view of severe accidents analysis, the most dangerous case is the 
detonation of such mixtures, since in this case the building structures inside the containment are 
subjected to the greatest dynamic load.   

According to the requirements of national supervisory authorities, the rationale for hydrogen 
explosion protection must be fulfilled in the design of the nuclear power plant and presented in the 
safety justification report. At present, numerical modeling is one of the effective methods for such a 
justification. During the analysis of hydrogen safety, all possible scenarios of emergencies are 
modeled, and a technical solution is chosen that contributes to reducing the threat of possible 
combustion and detonation. 

There are many different computer codes that are used to analyze severe accidents for different 
types of nuclear power plants. The application of these codes includes research and development, 
safety analysis regarding the introduction of hydrogen suppression systems, licensing or periodic 
safety assessment. 

Depending on the mathematical models embedded in the codes, some codes are used to model all 
aspects of hydrogen safety (hydrogen generation, propagation, combustion, suppression), some 
codes are used only to calculate the formation of hydrogen inside the reactor facility, thus giving the 
boundary conditions for the codes, which simulate the spread, combustion and removal of 
hydrogen. 

There are codes specifically designed for modeling combustion and in particular hydrogen 
detonation, which require as input data information on the distribution of hydrogen inside the 
nuclear power plant containment [1]. 

One of the first numerical approaches to simulate combustion processes in large scale facilities was 
provided by Efimenko and Dorofeev [2]. They combined a system of criteria and combustion 
models into a computer code CREBCOM for conservative estimates of possible pressure loads 
resulting from combustion of fuel-air mixtures. These models were validated on experimental data 
and then successfully employed in several industrial CFD (Computational Fluid Dynamics) codes, 
such as TONUS [3] and COM3D [4]. 

Interesting results according flame acceleration and deflagration to detonation (DDT) phenomena in 
APR1400 containment were obtained in [5]. As calculation tool the open-source CFD package 
OpenFOAM was chosen. 

ACCIDENT SCENARIO 

According to the dynamics of the coolant and hydrogen outlet inside the containment, the heavy 
accidents considered can be divided into two main groups: 

• Accidents with a small leakage of the coolant and an accident with a complete blackout of the 
station; 
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•  Accidents with a large leakage of the coolant. 

Accidents with small leakage and accidents with complete blackout are characterized by a 
continuous release of the coolant into the leak with a low emission intensity and the greatest integral 
yields of hydrogen. Accidents with a large leakage of the coolant, on the contrary, are characterized 
by a high emission intensity at individual time intervals and smaller integral hydrogen outputs to the 
interior of the containment compartments. That was proved in many simulation tests, carried out for 
Nuclear Power Plant design solutions justification. 

The choice of scenarios for the calculation of severe accidents is determined by the objectives of the 
deterministic analyzes being performed. The safety analysis should focus on quantifying station 
safety stocks and demonstrating that a certain degree of defense in depth is provided for this class of 
accidents. 

As calculation scenarios, severe accidents with break of pressurizer surge line accompanied by 
failure of active Emergency Core Cooling System (Large Break, LB LOCA) and the small leakage 
(Small Break, SB LOCA) from the cold loop thread with pressurizer failure with the failure of the 
active part of the emergency cooling system active zone of the reactor were chosen. A characteristic 
feature of these accidents is the high hydrogen content in the steam generator room, where the leak 
from the pipeline rupture is directly modeled and the complexity of managing these accidents. 

In addition to the calculations for the above scenarios, an uncontrolled severe accident (UnSA) 
calculation was performed that did not take into account the work of severe accident management 
systems such as the hydrogen removal system and the passive heat removal system from the 
containment. This calculation was interesting from the point of view of the possibility of the 
software used to simulate the combustion of hydrogen-containing gas mixtures under such 
conditions. 

The initial parameters for combustion calculating are the results of a calculation analysis of the 
propagation, accumulation of hydrogen, and changes in the parameters of the environment in the 
containment compartments during the development of the emergency scenario in question, 
performed using the Russian code in the lumped parameters KUPOL-M [6] (not presented here 
because of paper volume limitation). Then, for each time point, an analysis was made of the 
possible burning regimes in the containment compartments and a time cut was selected in which 
combustion or detonation of the gas mixture is possible. For this time cut three-dimensional 
modeling of combustion in the containment compartments was carried out. 

The resulting dynamic loads on the walls of the containment compartments can be used in the 
subsequent strength analysis, which shows the level of effect of combustion of the hydrogen-
containing steam-air mixture on the integrity of the nuclear power plant containment. 

SIMULATION METHODOLOGY 

To simulate the combustion of hydrogen-containing gas mixtures in closed volumes of complex 
geometry in a wide range of combustion regimes (from slow combustion to detonation) and 
subsequent analysis of dynamic loads on the walls of a nuclear power plant, 3D computer code 
FIRECON 1.0 was developed by Russian Federal Nuclear Center in Sarov city with the 
participation of Joint Stock Company “Atomproekt” specialists [7]. 

As basic equations describing non-steady-state 3D multi-material gas flows relations expressing the 
laws of conservation for a motionless volume were taken: 

( ),
S S

dK
u u ds Pds

dt
+ ρ = −∫ ∫
�

� � � �
, (1) 
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The system (1-4) is closed by the equation of materials state: 

( ), ,i i i i iP P T= ρ α . (5) 

Differential equations describing the propagation of turbulent deflagration and detonation in gas 
mixtures are approximated using the method of decomposition to several steps logically related to 
certain physical processes. The values of quantities calculated at a certain step are used as initial 
data for the subsequent step.  

The basic system of Eq. (1) – (4) calculated at first step is equivalent to the following system: 

( )1du
grad P

dt
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The combustion model of hydrogen-containing mixtures in the code FIRECON 1.0 is based on a 
criterial approach similar to that used in [8-10] and is intended for practical use in calculations of 
hydrogen combustion in a nuclear power plant containment for the purpose of safety analysis. 

There are three possible combustion regimes: 
• Slow combustion; 
• Fast combustion; 
• Detonation.  

To determine the limits of flammability at various temperatures and pressures, the experimental 
dependences of the lower and upper limits of hydrogen-air mixture flammability on the temperature 
and pressure of the surrounding medium are used. 

The criterion for the flame acceleration is the fulfillment of the following inequality: 

*σ > σ . 

Deflagration to detonation transition (DDT) is possible under fulfillment of the inequality: 

7L > λ . 

The flame front in this model is treated as a hydrodynamic discontinuity. It propagates through the 
parent mixture with velocity St (turbulent flame velocity) relative to the matter before flame front, 
and this velocity depends on the parameters of the parent mixture immediately before flame front. 
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The flame front moves perpendicular to its surface. The initial flame front location is specified in 
simulations. 

In two regions (strong and weak turbulence), the flame velocity is defined in different ways.  

For the t uS S  ratio, we use the relationships from [9]. 

In the strong turbulence region, where L/δ > 500: 

( )
1 3

2 30.5 1 Let

u

S L

S
− = σ −  δ 

. (10) 

In the weak turbulence region, where L/δ < 500: 

( )348 10 1 ,     1

1,     1

t

u

L
S

S

−  ⋅ σ − η >  = δ 
 η ≤

, (11) 

where Su is the laminar flame velocity. 

The code FIRECON was specially developed for the architecture of cluster computing systems with 
mass parallelism and distributed random access memory, so all calculations were performed using a 
supercomputer. 

The calculation scheme of containment compartments should generally simulate all characteristics 
of a real object with sufficient accuracy (free room volumes, space between buildings, building 
structures and large equipment located in containment compartments).  

 

Fig. 1. NPP containment 3D CAD model. 

Figure 1 shows the Russian project AES-2006 (NPP-2006) NPP containment 3D CAD (Computer 
Aided Design) model, which was used for simulation. To decrease calculation time costs we used 
rough computational grid of containment, but preliminary tests and convergence analysis proved, 
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that its accuracy is enough to get relatively good results. The number of nodes in the computational 
grid was ~ 1.3·106. 

The ignition point can be set in any room. In this case, the initiation of combustion can occur both in 
one counting cell and in a certain volume specified earlier. At the external boundary of the system, 
the condition of non-flow (a rigid wall) is used as the boundary condition, that is, the normal 
velocity component equals to zero. The leakage condition can also be specified inside the region 
along certain faces of the grid, which are the boundaries of the fictitious incompressible 
components. 

SIMULATION RESULTS 

On the basis of the hydrogen distribution inside NPP containment compartments analysis results, 
the room with the highest concentration of hydrogen in mixture was chosen, in which combustion 
was initiated (i.e., the ignition point was set). According to hydrogen distribution analysis in most 
cases the highest amount of hydrogen is accumulated in steam generator room. The mixture 
parameters (component concentrations and initial pressure) in chosen room for each severe accident 
are given in Table 1. 

Table 1. Mixture parameters (obtained from hydrogen distribution calculations) 

Accident scenario CH2, % vol. CO2, % vol. Csteam,% vol. P0, MPa 

SB_1 12.5 10.9 34.6 0.16 

SB_2 15.3 8.95 37.2 0.22 

LB_1 13.0 7.2 52.9 0.24 

LB_2 19.0 7.9 43.4 0.23 

LB_3 
UnSA 

10.1 
21.5 

7.4 
10.0 

53.3 
25.5 

0.22 
0.15 

The general views of the burning pattern in a containment at different times for a different scenario 
are shown in Fig. 2-7, which show the boundary (concentration iso-surface - highlighted in red) of 
the burned mixture. According to the iso-surface of the formation of combustion products, one can 
judge the flame front propagation. The most intensive flame propagation within the containment 
compartments can be seen in the case of UnSA (Fig. 7). 

To estimate the dynamic load during the combustion of the mixture in different containment areas, 
the pressure values at the preselected control points were calculated. Figure 8 shows the maximum 
pressure values in steam generator room and pressure drops on the outer containment wall for 
different variants of severe accidents. The results of the calculations showed that the maximum 
inner pressure within containment from hydrogenous mixture fast deflagration is about 0.36 MPa 
(LB_1 case) and the maximum pressure at the outer containment wall differs from the atmospheric 
by 0.29 MPa (SB_2 case) and does not exceed the design allowable value (0.6 MPa). 

In the case of UnSA absence of severe accident management systems led to sharp pressure spike at 
the beginning of the accident, which is characteristic to detonation regime. Pressure drop value on 
the outer containment wall exceeds the overpressure value (0.6 MPa), laid in the station design 
(Fig. 9). 
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Fig. 2. The iso-surfaces of the burnt mixture concentration for different time instants: а) 0.0 s; b) 0.1 s; c) 0.5 s; 

d) 1.0 s (SB1). 

 
Fig. 3. The iso-surfaces of the burnt mixture concentration for different time instants: а) 0.0 s; b) 0.1 s; c) 0.5 s; 

d) 1.0 s (SB2). 

 
Fig. 4. The iso-surfaces of the burnt mixture concentration for different time instants: а) 0.0 s; b) 0.1 s; c) 0.5 s; 

d) 1.0 s (LB1). 
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Fig. 5. The iso-surfaces of the burnt mixture concentration for different time instants: а) 0.0 s; b) 0.1 s; c) 0.5 s; 

d) 1.0 s (LB2). 

 
Fig. 6. The iso-surfaces of the burnt mixture concentration for different time instants: а) 0.0 s; b) 0.1 s; c) 0.5 s; 

d) 1.0 s (LB3). 

 

Fig. 7. The iso-surfaces of the burnt mixture concentration for different time instants: а) 0.0 s; b) 0.1 s; 
c) 0.5 s; d) 1.0 s (UnSA). 
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Fig. 8. Maximum pressures in steam generator room (left) and pressure drops on the outer containment 

wall (right) for different scenarios. 

 
Fig. 9. Pressure drops on the outer containment wall for different scenarios  

(with UnSA and overpressure value). 

CONCLUSION 

Within the framework of the NPP safety, a three-dimensional modeling of the hydrogen-air-steam 
mixture combustion in the containment compartments was carried out. For the calculation, five 
scenarios of severe accidents (two with small collant leak and three with large leak) were 
considered, as well as an example of a hypothetical accident in which work of severe accidents 
control systems was not deliberately taken into account.  

The results of the calculation showed that the operation of severe accident management systems 
incorporated in the plant design makes it possible to avoid formation of explosive hydrogen-
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containing gas mixtures. The magnitude of the pressure drop on the external wall of the containment 
for accidents with large and small leaks does not exceed the excess value required by the plant 
design. 
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ABSTRACT 

Validation of computer modules simulating pedestrian movement is discussed. Albeit not new, this 
subject is studied here for transition and steady-state regimes to show different manifestations of people 
dynamics. The goals of the validation, explanations of the simulation experiments, and interpretation of 
the simulation results are discussed. The velocity-density dependence under transition and steady-state 
conditions of people flow in a straight corridor has been investigated. The simulation results are 
compared with experimental data using specific and full flow rates as quantitative measures. 

KEYWORDS: Pedestrian dynamics, evacuation modelling. 

INTRODUCTION 

Simulation of pedestrian dynamics is used in many applications including entertainment (e.g. 
cinema and computer games) and fire safety precautions in buildings, ships, and aircrafts. Different 
approaches, including the social force model based on differential equations and stochastic CA 
models have been developed [1]. The most attractive for application is the use of individual 
approaches, when each person is considered separately and the model can determine the coordinates 
of each person. In such a model, every person can have individual properties, including free 
movement velocity, evacuation delay time, size of projection, and direction of movement. These 
give wider opportunities to state a simulation task and reproduce real phenomena compared to a 
macroscopic approach. 

When we speak about people’s safety, the main goal of the simulation is to estimate the inflow and 
outflow travel times in different scenarios to check and/or provide safe conditions for visitors or 
passengers in normal and emergency situations. Validation of pedestrian movement simulation 
modules is not a new subject in the literature. The commonly used test is to check the velocity-
density dependence under periodic boundary conditions as a main feature of people movement. The 
aim of this study was to present and discuss some issues related to the validation of this feature. We 
would like to explore more deeply the process and present a more complex set of tests for 
identifying different manifestations of the velocity-density dependence in different movement 
regimes. The tests were undertaken using the SigmaEva module [2-4]. 

The next section presents the main concept of the validation approach. Then we describe the tests, 
simulation experiments, expected results, and results obtained using the SigmaEva module. 
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WHAT IS THE SUBJECT TO VALIDATE? WHAT FOR? HOW? 

The purpose of this paper is not to discuss the pros and cons of the mathematics of the pedestrian 
movement models. A mathematical model, as well as its numerical presentation and program 
implementation, are considered as a whole. Thus, the objective of this study is testing computer 
simulation modules (hereinafter, the model is a computer module implementing it) and analyzing 
the simulation results. 

People movement is a complex process, which can be divided into the movement (i.e., physical 
displacement which is mainly driven by a desire to reach a destination point) and behavioral 
contribution (e.g., decision-making aspects) [1, 5, 6]. To succeed in the validation, it is important to 
establish the range of the investigations. Here, we estimate the travel time under the so-called 
normal movement conditions, when only the movement component determines the process (no 
decision-making contribution). People are aiming to reach a destination point and they are aware of 
the environment (modeling area). In this study, the behavioral aspects are ignored. Thus, our goal is 
to discuss a way of testing a model to make sure that the model estimates correctly the “pure” travel 
time. It means that the movement dynamic reproduced by a model should be investigated. (It should 
be noted that, in contrast to [7-9], the aim here is not to consider the verification of the modules for 
program bugs, for instance, when people should not cross the modeling area boundary or should 
choose a certain exit, or if the pre-evacuation time should have a certain distribution. The behavioral 
aspects, including group behavior, social influence on choosing an exit, a decrease in the walking 
velocity with visibility degradation, and incapacitation, are not discussed.) 

The next question is about the cases to be studied. We consider a set of basic geometrical situations, 
when certain people movement phenomena were observed repeatedly in real experiments, and 
compare the real-life data with the simulation data. The total path traversed by people (until 
reaching a destination) consists of several parts. We assume the correct simulation of people 
movement for each pattern to give the correct simulation for the entire path. The main geometrical 
patterns are a straight corridor, a corridor with a corner (90 and 180 degrees), bottlenecks, and up 
and down staircases. 

People movement dynamics depends on the type of conditions (transition or steady). Here, a key 
factor is the existing velocity-density relationship [1, 10-12], which is different for the conditions of 
different types. Thus, we have to study the combination of geometrical patterns, density, and 
movement conditions. 

We focus on the dynamics of people movement in a straight corridor at different densities and 
consider the following cases:  

– flow spreading; 

– speed independent of the local density up to a certain critical value (free movement speed 
invariable up to a certain density value); 

– dynamics of people flow under steady conditions. 

These cases allow us to capture if a model reproduces the velocity-density dependence under the 
transition and steady conditions. 

The next important, yet still unanswered question concerns a measure of the quality [13]. The “yes-
no” approach can be used when the test only results in detecting the presence or absence of a 
phenomenon. Such an approach is applied when a phenomenon takes place in real-life, but there is a 
lack of a quantitative method for measuring it. Here, we consider a test revealing the flow 
spreading. 
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If experimental data are available, then simulation results should be obtained under conditions 
similar to the experimental ones. In this case, the data can be directly compared. Obviously, strict 
coincidence between the simulation and real data is improbable and an acceptable deviation range 
should be established. Both cases are presented in the next section. 

DESCRIPTION OF THE TESTS 

General conditions 

The specific and total flow rates were used as a quantitative measure for comparing the simulation 
results with the experimental data. To obtain flow rates, the travel times are measured. To present 
the results, we will use values that can be calculated exactly and only in one way, for example, the 
number of people in a modelling area, square of a modelling area, or travel times (total, between 
control points). 

Since the people movement process is stochastic, many mathematical models contain stochastic 
components; for instance, the free movement speed is considered as a random variable for each 
pedestrian. For such models, a set of simulation experiments is conducted under the same conditions 
and the travel time is averaged over all the experiments. Certainly, stable results are obtained when 
a model is characterized by the low dispersion; then, the result of even one run is reliable. To ensure 
a convergence of results over repeated runs one can use a method proposed in [5,7]. 

Test 1: flow spreading 

The flow spreading is caused by the fact that people tend to move under comfortable local density 
conditions. If there is an opportunity to keep distant from others, people will do so. This effect is 
especially pronounced when a dense body of people starts moving. In this case, the front line has a 
place to move and is characterized by the highest speed. Those people who are behind gradually 
start moving when there is a sufficient space for a step and their speed is controlled by the local 
density in front of them. This is a qualitative description of the phenomenon. Unfortunately, there is 
a lack of real-life data to make the quantitative comparison. Here, the problems to be solved are to 
design the simulation experiment conditions that would ensure the pronounced flow spreading and 
develop a method that would allow us not only to visualize it but also numerically estimate it. 

To capture this phenomenon, we conducted the following simulation experiment. The nature of the 
phenomenon suggested that it could be carried out in the transition regime under so-called open 
boundary conditions: people leave two corridors 50 × 2 m and 100 × 2 m in size. Initially, people 
occupy the first 50 m of the corridor, Fig. 1. People are assumed to be uniformly distributed over the 
grey area and have identical individual characteristics. The person that crosses the control line is no 
longer involved in the simulation. A set of initial numbers of people (densities) is considered. 

 

Fig. 1. Test 1. Geometry set up. Two corridors 50 × 2 m and 100 × 2 m in size, respectively,  
initial positions of people, and control lines. 
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Time T  (s) in which the initial number of people N  (persons) should cross the control line at the 
end of each corridor is a quantity to be measured. (In the stochastic model, the time is averaged over 
a series of experiments conducted under the same initial conditions.) 

To estimate the flow rate for each initial number of people N , the following formulas are used: 
50 50/J N T= ɶ , 100 100/J N T= ɶ , (person/s), where 50 50

totT T=ɶ  is the (average) time of evacuation 

from the 50-m corridor, 100 100 50
totT T t= −ɶ  is the (average) time of evacuation from the 100-m 

corridor without the time 50 050 /t v=  for which the front line reaches the control line when moving 

with free movement speed 0v (m/s) (thus, it is correct to assume the time 50 050 /t v=  to be the same 

for all N  values). The respective specific flows are 50 50/ / 2sJ N T= ɶ , and 100 100/ / 2sJ N T= ɶ  

(person/(m × s)). 

The flow in the 100-m corridor should be calculated using the above-mentioned approach, so the 

results for both corridors could be compared from one position; 50Tɶ  and 100Tɶ  are the periods of 
crossing the control line. Hence, the difference between flow rates at the same initial density 
(number of people in the starting area) is indicative of a difference in dynamics. 

This is a conventional way to relate the flow rate and density. The question arises as to what the 
density is. In this test, the density is the initial density given by / inposN Sρ =  (person/m2), where 

inposS  = 100 m2, is the square of initial positions (grey area in Fig. 1). 

It is worth noting that only exact values are used to calculate ρ . These are the initial number of 

people, N , and the square of the initially occupied area. In fact, when we say that the “initial 
density” is equal to ρ , we only assume people to be initially uniformly distributed over the gray 

area in Fig. 1 and assign our qualitative description of the initial conditions with the quantitative 
characteristic ρ . 

If the model reproduces the flow spreading, the following qualitative behavior of the flow rates 

under initial density variation for both corridors should be observed. The specific flow 50
sJ  for the 

50- m corridor has two typical phases; it should increase until a certain initial density and then reach 
a constant value. This indicates that the maximum capacity is attained and a growth the initial 
density does not lead to a corresponding increase in the flow. Such a behavior is consistent with the 
data from [12]. 

The flow 100
sJ  should increase to the highest density, but not attain the highest value of 50

sJ . Such a 

behaviour shows that with increasing initial density people tend to use the available space to reach a 
comfortable density around them (in the 100-m corridor, there are such places, in contrast to the 50-
m corridor), the flow spreading is implemented, and the maximum capacity is not attained. 

Figure 2 presents the test results obtained with the SigmaEva evacuation module. The specific flows 
50 50/ / 2sJ N T= ɶ  and 100 100/ / 2sJ N T= ɶ  as functions of the initial density / inposN Sρ =  are shown. 

We considered a set of initial numbers of people , 1,iN i k= . The corresponding initial densities 

were /100, 1,i iN i kρ = = , (person/m2). Each person was assigned a free movement speed of 
0
1 1.75v =  m/s in one series of experiments and 0

2 1.3v =  m/s in the other series of experiments. All 
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persons were assigned the same square of projection 0.125 m2. For each pair , 1,iN i k= , 
0 , 1, 2jv j = , a set of 500 runs was made and the average evacuation times were calculated: 

( )
500

100 50

1

1

500tot i j
j

T T
=

ρ = ∑ , ( )
500

100 100 50

1

1

500tot i j
j

T T t
=

 
ρ = − 

 
∑ , 1,i k= . 

 

(a)     (b) 
Fig. 2. Test 1. The SigmaEva module results: the specific flows for the 50-m corridor ( 50Js ) and 100-m 

corridor ( 100Js ) (on the left 0
1 1.75v =  m/s and on the right 0

2 1.3v =  m/s). 

Let us interpret the results obtained. At both velocities, the flow 50
sJ  increases until the initial 

density takes a value of ≈  3 person/m2 and then reaches constant values of 1.8-1.9 person/(m × s) at 
0
1 1.75v =  m/s and 1.6-1.7≈  person/(m × s) at 0

2 1.3v =  m/s. This indicates that the maximum 

capacity is attained and the initial density growth does not lead to a corresponding increase in the 

flow. Flows 100
sJ  (at both 0

jv  values) permanently grow to the highest initial density and do not 

reach the value of 50
sJ . As the initial density increases, people start using the available free space to 

reduce the local density down to the possible comfortable conditions; as a result, flow spreading is 
implemented and the maximum capacity is not attained up to the highest N  value. Thus, we may 
conclude that the model tested reproduces the expected behaviour of the specific flows as a function 
of the initial density and implements flow spreading. 

Test 2: the velocity is independent of the local density up to the critical value 

The experimental data reported in [1,10-12] show that the people moving in a flow maintain a free 
(unimpeded) movement speed under comfortable density conditions in the nearest neighborhood. It 
means that the nearest people do not influence each other and have enough space to keep their free 
movement speed unchanged. In other words, we can say that, all other conditions being equal, if 

there is an additional space, people will not fill it. The critical local density is 0 0.5ρ ≈  person/m2, 

which corresponds to the data from [10-12]. 

This phenomenon is observed both under transition and steady-state conditions. One of the ways to 
capture this phenomenon is to use the conditions of Test 1 in the transition regime. The 
manifestation is as follows. Up to the critical initial density, conditions are comfortable and all 
persons should start moving simultaneously in both corridors. If the phenomenon is reproduced by 
the model, it results in the fact that, if people in the 100-m corridor do not use the available space 
(there is no flow spreading), the periods which people need to cross the control lines should be 
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equal or very similar for both corridors ( 50 100 50
tot totT T t≈ − ). Thus, the flow rates 50

sJ  and 100
sJ  should 

be equal or very similar. 

Let us now interpret the results of Test 1 in connection with this phenomenon. The SigmaEva 
module yields the following results. The flows coincide perfectly ((a) and (b) pictures in Fig. 2) for 
initial densities of up to 0.5-0.6 person/m2. Therefore, in the two corridors the times that people 
need to cross the control lines are equal or very similar. It means that the density is comfortable and 
persons (in the 100-m corridor) do not take the opportunity to reduce the local density at the 
expense of the available space. Thus, the initial density remains invariant for the entire experiment. 

Test 3: steady conditions of the people flow movement 

Another manifestation of the density dependence of the velocity is implemented in the steady-state 
regime, when (in contrast to the previous case) the time-spatial density is assumed to be constant 
and there are no conditions for transformations of the flow. People are assumed to be uniformly 
distributed over the entire area (e.g., in an extended corridor without narrowing) and move in one 
direction. Under these limitations, the speed decreases with increasing density. This is the basic 
dependence called the fundamental diagram. In terms of the specific flow, the fundamental diagram 
looks as follows. As the density increases, the specific flow increases, attains its maximum, and then 
decreases. 

There exist various fundamental diagrams determined by many factors, including demographics 
[15]; however, all have the same basic feature. For example, the velocity-density dependence can be 
presented in analytical form [8, 9]: 

( ) ( )0 0
0

0

1 ln ,   

1,   
KhS la

v v
 − ρ ρ ρ > ρρ = 

ρ ≤ ρ
 (1) 

where 0ρ  is the limit people density up to which people can move with a free movement speed (it 

means that the local density does not influence people's speed); la  is the parameter of adaptation of 

people to the current density during their movement in different ways: 0 0.5ρ =  person/m2 and 

1 0.295a =  for the horizontal way, 0 0.8ρ =  person/m2 and 2 0.4a =  for movement downstairs and 
0 0.64ρ =  person/m2 and 3 0.305a =  for movement upstairs; 0v  is the unimpeded (free movement) 

speed of a person; and ρ  is the local density for a person. 

In [14] and [15] speed versus density are given in the following ways correspondingly: 

( ) ( )( )0
max max

max

1,    0

1 exp 1.913 1 1 ,   

0,    

WMv v

ρ =
ρ = − − ρ − ρ ρ < ρ
 ρ ≥ ρ

 (2) 

( ) 0 max max

max

1 ,    0
0,    

SFPEv v
− ρ ρ ≤ ρ < ρρ =  ρ ≥ ρ

 (3) 

In Eq. (2) and Eq. (3), maxρ  is the acceptable maximum density. The original forms of the velocity-

density dependences from [16] and [17] were transformed in the formulas to the explicit input maxρ  

value, which was made a parameter. It was assumed that 5.4maxρ =  person/m2 in Eq. (2) and 

3.8maxρ =  person/m2 in Eq. (3). Note that, in Eq. (1), maxρ  is not a parameter and cannot be varied. 
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However, Eq. (1) contains 0ρ  as a limit people density up to which people can move with a free 

speed. 

Figure 3 shows the specific flows ˆ ( )sJ v= ρ ρ , (person/(m × s)), for Eq. (1)-(3) (curves KhS, WM, 

and SFPE, respectively; 0 1.66v =  m/s). 

 

Fig. 3. Test 3. Specific flows for Eq. (1)-(3), 0 1.66v =  m/s. 

To see if the model reproduces this phenomenon, we consider the simulation experiment under the 
so-called periodic boundary conditions. A straight corridor 50 × 2 m in size with the control line in 
the right-hand side is the modeling area, Fig. 4. People uniformly fill the entire area. 

 

Fig. 4. Test 3. Geometry set up. Corridor 50 × 2 m in size, initial position of people  
(modelling area), and control line. 

To reproduce the steady regime (periodic boundary conditions), the initial number of people N  
should be maintained. It means that when a person reaches the control line (leaves the modeling 
area from the right-hand side), another person with the same parameters appears from the left (i.e., 
the inflow should tend to the outflow value). 

Time T  required for M  people (for example, 1000M = ) to cross the control line at the end of the 
corridor at given N  is a quantity to be measured. In the stochastic model, the time should be 
averaged over a set of K  runs under the same initial conditions. 

To estimate the flow rate, the formula /J M T= , (person/s) for each density /100Nρ =  is used, 

where 
1

/
K

j
j

T T K
=

=∑  is the average time over K  runs required for M  people to cross the control 

line. The corresponding specific flow is / / 2sJ M T= , person/(m × s).  

In this test, the density /100Nρ =  is used to estimate the distribution of people over the modeling 

area (grey area in Fig. 4) in the simulation experiment. 
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When comparing the simulation and reference data and interpreting the results, it is very important 
to pay attention to the acceptable maxρ  value in the mathematical model and reference data. For 

example, if a square of the person's projection in the model is assumed to be 0.125 m2, the 
projection has the form of a circle with a radius of 0.2 m; then, we can put closed circles with 

6.25maxρ =  person/m2. Thus, it is the most accurate to compare the simulation and reference data 

with similar maxρ  values. 

As an example, let us now discuss the results obtained with the SigmaEva evacuation module. We 

considered a set of numbers of people , 1,iN i m=  involved in the simulation. The corresponding 

densities are estimated as /100, 1,i iN i mρ = = , (person/m2). Each person was assigned a free 

movement speed of 0 1.66v =  m/s. All persons were assigned the same square of projection, 
specifically, 0.125 m2. 

Since the shape of a person’s projection is a solid disc, the maximum number that can be placed in 
an area of 100 m2 is 625 and the maximum density is 6.25maxρ =  person/m2. In accordance with the 

reference data, it was reduced (see below). 

The SigmaEva evacuation module implements a stochastic discrete-continuous model [2-4], so a set 

of 500 runs for each , 1,iN i m=  was performed and the average times were calculated: 
500

1

( ) ( ) / 500, 1,i j i
j

T T i m
=

ρ = ρ =∑ , where ( )j iT ρ  is the time required for 1000M =  people to cross 

the control line in one run at given iρ . 

 

(a)     (b) 

Fig. 5. Test 3. (a) Original Weidmann data (“WM”) with 5.4maxρ =  person/m2 and simulation data (“model”) 

with Eq. (2) as an input model data, 540maxN =  persons; (b) Original SFPE data with 3.8maxρ =  person/m2 

and simulation data (“model”) with Eq. (3) as an input model data and 340maxN =  persons. 

Figures 5-6 show the specific flows as a function of density /100, 1,iN i mρ = = . The simulation 

data are compared with the Weidmann, SFPE, and Kholshevnikov and Samoshin diagrams [10]. 
The Kholshevnikov and Samoshin data were obtained under similar real-life conditions and the 
same movement regime (the densities for these curves are given in the literature).  

It can be seen that the data in the two figures are very similar. In both cases, model data
max maxρ > ρ : 

6.25 person/m2 versus 5.4 person/m2 in Fig. 5 a, 6.25 person/m2 versus 3.8 person/m2 in Fig. 5 b. 
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The other important factor is that the conditions of real experiments ensure the same body size at all 
densities. This is consistent with the model statement that the projections of persons are solid discs 
with a constant radius. 

The Kholshevnikov and Samoshin data give a considerably higher flow at the middle and higher 

densities. Equation ( ) 0KhSv ρ =  gives 15maxρ =  person/m2. This density can be obtained at smaller 

body sizes (square of projection) only. However, there is a lack of data on the impact of body size 
reduction. 

In Fig. 6, the model reproduces the expected behavior of the specific flow under density variation: 
the flow sJ  increases until a density of ≈  2.5-3 person/m2, attains a value of 1.7-1.8 person/(m × 

s), and then decreases. 

 

Fig. 6. Test 3. Kholshevnikov and Samoshin data (“KhS”) and simulation data (“model”) with  
Eq. (1) as an input model data; max 600N =  persons. 

At the low and middle densities, the model flows agree very well with the real data. At the high 
densities, the model flow is much slower than the Kholshevnikov and Samoshin flow. This is 
apparently related to the strong impact of the constant square of a person’s projection. 

Table 1. Quantitative measures for results presented in Figs. 5-6 

 Relative difference Cosine Projection coefficient 

KhS 0.570195 0.852454 1.364238 

WM 0.067695 0.998818 0.954949 

SFPE 0.142952 0.992588 0.929509 

  

To compare curves quantitatively one can use a method from [18]. There are three measures: 
Relative difference, Cosine, and Projection coefficient (Table 1). The first norm provides a measure 
of the difference in the overall magnitude for the two curves normalized to the experimental data. 
The norm approaches zero when the two curves are identical in magnitude. In the second, Cosine, 
the angle between the two vectors represents a measure of how well the shape of the two vectors 
match. As the cosine of the angle approaches unity, the two curves represented by the two vectors 
differ only by a constant multiplier. The third, Projection coefficient, provides a measure of the best 
possible fit of the two curves. When the projection coefficient approaches unity, remaining 
differences between the two curves are either due to random noise in the experimental 
measurements or physical effects not included in the model. 
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Figure 7 shows the velocity field for one simulation step at different densities. The length of each 
vector is the length of the person's shift in this time step. One can see a strong decrease in the step 
length (and, correspondingly, in the velocity) with increasing density. The directions of the vectors 
show that the model provides the expected movement direction. 

 

Fig. 7. Test 3. Screenshots of velocity fields in one time step for different densities. 

CONCLUSIONS 

The approach to validation of the pedestrian movement simulation modules was considered. The 
focus of the study was the velocity-density dependence as a self-organized phenomenon without 
influence of the simulation space geometry. Transition and steady-state conditions were considered. 

The transition condition implies a flow transformation (spreading), which is pronounced stronger or 
weaker, depending on the initial density and available space, due to the interrelation between the 
velocity and local density. The tests for flow spreading and maintaining a free (unimpeded) 
movement velocity were considered for the first time. 

The steady-state condition implies a constant density in the movement area, no flow 
transformations, and the speeds of individuals and flow controlled by the current density. In this 
regime, the velocities of individuals and flow coincide. 

While people move from their initial positions to a destination, both conditions can be implemented 
and should be correctly reproduced by a model. 

Another series of obligatory tests for checking the ability of a model to reproduce the movement 
component should be focused on the effect of geometry (bottleneck flows, movement around the 
corner, stairway case, etc.) on the model dynamics. 

The correct simulation of people movement for each part separately is assumed to give the correct 
simulation for the entire path. 
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ABSTRACT 

This paper deals with an up-to-date fire evacuation simulation technique and explores the possibilities 
which a simulation gives to solve fire safety training tasks in buildings. To model evacuation an 
individual discrete-continuous model is used. To model fire spread a CFD approach is realized in 
program code. Both modules work with one initial building file that provides the opportunity to make 
integrated simulations of both processes and make a time-spatial analysis automatically. Some case 
studies of fire evacuation simulation are presented. 

KEYWORDS: Evacuation modeling, numerical simulation, fire safety training. 

INTRODUCTION 

Fire evacuation simulations are used in many fields from organization of mass events to fire safety 
of buildings, ships, and aircrafts. The main task of applying such simulations is to estimate the total 
evacuation time in different scenarios, duration of congestions, compare this time with time 
available for safe evacuation from a building and provide/find safe conditions for visitors, 
passengers in emergency situations. In a regime of every day operation of the building, a number of 
different scenarios may be used for virtual training systems to instruct staff on means of supporting 
evacuation. Under construction/reconstruction, simulations of fire spread and evacuation are applied 
for design of fire safety equipment (alarm systems, ventilation, smoke removing systems, fire 
extinguish systems), geometrical sizes of evacuation routes and the whole construction, safe delay 
of the evacuation start, people initial position, etc. 

The software tools are based on different mathematical models. For instance, the dense flow model 
cannot consider bi-directional flow, assign individual projection areas and free movement speed 
with each person. Functionality of the software may or may not allow for the individual properties 
for the persons, and CFD prediction of smoke movement. The current trend is to simulate fire 
dynamics and people evacuation using the same software and the single building file. Temporal and 
spatial superposition of both fire dynamics and people evacuation provides more accurate prediction 
results represented in a user-friendly format, with joint visualization of fire products dynamics 
(distributions of smoke, toxic gases, heat fluxes, and temperatures) and evacuation dynamics. 

The other main contribution in modern fire evacuation simulations are mathematical models. They 
determine the range of application and variety of conditions and characteristics which may be taken 
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into account. As a result, using a mathematical model provides the opportunity to reproduce some 
conditions which are a matter of concern and which would not otherwise be investigated. 

The accuracy of the model and numerical presentation of the model are important to allow a 
reliance on simulation under given conditions. Nevertheless, one should remember that a simulation 
not always estimate reality. When we deal with fire safety simulations, we should keep in mind the 
following specifics concerning interpretation of the whole fire evacuation scenario(s). Simulation 
does not give us an answer to the question “Which will an emergency situation be?” It is wrong to 
try to predict (estimate) by simulation real pre-evacuation time, for example. If we input some pre-
evacuation time Tstart in seconds it means that people will start to move to exits Tstart seconds later 
then a fire started. Simulation gives an estimate of evacuation duration from rooms, floors, building 
and provides information on people exposure by dangerous fire factors if they started at Tstart. And 
that is all.  However, simulation helps us to answer another question: “What should pre-evacuation 
time be to provide safe evacuation conditions?” A collection of scenarios with different Tstart and 
other conditions are a source of information to produce instructions for staff to manage evacuation 
depending on their location. 

This paper is organized as follows. In the next section, mathematical models are presented. This is 
followed by the software section and then a case study section, where some fire evacuation 
examples are considered under different initial conditions. The paper ends with conclusions. 

MATHEMATICAL MODELS 

Evacuation 

Different approaches from the social force model based on differential equations to stochastic CA 
models are developed; see [1] and references therein. They reproduce many collective properties 
including lane formation, oscillations of the direction at bottlenecks, the so-called “faster-is-slower” 
effect. 

The most popular for practical applications is the agent-based approach when each person is 
considered as individual agent, and a model gives coordinates of each person in each time step. 
Each person may be assigned with individual properties: free movement velocity, pre-evacuation 
time, projection size, evacuation way. This approach enables solving a variety of pedestrian 
movement tasks, including fire evacuation tasks, and makes this model a powerful simulation tool. 

At the present time there are two main approaches to simulate individual people movement: 
continuous and discrete. Combining the advantages of the continuity of a modeling space (as in 
continuous models) with the intuitive clarity of update rules (in discrete models) a discrete-
continuous model Sigma.DC was developed [2, 3]. In this model, the agents move in a continuous 
space (in this sense the model is continuous), but the number of directions where agents may move 
is limited and predetermined by the user (in this sense the model is discrete). Real sizes are 
considered, which is very important to allow for narrow places such as doors. At the same time, the 
model is quite simple. The main concept is worth explaining here. 

A discrete-continuous evacuation model - Sigma.DC 

The following assumptions and restrictions are considered in the model: people movement is a 
stochastic process; while moving people do not exceed their free movement velocity, every person 
maintains his/her velocity in accordance with local time-spatial density conditions (the tighter the 
crowd and the more urgency, the smaller this distance); the main driving force is approaching a 
destination point; people follow one of two strategies: the shortest path and the shortest time. 
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A continuous modeling space 2RΩ∈  and including the infrastructure (obstacles) and the free space 
are prescribed in the unified coordinate system. Obstacles include walls and furniture. People are 
modeled as discrete agents, which move in free space. To navigate in the space, the agents use the 
static floor field S  [4]. Each agent is assigned a certain target point (exit). 

The shape of each agent is a hard disk with diameter id , 1,i N= , N  – number of agents, 

( ) ( ) ( )( )1 20 0 ,  0i i ix x x=�
, 1,i N=  – initial positions of each agent which are the coordinates of the 

disk’s centers (it is supposed that they are the coordinates of body's mass center projection). Each 
agent is assigned with a free movement speed 0

iv , 1,i N= , and with the projection area. We 

assume that free movement speed is a random normally distributed value with a certain 
mathematical expectation and dispersion. It is supposed that, while moving, people do not exceed 
the maximum speed (free movement speed), and they control the speed according to the local 
density.  

Each time step t  particle i  may move in one of predetermined directions { }( ) ( ),  1,i ie t e t qα∈ α =� �
, 

q  is number of directions, a model parameter (here a set of directions uniformly distributed around 

the circle is considered). Agents which cross the target line leave the modeling space. For each time  
t , the coordinates of each particle i  are: 

( ) ( ) ( ) ( ) , 1,i i i ix t x t t v t e t t i N= − ∆ + ∆ =� � � , (1) 

where ( )ix t t− ∆�
 is the coordinates in the previous time step; ( )iv t , [m/s] is the agent’s speed; ( )ie t

�
 

is unit direction vector. The constant time step of t∆  = 0.25 s is used. 

 

Fig. 1. Scheme of a visibility area of the particle in the direction ( )ie tα� . 

The direction of the next step ( )ie t
�

 is proposed to be stochastic with probability distribution 

calculated from the discrete CA approach and inspired by the previously presented stochastic CA 
FF model [6, 7]. All predetermined directions for every agent to move at each time step are assigned 
with some probabilities, and a target direction is determined according to the probability distribution 
obtained. To reproduce directed movement, a static floor field S  is used as a “map” that stores the 
information on the shortest distance to the nearest exit [4]. This field increases radially from the exit 



Proceedings of the Ninth International Seminar on Fire and Explosion Hazards (ISFEH9) 

1284 

and it is zero in the exit(s) line(s) [6]. It does not change with time and is independent of the 
presence of the particles.  

Personal probabilities to move in every direction at each time step are not static but vary 
dynamically and are affected by: (a) the main driving force (given by destination point), (b) 
interaction with other pedestrians, (c) interaction with the infrastructure (non-movable obstacles). 
The highest probability (mainly with a value > 0.9) is given to the direction that has the most 
preferable conditions for movement considering other particles and obstacles and the strategy of the 
peoples’ movement (the shortest path and/or the shortest time). 

We omit here exact formulas to calculate probabilities for particle i  to move from present position 

to directions { }( ) ( ), 1,i ie t e t qα∈ α =� �
, decision rules to choose direction ˆ ( )ie tα� , and the final conflict 

resolution procedure. All this information has been provided previously in [2]. The speed ( )iv t  of 

each agent is determined from the experimental data (the fundamental diagram, for example, see 

[5]), taking into account the local density *( )ˆF rα  in the direction chosen ˆ( ) ( )i ie t e tα=� �
: 

( ) ( ) ( )( ) ( )
( )

* 0 * 0
ˆ ˆˆ 0

* 0
ˆ

1 ln ,

1,    

l
i i i

a F r F F r F
v t v t v

F r F

α αα

α

 − >= = 
≤

 (2) 

where 0F  – limit on people density up to which free people movement is possible (density does not 
influence the speed of people movement); 1 0.295a =  is for horizontal travel; 2 0.4a = , for stair 

descent; 3 0.305a = , for stair ascent. 

Numerical procedures that are used to estimate the local density are presented in [2]. The density is 
only determined in the region consistent with the direction of movement and visibility, see Fig. 1. 

In this discrete-continuous model, in contrast with pure continuous force-based models [8, 9], the 
task of finding the velocity vector is divided in two parts. Firstly, the direction is determined; 
secondly, the speed is calculated according to local density in the direction chosen. Using this 
strategy we omit the step of describing any forces that act on persons, thereby avoiding the 
numerical solution of N  differential equations. As a result, the computational cost of the model is 
reduced compared to the force-based models, and the relaxation parameter t∆  is allowed to be at 
least 10 times larger. At the same time, the modeling space is considered to be continuous, which is 
valuable in terms of practical applications. 

Validation of the discrete-continuous evacuation model 

The model presented here was realized in the computer program module SigmaEva©. A validation 
of the module was performed under basic conditions which take place in a normal evacuation 
process and which are provided with empirical data. The following tests were considered: 
movement in a straight corridor under open and periodic boundary conditions; movement in 
bottlenecks. A specific flow versus the density was investigated. 

The investigation showed good dynamic properties, i.e., maintaining the speed in accordance with 
the local density under periodic and open boundary conditions. An initial density and a free 
movement speed were unchanged until the density of about 0.5 [persons/m2] (in open boundary 
conditions), [5]; a flow diffusion realizes if it is possible (open boundary conditions for an 
experiment with 50 m and 100 m corridor); the model total flow increases as the bottleneck width 
increases, specific flow is approximately constant, except for small widths when an arch effect is 
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often pronounced [2, 3, 10]. A comparison with corresponding data ([1], [5], [11] and others) 
suggests that the model works within the context of empirical data on speed versus density. 

Fire simulation 

Modern computers allow everyday use of powerful simulation tools such as CFD (computational 
fluid dynamics) for fire simulations. CFD provides an approximate three-dimensional solution to the 
equations governing fluid motion. The modeling area is spanned by a very large number of grid 
cells. Complex geometries, and time-dependent flows, are readily handled. The solution provides 
distributions of velocity, pressure and gas concentrations, calculated at each grid cell. It provides a 
three-dimensional, time-dependent picture of complex fluid flows. 

The use of CFD modeling techniques is widespread and well investigated already. There are many 
available sources related to it, for example [12], and a good guideline is provided in [13] and the 
references therein. Here we only mention algorithms that are used in our CFD code and 
implemented in the SigmaFire© fire simulation computer module: numerical method - finite-
volume methods; calculation of cell-center gradient - least-squares method; convective terms – UDS 
(Upwind Differencing Scheme [14]), QUICK [15], UMIST (The Upstream Monotonic Interpolation 
for Scalar Transport [16]), TVD (Total variation diminishing [17]), Superbee TVD; pressure-
velocity coupling - SIMPLE-like (Semi-Implicit Method for Pressure Linked Equations [14]) 
algorithm with Rhie-Chow interpolation (collocated grid arrangement) [18]; solution of algebraic 
equation systems - conjugate-gradient method, conjugate-residuals method, Algebraic Multigrid 
(AMG) Method [19]; approximation of unsteady terms - implicit 2nd order method; 
parallelization - domain decomposition, MPI.  

To model turbulence, the shear-stress transport k-ω model (Reynolds-Averaged Approach - RANS) 
is used [20]. To resolve near-wall regions, blending of the viscous sublayer formulation and 
logarithmic layer formulation is implemented. For highly unsteady flow, unsteady RANS is used. 

An iterative procedure is used to obtain a solution which stops if a satisfying solution is reached. 
There are two criteria: number of iterations and value of residuals. 

To model fire the following combustion model for solid fuels is used: 2 2
s v tΨ = ψ π , where Ψ  is 

rate of burning, kg/s; sψ  is specific rate burning, kg/(s⋅m2); v  is speed of fire spread, m/s; t  is 

time, s. The speed of volatile is volatileφ = αΨ , kg/s. 

Validation procedures, which showed appropriate convergence with real and experimental data [23, 
24, 25], were made. 

In Table 1, some features of SigmaFire© versus the well-known CFD code FDS are presented.  

Table 1. SigmaFire© components compared to those in FDS 

Feature SigmaFire FDS 

Turbulence  URANS LES 

Grid Unstructured nonorthogonal Orthogonal 

Pyrolysis reaction rate Constant Arrhenius 

Radiation P1-aproximation [21]  Finite-volume method [22]  

Liquid spray No Yes 
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Fire and evacuation integrated simulations 

There are at least two levels of integration of fire and evacuation models. The first one means that 
the software provides an opportunity to work with one building file for both fire spread and 
evacuation modules. In this case, time and spatial superposition of both results is more accurate and 
comfortable for the user, the 3D-visualization of fire products dynamic (smoke, toxic gases, heat 
flow, temperature) and evacuation dynamics gives a more illustrative understanding of processes 
(for example, total and/or detailed time-spatial distributed information on that the time during which 
individuals were affected by extreme fire conditions, corresponding concentrations (life 
compatible/incompatible) of toxic gases and other). 

The next level of integration means that fire products (smoke, toxic gases, heat flow, etc.) may have 
an influence on people and/or people can influence fire spread. Such an approach may be used to 
improve the reliability of the simulation, extend information about a simulated scenario, or extend 
the application area. 

From a computational point of view, such a statement of the simulation problem implies several 
subpoints including a formalization of people’s reaction to fire, a formalization and implementation 
of a calculation scheme and influence of people on fire spread, time and spatial compatibility of 
calculation schemes for evacuation and fire spread models and 3D-visualization. 

The simplest part is to realize the influence of people on fire dynamics, for example when people 
may open and close doors while moving. From a CFD computational point of view, it means that a 
modeling area is changing at certain moments. To remain stable in computing terms, these changes 
should be smoothed in time. This task is rather technical and needs accurate numerical realization. 
Note that there is also a time factor. The CFD simulation is very slow compared to the evacuation 
simulation. To overcome this, an iterative procedure is proposed. First, we calculate evacuation 
under a given scenario and estimate intervals when flow (or individuals) passes doors. Then we 
input this information into the CFD module and the simulation is made. Such an algorithm is 
already realized in the software SigmaFS©. 

Another way that people may influence the fire development is when using a hand-held fire 
extinguisher. The simplest way to model this is to reduce the area of the fire in accordance with the 
extinguisher characteristics. 

Simulation of people’s reaction to fire products requires a new task that is a (mathematical) 
formalization of people’s reaction to fire and influence of fire products on movement activity. An 
agent-based approach to simulate people movement is very convenient in this case, since each 
person is considered individually, and the model can give the coordinates of every person. 

There are some data in the literature on the psychological reaction to fire (smoke, smell) and there 
are also data on the physiological reaction of the human body to toxic gases, heat, temperature, lack 
of oxygen, for example [5, 26-30]. Almost all sources contain descriptive information on people’s 
reaction to fire and fire products. Among the variety of human responses, it seems reasonable to 
extract the most common behavioral features which are: human velocity decreasing due to smoke 
and the influence of toxic gases; individuals may not change their evacuation route if smoke 
concentration is low; however, a human may change an evacuation path if the nearest way is 
blocked by fire factors. Note that we do not consider the impact of the fire/smoke on the pre-
evacuation period. 

Decision-making is based on sensitivity and visibility of dangerous fire factors. Smoke is visible at 
a distance. Temperature and heat flow may be sensed by touch. High concentrations of some gases 
(СО2, СО) cannot be sensed by humans but they influence activity with time. Smoke spreads faster 
than other fire factors. We rely on literature data which indicate that the front region can be defined 
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by the threshold values of smoke density 0.0001-0.0006 kg/m3, visibility 6-12 m, О2 concentration 
16%. 

We formalize smoke recognition as follows: 

• max firer  (model parameter) is a distance from a person when smoke zone may be sensed,  

• a person recognizes a fire (fire attributes) in the direction chosen in the distance, max firer  

if optical density µ  is greater than 0.238  ( 0.238µ >  means that visibility is less than 

10 m); 
• 0γ  (model parameter) is the initial probability to move in the smoke region; 

• a person decides to maintain the chosen direction with the probability of 00.16 /γ µ   

( 01 0.16 /− γ µ  is the probability of changing the direction). 

We assume that a person may take another way because of fire only one time per scenario. A 
decision to move towards a smoke zone could not be reconsidered. 

In reality, when people move along a corridor, and a changing of the route takes place because of 
fire detection, an inertia effect takes place. Some people (from the front line) decide to change the 
direction, whilst others still move in the same direction. Such an inertia effect is to be implemented 
as follows. Once the direction is changed, there are M  steps when the fire recognition procedure is 
applied, then it is stopped and all people are redirected to another exit. Computationally, the 
redirection means changing the static field, S . 

Information from the literature allows an estimation of intervals for concentration of dangerous fire 
factors and range them according to reaction on the human body. 

Simulation case studies by “Sigma FS” software 

Simulation computer modules SigmaEva© and SigmaFire© are parts of the Russian software 
“Sigma FS” ©. One can create a 3D-model of a building using the 3D-building editor, input initial 
and boundary conditions, simulate fire dynamics by CFD code (that is pure Russian code), simulate 
evacuation by the Sigma.DC model, visualize results in 3D and get automatically the super-
positioned and analyzed outcome on the contact of people with dangerous fire conditions, 
evacuation and blocking times for the evacuation paths. 

The first level of integrated simulations is already realized in the software. The influence of people 
on fire spread is also possible, albeit only the influence of fire on people is considered here. 

“Sigma FS” is a tool for simulations that may be used in many fields from organization of mass 
events to fire safety of buildings, ships, aircrafts under operation and construction conditions. One 
may vary construction of a building, a combustible material and its mass, place of fire, systems of 
smoke removal, pressurization systems, using hand extinguisher, doors’ conditions, number of 
people, their initial positions, individual properties (free movement speed, pre-evacuation time, 
projection size, evacuation way), and furniture location. 

The main task of applying such simulations is to estimate evacuation time (including duration of 
congestions) in different scenarios in order to provide safe conditions for visitors in emergency 
situations. 

Let us consider and compare fire evacuation scenarios 1 and 2 from a school under fire conditions. 
According to both scenarios, people evacuate from a 3-storey building using the nearest stairways 
(Stw) numbers 1 and 2 and exits 4 and 2 respectively. A fire started in a marked room, Fig. 2. 
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During the simulation it was assumed that doors in the corridors were open (one may interpret this 
condition as doors’ closers are missing or non-operational). The regions of interest are denoted by 
circles in the figure. 

In this analysis, two scenarios were considered – one where the pre-evacuation time of the 
occupants was 30 s and the other where the pre-evacuation time was 120 s from ignition. Here the 
pre-evacuation time is not modelled explicitly but rather is assumed to be a constant value. This is 
because the primary goal is to investigate differences in evacuation results. One can interpret the 30 
s delay as an example of a fast reaction to an alarm system. The delay of 120 s may be interpreted as 
representing low discipline or an alarm system fault. 

 
Fig. 2. Location of fire, exits and stairways in 3-storey buildings. 

Fire conditions in the picture are presented as a 2D-slice at a height of 1.7 m above the floor. This 
slice is extracted from the 3D-fire-simulation results. In the figure, the blue color smoke slice is for 
safe areas for people health, red color is for dangerous areas (boundary values are from the Russian 
fire safety legislation). 

Integrated simulation of the evacuation and the fire spread helps to show and estimate potentially 
dangerous consequences of some initial conditions. Here the evacuation start delay is considered. 
The most important areas are marked in Figs. 3 and 4. 

For the case of a 120 s pre-evacuation delay (scenario 1) one can see that people moving in a 
corridor to Exit 2 are in a risk area at 142 s, Fig. 3a (right circled area). Combustion products need 
more time to reach Exit 4. Nevertheless, the pre-evacuation time was very long, and people moving 
to Exit 4 are in a dangerous area at 215 s, Fig. 3b. In both cases, evacuation is not finished by these 
times. The analysis suggests that over 100 people evacuate in unsafe conditions if they start moving 
with a 120 s delay after ignition. Exposure time was calculated to be greater than 60 s, and this 
information may be used to estimate possible health damage. 

If the pre-evacuation period is 30 seconds only (scenario 2), people evacuate in comfortable 
conditions, Fig. 4 (remember that we changed only the duration of the pre-evacuation period and 
consider the same fire scenario). One can see in Fig. 4a that evacuation is already finishing; only 
some people are on Stairway 2, and conditions at that time (142 s from ignition) are still 
comfortable in that region. Figure 4b shows that only some people have to leave the building using 
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Exit 4 but smoke is only coming to the corridor. In Table 1 evacuation result data for both scenarios 
are presented. 

To understand the influence of using door closers, let us consider another scenario (scenario 3) 
when the doors that are marked in Fig. 5 worked with a door closer during the simulation: pre-
evacuation time is 30 s; fire position and all other conditions are as in scenarios 1, 2. Note that, from 
a computational point of view, the valid closer means that 10% of the doorway cross-section is 
open. Figure 6 presents the same point of interest in a building as in the previous scenarios. It was 
estimated that door closers postponed dangerous smoke conditions by up to 360 s. 

Table 1. Evacuation result data for scenarios 1, 2 

Pre-evacuation delay, s Number of people in risk zone Exposure time, s 

120 (Scenario 1) ~100 >60 

30 (Scenario 2) ~5-10 1-5 

 

Fig 3. Evacuation from the building under fire conditions, evacuation started 120 s after ignition. 

 
Fig 4. Evacuation from the building under fire conditions, evacuation started 30 s after ignition. 
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CONCLUSIONS 

The paper has demonstrated how real conditions could be taken into account in modern fire 
evacuation simulations. The scenarios considered show the influence of different initial conditions 
on evacuation results. This information could be used to estimate possible time gaps to react on fire 
alarm, start evacuation, available routes and form the basis for instructing staff on how to manage 
the evacuation process. 

 

Fig. 5. Doors which were considered with closers while simulation in scenario 3. 

 
Fig. 6. Evacuation from the building under fire conditions, an evacuation  

started 30 s after ignition, doors closers are valid. 
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ABSTRACT 

A series of 11 large scale experiments was performed at the HYKA test site in order to experimentally 
simulate different flame propagation regimes in a stratified hydrogen-air atmosphere. The total volume of 
the facility is equal to 220 m3 with an aspect ratio H/D=1.5. Hydrogen concentration was kept constant 
(7% vol. in air) for all the experiments. Combustion of a stratified hydrogen-air mixture with different 
steepness of hydrogen concentration gradient (I: 10=>7=>4% H2; II: 12=>7=>2% H2; III: 14=>7=>0% 
H2) was investigated and then compared to uniform (7% H2) mixture combustion using Background 
Oriented Schlieren (BOS) method combined with high speed camera, pressure and temperature 
measurements. The mixture was ignited in the center. Ambient initial conditions were 293 K and 1 bar in 
the tests. Two tests with water spray suppression system demonstrated not a mitigation efficiency but 
even promote the combustion process due to the generation of highly turbulent flow. The experimental 
results demonstrate that the highest hydrogen concentration at the top of the containment plays a 
governing role in combustion process leading to much higher combustion pressure and temperature 
compared to the combustion of uniform mixture of the same amount of hydrogen in the volume (equal to 
7% H2). 

KEYWORDS: Hydrogen, combustion, stratified mixture, water spray mitigation. 

INTRODUCTION 

Hydrogen release due to the Loss of Cooling Accident (LOCA) and then Molten Corium-Concrete 
Interaction (MCCI) accidents may lead to formation of a stratified layer of hydrogen-air mixture at 
the top of the reactor building. Its immediate ignition due to operating ignitors or catalytic 
recombiners results in fame propagation through a gradient of reactivity and establishing of high 
pressure and temperature in a containment or reactor building. Such a scenario can be the cause of 
loss of integrity or damage of the structure. Thus, hydrogen explosion following an accidental 
hydrogen release in a containment is one of the important safety issues in the case of LOCA and 
MCCI accident as discovered due to the post-accident analysis of Fukushima-Daiichi accident in 
Unit 1 and Unit 3 [1-3]. 

A number of CFD modelling have considered different scenarios of hydrogen distribution in a 
containment of nuclear reactor [4-7]. Depending on hydrogen inventory, geometry of the 
containment and exposure time for hydrogen distribution, it might initially be a vertical column (t = 
300 s) or, later on, a stratified layer of hydrogen-air mixture (t = 1200 s) (Fig. 1). Similar hydrogen 
distribution profiles were obtained in [5] for t = 9290 s and t = 9358 s (Fig. 2). 

There is no possibility to experimentally reproduce such calculations in real scale in order to 
validate the CFD codes. The only LACOMECO project proposed to European organizations an 
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access to large scale experimental facilities at Karlsruhe Institute of Technology (KIT) to study 
severe accident safety issues, including the coolability of a degraded core, corium coolability in 
Reactor Pressure Vessel (RPV), melt dispersion to the reactor cavity, and hydrogen mixing and 
combustion in the containment [8-9]. Among all facilities the HYKA test site with a number of 
large and medium scale experimental vessels from 9 to 220 m3 was chosen to investigate hydrogen 
behavior in a containment geometry under well controlled conditions. Several experiments have 
been performed using HYKA facilities to investigate the hydrogen-related phenomena in severe 
accidents, including hydrogen distribution, hydrogen combustion and hydrogen mitigation 
measures.  

 

Fig. 1. Distribution of hydrogen for different injection time [4]. 

 

Fig. 2. Hydrogen distribution at a vertical plane through the break room of the PWR Westinghouse case [5]. 

A set of experiments performed in the framework of LACOMECO project is devoted to flame 
propagation in an obstructed large scale facility A3 (V = 33 m3) with initially vertical hydrogen 
concentration gradients. Positive and negative concentration gradients with respect to gravity are 
created prior to ignition in the range from 4% to 13%, and the process of flame acceleration is 
investigated depending on hydrogen concentration gradient and ignition positions [10-11]. 
Especially, a combustion model was implemented in Europlexus code. This model was successfully 
applied and validated for some of the tests, and the numerical data for overpressure and flame times 
of arrival are compared with experimental results.  

Very specific problem of local or global flame extinction during the flame propagation through the 
longitudinal concentration gradient should also be investigated for the complex 3D geometry. For 
instance, the global flame quenching occurred at the distance of 8 m from ignition point (Fig. 3) in 
the case of flame propagation in a non-uniform mixture with a gradient of hydrogen concentration 
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from 14% to 6% H2 in a DRIVER shock tube of ID=174 mm and L = 12 m [12]. It happens 
independent of reaching the speed of sound for the flame. It was found that the quenching issue in a 
tube geometry was reached at relatively high local hydrogen concentration of 8% H2 (two times 
higher than the lower flammability limit) due to the turbulent flow produced by the obstructions 
with high blockage ratio in presence of descending mixture reactivity. 

  
Fig. 3. Hydrogen concentration profile (left) and dynamics of flame propagation velocity with a concentration 
gradient 14→6% H2 (right) [12]. A sub-image of DRIVER shock tube with ignition position is shown (left).  

During a hypothetical severe accident in a nuclear reactor and reactor core degradation hydrogen 
can be produced and then accumulated as a stratified layer of hydrogen-air mixture at the top of 
reactor building [4-5]. Different flame propagation regimes of such a mixture may occur. Water 
spay as a combustion suppression system can be used. 

In the present ALISA project, we choose the HYKA-A2 facility and analyze the experimental data 
obtained during the project. The HYKA-A2 facility was chosen as the most representative for the 
scaling analysis. The advantage is that the real objects as EPR or APWR reactor containments and 
HYKA-A2 facility are related as 8.3:1.5 in terms of the scale. They also have almost the same 
aspect ratios (H/D ratio): 1.3(EPR):1.5(A2). This might be a very important issue for the 
experimental scaling of combustion processes in a containment of nuclear reactor. 

OBJECTIVES 

The main purpose of the experiment is to investigate the influence of hydrogen stratification and 
water spray mitigation system on combustion characteristics in a large scale of the combustion 
vessel HYKA A2. The experimental data are also required to be used as benchmark experiments for 
CFD codes and lamped-parameter models validation of large scale hydrogen deflagrations. 

To do that a series of experiments on flame propagation in a stratified hydrogen-air mixture in a 
large scale facility HYKA-A2 (220 m3) has been performed. Three different vertical linear hydrogen 
concentration gradients of 14→0, 12→2 and 10→4% H2 with the same amount of hydrogen equal 
to 7% of the average concentration are investigated. Experiments with central ignition point with 
uniform and non-uniform hydrogen concentration are performed. A mitigation test with water spray 
on flame suppression is also conducted.  

Dynamics of the combustion process is registered by measuring of temperature, pressure, acoustic 
effects and use of optical observation by Background Oriented Schlieren Method (BOS). 

EXPERIMENTAL DETAILS 

Experimental facility 

The largest safety vessel A2 of the KIT HYKA test site with main dimensions of 6 m id and 9 m 
height provides an empty test volume of about 220 m3 (Fig. 4). It is designed for fire and explosion 
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tests with an operating overpressure from -1 to 10 bar. Depending on the purpose, large samples or 
structures can be tested inside, or the whole vessel can be used as a test volume. The vessel can be 
evacuated or filled with inert atmosphere of nitrogen or steam and be heated up to 150 oC. The 
vessel is equipped with many vents and ports for experiment and measurement set-ups as well as 
with windows for visual observations. It has 3 vents of 2000 mm id, 4 vents of 700 mm id, 5 vents 
of 400 mm id and about 40 vents of smaller inner diameters (50-250 mm). The measuring system 
consists of thermocouples array (gas temperature, flame arrival time); piezoelectric and 
piezoresistive gauges (initial pressure, explosion pressure); gas analyzer and mass spectrometer (to 
control mixture composition); sonic hydrogen sensors, photodiodes and ion probes (flame arrival 
time, flame speed), strain gauges (deformations). The data acquisition system is based on multi-
channel (64) ADC with a sampling rate of 1 MHz. The vessel was successfully tested within 
LACOMECO Project using 2 large scale combustion experiments of hydrogen-steam-air mixture 
(10:25:75 = H2:H2O:air) at 1.5 bar of initial pressure and 90 oC temperature [8-9]. 

   

Fig. 4. HYKA-A2 facility: main dimensions and a side view. 

Test matrix and experimental technique. Measurements 

Full arrangement of the measuring system is schematically shown in Fig. 5. The measurement 
system consists of 7 pressure sensors, 24 thermoelements, 7 H2-sampling probes, 3 Stemmer high 
speed cameras (70 fps), 2 Canon cameras (30 fps), 2 finger cameras (25 fps) and 2 microphones. 
The facility is also equipped with a gas filling system, sampling probes and concentration 
measurements and ignition device. Two ventilators and a system of pneumatic valves also belong to 
the gas filling system. Safety alarm sensors were installed inside the A2-vessel to control a 
flammable hydrogen concentration and minimum oxygen concentration for personal in between the 
experiments to be able to work for test preparation inside the vessel A2. A detailed scheme of 
gauges location inside the test vessel is shown in Fig. 5.  

Three different types of pressure sensors were used in order to test their availability for such 
combustion processes. The location of all three types at the same position H = 3.27 m allows to 
compare the pressure signals with respect to thermal sensitivity of pressure sensors. All the sensors 
were mounted flush to the internal wall surface to measure the level of combustion pressure and 
dynamics of combustion. Initial part of the pressure records was used to evaluate an initial quasi-
laminar flame speed using so called pressure method in an assumption of spherical flame shape.  

To eliminate the effect of mechanical vibrations all the gauges were sitting inside the massive led 
brick mounted directly to the side wall. It was four layers of pressure measurements at the altitude  
H = 1.77, 3.27, 6.07 and 9.80 m above the floor. The temperature compensation is operating in the 
range 27–232 °C, with a thermal drift of ±5% of full scale output for the Kulite transducers, for 
instance. The compensated operating high temperature range for Kistler type was 70–140 °C. The 
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PCB pressure transducers had no thermal compensation. The total record time was about 10 and 20 
seconds with a time response of 1 microsecond. 

An array of 24 thermoelements type K was installed to cover 4 radial positions and 8 positions at 
the centerline (R = 0). The positioning of thermoelements is also shown in Fig. 5. Thermocouples 
(Type K [NiCr/Ni] 0.36 mm, open tip) allow to measure local temperature and also flame arrival 
time in order to measure flame shape and flame propagation velocity. The data processing is based 
on the data of arrival time against thermocouple co-ordinate (x, H). The procedure allows to 
interpolate all positioned arrival time points to build isochrones, the lines of equal flame arrival time 
which correspond to flame shape at different moments.  

 
Fig. 5. Positions and orientation of sensors: thermocouples (T); gas analyzer (MK-H2); microphone (Micro).  

A center ignition position (CI) is shown. 

Gas filling system 

Three different vertical linear hydrogen concentration gradients of 14→0, 12→2 and 10→4%H2 
with the same amount of hydrogen equal to 7% of the average hydrogen concentration have been 
created using a gas filling system. Required amount of hydrogen equal to 7% H2 in average was 
injected with or without mixing by fans. Mixing option was only used for uniform compositions. To 
create a gradient of concentration, hydrogen-air mixtures of required concentrations (14, 12, 10, 7, 
4, 2% H2) were injected at different altitude and then equilibrated due to a turbulent diffusion. Local 
hydrogen concentration was measured by 5 to 7 sampling probes. Then, a thermo-conductivity gas-
analyzer Fisher-Rosemount was used to measure hydrogen concentration in air. The accuracy of 
measured concentrations was within the limit ±0.15%. 5 measuring points were located at the 
centerline and two at the side wall. The level of 7% H2 was always kept at the ignition point in the 
center. Required hydrogen concentrations at the top (14, 12, 10% H2) and bottom (4, 2, 0% H2) have 
also been well established and controlled.  

Experimental conditions and main experimental results are shown in Table 1. It includes a series of 
experiments with stratified compositions of 3 different gradients, two tests with uniform mixture of 
6.5 and 7% H2, one test with upper ignition position (UI) and two experiments with water spray 
(SPRAY). Table 1 mentions maximum combustion over-pressure and temperature and characteristic 
combustion time, t1/2, as integral characteristics of combustion process. Characteristic combustion 
velocity can roughly be evaluated as a ratio Uf = R/ t1/2.  

Since the mixtures to be tested have so called Lewis number Le = 0.33 (Le < 1), the flame for such 
compositions might be characterized as unstable due to thermal diffusion instability, with a trend to 
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produce highly wrinkled cellular flames. Such an unstable flame will be very sensitive to acoustic 
instability as well [4, 5]. The expansion ratio σ is not only a factor of visible flame speed 
amplification but also a criterion for the capability of the flame to accelerate to speed of sound. 
According to paper [6], the threshold between subsonic and sonic flames for hydrogen-air at 
ambient pressure and temperature is σ* = 3.75. This means that in presence of obstructions in a 
proper geometry the test mixtures with local hydrogen concentration above 11% have a potential to 
efficiently accelerate to speed of sound and then even to detonate. 

Table 1. HYKA-A2 test conditions and main results (T0 = 300 K, P0 =1 bar) 

Test# 
Mixture 
% [H2] 

Spray Ignition 
Time 
t1/2 [s] 

Over-pressure [bar] Temperature 

KU* KI* PCB* Tmax [
oC] 

Test1 6.5 DRY CI* 12.66 0.096 0.095 0.023 261 

Test2 7 DRY CI 4.67 0.161 0.162 0.048 371 

Test3 10-7-1 DRY CI 4.46 1.456 1.441 0.864 823 

Test4 10-7-4 DRY CI 4.59 1.393 1.378 0.504 809 

Test5 12-7-2 DRY CI 2.53 1.701 1.693 0.807 1338 

Test6 12-7-2 DRY CI 3.34 1.594 1.579 1.443 991 

Test7 14-7-0 DRY CI 3.05 (-) 1.632 1.809 1025 

Test8 14-7-0 DRY CI 3.24 1.559 1.544 1.766 1680 

Test9 14-7-0 SPRAY CI 2.72 1.689 1.66 1.829 1138 

Test10 14-7-0 SPRAY CI 2.72 1.793 1.711 1.403 1419 

Test11 14-7-0 DRY UI* 0.71 1.712 1.708 1.554 988 

Note: CI – center ignition; UI – upper ignition; KU – Kulite pressure sensors; KI – Kistler  
pressure sensors; PCB – PCB pressure sensors 

Ignition 

A hot wire provided an ignition of the test mixtures in 2-3 minutes after the mixing procedure to 
suppress a turbulence generated by mixing fans. A center ignition (CI) position at the centerline H = 
3.15 m from floor level was used in the tests where the concentration kept constant 7% H2. The only 
one test with upper ignition (UI) position (H = 6.95 m) at highest hydrogen concentration was used 
(Table 1). Pressure, temperature records simultaneously with video observations of combustion 
process were performed in the tests. Total record time was about 10.5-21.0 seconds for fast 
controllers and about 1400 seconds for slow controllers. All the pressure and temperature records 
and video cameras were synchronized with an ignition moment with a pre-record time of about 
0.5 s. 

Mitigation system. Water spray 

A water dispersion system has built on top of the A2 vessel at H = 8.14m. It was based on the 
WhirlJet Spray Nozzles type 1CX-SS15, full cone spray, with a capacity of 100 liter/min. The water 
spray provides a 120o of opening angle (Fig. 6).  

The spray is initiated by overpressure up to 8 bar. In order to investigate the efficiency of water 
spray mitigation, the spray was actuated with 100 and 60 ms of time delay after an ignition moment. 
The time delay has provided to allow a well-developed flame kernel. The flame dimension with 
such a delay was about 1 m radius. 
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Fig. 6. Structure of water spray: declared by manufacturer (left); actual (right). 

EXPERIMENTAL RESULTS AND DISCUSSION 

Strong influence of hydrogen stratification and ignition position was found in the tests (Fig. 7). The 
most representative and reliable pressure sensor KU3 (Kulite) at the middle position H = 3.27 m 
was chosen for the analysis. The maximum combustion pressure of 1.7 bar increases 10 times for 
stratified hydrogen mixtures as compared with uniform mixture of the same amount of hydrogen 
equal to 7% H2 (0.16 bar). The time for maximum pressure roughly corresponds to complete 
combustion time equal to ~2· t1/2, which is inversely proportional to the average flame speed 
(Table 1). Assuming a spherical shape of combustion zone after ignition, a visible flame speed can 
be calculated according to papers [13-14]. Figure 7 (right) shows that combustion velocity for a 
stratified mixture (1.5-3.5 m/s) is about 2.5-6 times higher than that (0.6 m/s) for uniform mixture of 
the same amount of hydrogen (7% H2). An additional confirmation of the importance of maximum 
hydrogen concentration on combustion process is done by upper ignition position (UI). The ignition 
at highest hydrogen concentration of 14% H2 leads to maximum combustion pressure increase up to 
1.7 bar and two times higher average combustion velocity (~6 m/s) compared to center ignition at 
7% H2 for the same stratified mixture 14→7→0% H2. Upper ignition position at 14% H2 also leads 
to tenfold velocity increase compared to that for uniform composition of the same amount of 
hydrogen (7% in average). 

 
Fig. 7. Combustion pressure records (left) and visible flame velocity as function of maximum hydrogen 

concentration (right) for stratified and uniform hydrogen-air mixtures. 

Maximum combustion temperature behaves almost the same way as the pressure. Namely, the 
maximum combustion temperature of 1300-1600 oC for stratified combustion is much higher than 
for uniform combustion (260 oC for 6.5% H2 and 380 oC for 7% H2). Figures 7-8 confirm that for 
stratified compositions the combustion rate governs by highest hydrogen concentration at the 
sealing rather than an average hydrogen concentration of the mixture. The changing of highest 
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hydrogen concentration from 10 to 14% H2 leads to maximum combustion pressure increase from 
1.4 bar to 1.7 bar and combustion temperature increase from 800 oC to 1300 oC.  

The temperature grows very quick until the mixture completely or partially burns. At least until the 
flame reaches the top of the volume. Since the downward flame propagation limit for hydrogen-air 
mixtures is 8% H2, the flame at 6.5 and 7% H2 is able to propagate only upward after center 
ignition. This means that only a part of the mixture burns completely. Bottom part of the volume up 
to H = 3.0 m remains unburned. The maximum temperature within unburned part does not exceed 
30-35 oC. The difference between stratified and uniform compositions is that for uniform 
compositions 6.5% and 7% H2 more than half of the mixture remains unburned in comparison with 
stratified mixture with much higher completeness of combustion.  

 
Fig. 8. Distribution of maximum combustion temperature for stratified and uniform hydrogen-air mixtures. 

  
Fig. 9. Maximum combustion temperature for uniform compositions of hydrogen – air mixtures with 6.5% 

(left) and 7% H2 (right). 

Figure 9 shows temperature records for uniform compositions with 6.5% and 7% H2. 
Thermoelements at the centerline positions H = 4.5 m and H = 6 m showed very short heating time 
corresponding to passing a fireball through the thermocouple. It takes only 3 sec for 4.5 m and 4 sec 
for 6 m positions. Then, the combustible zone is localized at upper center part of the volume (H > 
7.5 m), without horizontal expansion of the flame. The maximum combustion temperature (260 oC 
for 6.5% H2 and 380 oC for 7% H2) is reached in 6 sec (6.5% H2) or 3.5 sec (7% H2) after ignition 
then the temperature of combustion products slowly decays to 30-50 oC within 150 sec. The 
difference of flame arrival time for gauges positions 4.5 m and 6 m takes about 2 sec for 6.5% H2 in 
air. It corresponds to flame propagation velocity of about 0.75 m/s. The same procedure for 7% H2 
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gave the local flame propagation velocity of about 2 m/s. Such slow flame propagation velocity is 
almost equal to characteristic velocity of hot buoyant gas lifting up due to the convection.  

An influence of hydrogen concentration gradient on maximum temperature was found in the tests 
for stratified compositions. Stronger hydrogen concentration gradient from 10=>7=>4 to 
12=>7=>2% H2 leads to the increase of maximum combustion temperature from 810 oC to 1330 oC 
(Fig. 10). The completeness of combustion for stratified compositions is much higher than for 
uniform compositions. The highest combustion temperature >700 oC is kept at H = 3 m, even below 
the ignition point. The temperature of about 400 °C occurs at H = 1.5 m probably due to turbulent 
mixing of combustion products and reactants. At ground level the temperature does not exceed 
80 °C. As follows from Fig. 8, the maximum combustion temperature for stratified compositions is 
localized at the upper part of the system H = 7.5 m with highest hydrogen concentration.  

  
Fig. 10. Maximum combustion temperature for stratified compositions of hydrogen-air mixtures with two 

gradients from 10=>7=>4% H2 (left) to 12=>7=>2% H2 (right). 

A weak influence or even promoting effect of water spray on combustion process has been found. 
The spray was initiated 60 ms after ignition of the mixture when the flame develops quite well 
(about 1 m radius). Higher combustion pressure (1.6-1.7 bar) and faster combustion time (t1/2 = 
2.72 s) were registered due to an additional turbulence in the presence of water spray (Fig. 11, left). 
It corresponds to 1.5-2 times of the flame velocity increase according to Fig. 11, right. The 
velocities also were calculated from pressure measurements using a procedure described in papers 
[13-14]. Combustion temperature has also increased by 100-200 oC compared to dry mixtures of the 
same concentration profile (Fig. 8). The highest combustion temperature is localized at H = 4.5 m, 
exactly at the interacting interface of water spray and combustion zone. The reason could be a 
turbulent transport of hydrogen enriched mixture to the combustion zone by water spray injection 
from the upper position.  

 
Fig. 11. Maximum combustion pressure (left) and visible flame velocity as function of maximum hydrogen 

concentration (right) for dry mixture and wet composition in presence of water spray. 
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Acoustic oscillations due to the flame instability have also been measured by microphone in the 
tests. For instance, two resonance frequencies 86 and 366 Hz in the test with a gradient 12-7-2% H2 
were distinguished (Fig. 12). It might be an evidence of acoustic and parametric flame instabilities. 
Characteristic frequencies of acoustic oscillations in presence of water spray can be shifted to 150 
Hz and 450 Hz for two first resonant bands. 

 

Fig. 12. Spectrum of sound record for stratified combustion of the mixture with a gradient 12-7-2% H2. 

 

 

Fig. 13. A sequence of BOS images for non-uniform combustion with a gradient 10-7-4% H2. 

An example of BOS images for non-uniform combustion with a gradient 10-7-4% H2 and a center 
ignition is shown in Fig. 13. Initially, the flame ball develops with a velocity 0.16-0.52 m/s. It lifts 
up due to the buoyancy in the direction of more reactive mixture. Then, the turbulent wrinkled 
flame propagates downward with a velocity 1.11-2.83 m/s. This is very close to calculations by 
pressure.  

CONCLUSIONS 

(1) Hydrogen distribution experiments in HYKA-A2 vessel were performed in order to create a 
relatively stable vertical hydrogen concentration gradients. 

(2) Flame propagation experiments with uniform hydrogen concentration of 6.5% and 7% H2 for 
center ignition (CI) point have been carried out as reference tests.  

(3) Flame propagation tests with center ignition point for three different hydrogen concentration 
gradients 14→0, 12→2 and 10→4% H2 with the same amount of hydrogen equal to 7% of average 
concentration in the whole vessel volume have been performed. Strong influence of hydrogen 
stratification was found. The combustion maximum pressure (1.7 bar) was increased by 10 times for 
stratified mixture compared to uniform mixture with the same amount of hydrogen equal to 7% H2 
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(0.16 bar). The same factor of 10 was found to be applicable to the flame velocity increase (from 0.6 
to 6 m/s). The temperature is increased from 370 oC (7%) to 1300-1700 oC (14→7→0% H2). 

(4) The governing role of highest hydrogen concentration on combustion process for stratified 
mixture was experimentally shown. There is no effect of average hydrogen concentration.  

(5) One test with upper ignition (UI) position and vertical hydrogen concentration gradient of 
14→7→0% H2 was performed. It leads to the highest combustion over-pressure (1.7 bar) due to two 
times higher combustion velocity as compared to stratified composition with a center ignition (CI) 
point. It confirms a dominating role of highest hydrogen concentration on combustion process.  

(6) An effect of water spray on flame propagation was studied in two tests with center ignition and 
vertical hydrogen concentration gradient of 14→7→0% H2. No suppression effect of water spray 
(100 l/min) was found on combustion. Maximum combustion temperature increases from 1020 oC 
to 1400 oC due to an additional turbulence in the presence of water spray.  
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ABSTRACT 

Education and training are crucial for provision of safety of fuel cell and hydrogen (FCH) systems and 
infrastructure. The European project “Novel Education and Training Tools based on digital Applications 
related to Hydrogen and Fuel Cell Technology” (NET-Tools) is developing digital platform and providing 
online contemporary tools and information services for education and training within FCH sector. The 
project is delivering an innovative platform, influencing robust and effective learning while offering a 
unique blend of novel digital tools. The platform has two main pillars, i.e. e-Education and e-Laboratory. 
The essential part of e-Laboratory is a suit of hydrogen safety tools. The aim of this paper is to present 
scientific principles behind the hydrogen safety engineering tools of the e-Laboratory. The principles 
describe or predict a range of natural phenomena in unignited releases, jet-fires, deflagrations, blast-
waves and fireball etc. They summarize and explain a large collection of facts determined by experiments 
and supported by physics and mathematics. Principles are tested based on their ability to predict the 
results of future experiments and possible safety related scenarios to calculate flame lengths, 
concentrations, overpressures, hazard distances, etc., and supported by peer-reviewed publications.   

KEYWORDS: Deflagration, ventilation, jet fire, blast wave, fireball. 

INTRODUCTION 

Education and training for emerging fuel cell and hydrogen (FCH) sector is critical for professional 
development of current and future workforce. This underpins the leadership and competitiveness of 
European FCH products. The European project “Novel Education and Training Tools based on 
digital Applications related to Hydrogen and Fuel Cell Technology” (NET-Tools) is developing 
digital infrastructure and providing contemporary online tools and information services for 
education and training within FCH technologies sector. 

The NET-Tools project is delivering a technology platform, influencing robust and effective open 
source and free access learning management system while offering a unique blend of novel digital 
tools encompassing generic information, education and research. The digital platform includes two 
main pillars i.e. e-Education and e-Laboratory. The platform addresses educational interests of 
various groups of stakeholders with different levels of education from higher schools and 
universities, both undergraduate and graduate students, to professionals and engineers from 
industry, offering both e-learning modules and on-line design tools. The aim of this paper is to give 
an overview of the scientific principles that lay behind the engineering tools developed within 
Safety Engineering Toolbox of e-Laboratory. 

Performance-based calculation of hazard distances, the term introduced recently by ISO TC197 
Hydrogen Technologies, is a key element of hydrogen safety engineering of FCH systems and 
infrastructure, e.g. refuelling stations. The principles behind the e-Laboratory of Hydrogen Safety 
allow assessing hazard distances for unignited releases (flammable envelope size); ignited releases 
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(jet fires); blast wave decay from deflagrations, detonations and high-pressure hydrogen storage 
tank rupture in a fire, fireballs, etc. This long expected by hydrogen industry toolbox provides 
determination of hazard distances for unignited releases and jet fires in interactive regime, e.g. by 
varying system parameters like pressure and pipe (leak) diameter. The state-of-the-art safety tools of 
the e-Laboratory of Hydrogen Safety is a free-access expanded European analogy of the HyRAM 
(Hydrogen Risk Assessment Methods) tool, which has been developed by Sandia National 
Laboratories (SNL) during last decade under funding of the US Department of Energy. The e-
Laboratory demonstrates European leadership in hydrogen safety engineering, e.g. by capability to 
calculate hazard distances determined by thermal and pressure effects from a fireball and blast wave 
after tank rupture in a fire, which are absent in the HyRAM tool and similar Canadian (UTRQ) 
framework is implemented using Smalltalk Seaside web development environment.  

SCIENTIFIC PRINCIPLES 

This section describes scientific principles behind the engineering tools of the e-Laboratory of 
Hydrogen Safety. The tools are gathered in groups by similarity in applications. 

Unignited releases  

The under-expanded jet theory [1], [2] is behind the “Jet parameters” and other tools related to 
under-expanded jets. It allows calculation of hydrogen flow parameters in real and notional nozzles. 
Density in the real nozzle is needed for the use in the similarity law for concentration decay in 
hydrogen jet [2], [3] and parameters at the notional nozzle, which are widely used as boundary 
conditions for computational fluid dynamics (CFD) simulations. The tool allows calculation of mass 
flow rate of high-pressure hydrogen release through both a hole in a storage vessel and a narrow 
channel with losses. The tool for prediction of axial concentration decay of a leaking hydrogen for 
sub-sonic, sonic, and super-sonic jets employs the similarity law, which is validated in a wide range 
of conditions from expanded to highly under-expanded jets [2]. This tool calculates hazard distance, 
i.e. length of the flammable envelope, for momentum-dominated jets, which represent practically all 
realistic releases from high-pressure hydrogen equipment and storage. 

The under-expanded jet theory is used to build and validate described in the next section the 
universal similarity law, which is valid for both expanded and under-expanded jets in the 
momentum-controlled regime. The theory is applied to derive: the universal correlation for 
hydrogen jet flame length, the tool for calculation of blow down time of hydrogen release from the 
storage vessel, etc. The theory is essential to carry out hydrogen safety engineering for different 
applications. 

The similarity law 

It must be noted that thermal effects of jet fires, pressure effects of deflagration or detonation, and 
pressure and thermal effects of high-pressure storage rupture in a fire (blast wave and fireball) could 
override the hazard distance determined by the size of flammable envelope or hazard distances of a 
jet fire. Thus, knowledge of laws describing hydrogen dispersion and flammable cloud formation, 
including axial concentration decay for arbitrary jets is essential for hydrogen safety engineering. 

Figure 1 shows the similarity law for prediction of axial concentration decay of a leaking gas for 
sub-sonic, sonic, and super-sonic jets is derived and presented in [2], [3]. It is valid in a wide range 
of conditions from expanded to highly under-expanded jets. It can be applied for calculation of 
hazard distances informed by the size of the flammable envelope. The non-ideal behaviour of 
hydrogen at high pressures and the under-expansion of flow in a nozzle exit are considered by 
employing the Abel-Noble equation of state (EoS) for real gas. 
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It can be seen that all experimental points are on or below the similarity law line. This is thought 
due to friction and minor losses in experimental equipment, which were not accounted for when the 
under-expanded jet theory without losses was applied. Indeed, from the similarity law equation it 
follows that if losses decrease pressure at the nozzle exit, and then they reduce hydrogen density and 
therefore the concentration in the jet for a fixed distance from the nozzle. This is equivalent to 
shifting experimental points down on the graph. If the spouting pressure (actual nozzle exit 
pressure) is applied instead of the pressure in a storage tank the difference between the similarity 
law curve and experimental data would reduce to zero in the limit. The universal character of the 
similarity law for both expanded and under-expanded jets makes it an efficient tool for hydrogen 
safety engineering. 

For hydrogen jets into stagnant air for a fixed concentration expressed in percent by mass Cax, the 
ratio of a distance, �, to the nozzle diameter is a constant, i.e. �/H=const. This means that the 
distance to the lower flammability limit (hazard distance) is directly proportional to the leak 
diameter. Thus, the design of hydrogen and fuel cell systems has to be carried out bearing in mind 
the requirement to minimise the internal diameter of piping, i.e. leak size for conservative full bore 
rupture scenario, yet keeping technological requirements to mass flow rate. 

 

Fig. 1. Similarity law [2]. 

Effect of buoyancy  

The “Effect of buoyancy” tool allows to calculate the decrease of hazard distance for initially 
momentum-dominated hydrogen jets when it transforms to buoyancy-controlled jet. It is based on 
validated against experiments the theory of Shevyakov which can be found elsewhere [2]. The 
engineering technique [2] qualifies which part of hydrogen jet (both expanded and under-expanded) 
is momentum-controlled with the rest of the jet downstream being buoyancy-controlled. 

There are three types of jets depending on the role of buoyancy Fig. 2 (left): fully momentum-
controlled jets are not affected by buoyancy; fully buoyancy-controlled jets are quickly diverted 
from the horizontal to vertical flow direction; the third type of jets is transitional with momentum-
dominated part closer to the nozzle and buoyancy-controlled flow further downstream when the jet 
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velocity drops and diameter increases. For hydrogen safety engineering it is important to know 
when this transition takes place. This has direct implication on hazard distance and thus the 
infrastructure cost.  

 

Fig. 2. Types of jets depending on the role of buoyancy (left), dependence of the distance to the nozzle 
diameter ratio x/D, for particular hydrogen concentration in air, on the Froude number (right). 

Five theoretical curves (solid lines) and experimental data for expanded jets, and data of other 
researchers for under-expanded jets are shown in Fig. 2 (right). Practically all under-expanded jets 
in hydrogen incidents/accidents will be in the momentum-controlled regime as follows from 
available tests applied to validate the correlation. Four of five theoretical curves in the graph are 
related to hydrogen concentrations of 4%, 17%, 30%, and 60% by volume respectively. Each of 
these four curves has an ascending buoyant part and a momentum “plateau” part. The fifth curve 
“Downward jets” is of special interest. It gives for a jet directed vertically downward a 
dimensionless distance from the nozzle to the turning point, where the jet changes direction of flow 
from downward to upward. The fifth curve intersects each of the four other curves in the graph in 
the region of transition from momentum-dominated to buoyancy-controlled flow as expected.  

The following sequence is applied in use of the correlation in Fig. 2. Firstly, the nozzle exit Froude 
number is calculated and its logarithm. The under-expanded theory is applied to calculate the 
notional nozzle exit diameter and the velocity in the notional nozzle exit when applicable. Then, a 
vertical line is drawn upward from a point on the abscissa axis equal to the calculated Froude 
number logarithm. The intersection of this vertical line with the line marked “Downward jets” on 
the graph indicates the concentration above which the jet is momentum-dominated and below which 
the jet is buoyancy-controlled and logarithm of the distance to the nozzle diameter. Further 
intersection with theoretical curves gives the distance to concentration of interest where the jet is 
buoyant by potentiation of log(x/D). The idea behind the engineering tool lays in representation of 
the curves by the set of polynomial functions of the curves and the sequence of logical expressions 
to solve the problem. 

The easy to apply technique Fig. 2 (right) can be very useful to develop cost-effective hydrogen 
safety engineering solutions. For instance, hazard distance for a horizontal jet release can be 
essentially reduced as only the length of the momentum-dominated part of the jet can be taken as an 
indication of the separation rather than the aggregated distance, i.e. both momentum- and buoyancy-
controlled parts of the jet to the lower flammability limit (LFL) of 4% by volume of hydrogen. 
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Blowdown 

The “Blowdown of storage tank” tool calculates pressure dynamics inside the tank during release 
for adiabatic and isothermal conditions, which can be combined to reproduce blowdown dynamics 
closer to reality. Both models give close pressure dynamics but different temperature dynamics of 
the released hydrogen. 

The adiabatic blowdown model is based on the assumption of a quick release from a high-pressure 
reservoir and negligible heat transfer effects to the released hydrogen temperature. The adiabatic 
model gives lower temperature of released hydrogen at the end of the process. While, the isothermal 
blowdown of a storage tank assumes of a relatively long release from a high-pressure reservoir, so 
that heat transfer significantly changes the temperature of the outflowing hydrogen. The 
combination of adiabatic at the beginning and then isothermal model afterwards gives a good 
approximation for dynamics of temperature of released hydrogen observed in experiments. 

Both models are built on the model for expanded and under-expanded jet parameters, which 
describes parameters in an expanded and under-expanded jet through the characteristic stages of its 
development – in the storage reservoir, the orifice, and the notional (effective) nozzle exit and 
utilises Abel-Noble EoS and the conservation equations for mass and energy. 

The tool can be used to formulate mitigating measures and safety strategies based on fire resistance 
rating of onboard hydrogen storage tank. The fire resistance rating should be greater than the sum of 
time for a thermally activated pressure relief devices (TPRD) initiation and blowdown time of the 
storage tank to exclude its catastrophic failure in the case of fire. Obviously, the use of a TPRD with 
a larger diameter would create a larger flammable cloud or a jet flame. It would generate higher 
overpressure during “delayed ignition” or deflagration of turbulent flammable cloud. By this 
reasoning the TPRD diameter should be reduced as much as possible provided the fire resistance 
rating is increased consequently. 

Passive ventilation  

The “Passive ventilation” tool allows to calculate hydrogen concentration in an enclosure with 
known vent size for the given release rate or solve inverse problem method (calculate vent size to 
keep concentration below desirable level for known hydrogen release rate).  

 

Fig. 3. Difference between passive and natural ventilation.  

The model is developed in the assumption of perfect mixing and equations for passive (release of 
flammable or toxic gas) and natural (air quality problems) ventilation were compared [4] to show 
the essential difference between two approaches. The natural ventilation equations are usually 
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derived in the assumption that the neutral plane is located at the half of the vent height, however for 
the passive ventilation of accidental release in an enclosure the neutral plane can be located 
anywhere below the half of the vent height. The development of passive ventilation model has 
demonstrated that the accurate analytical solution for passive ventilation differs from the 
approximate solution for natural ventilation by more than 2 times for lean and rich mixtures as 
shown in Fig. 3, where X is hydrogen mole fraction.  

This could have serious safety implications and should be dealt with care while performing safety 
engineering involving hydrogen releases. The passive ventilation theory states that, vertical vent is 
more efficient compared to horizontal vent of the same area and this should be taken into account 
during the design of passive ventilation systems. 

Forced ventilation  

The “Forced ventilation” tool calculates parameters of the mechanical ventilation system to keep 
hydrogen concentration below required level. The parameters include the volume flow rate of air 
required for the given mass flow rate of hydrogen to be lower that specified limit in the assumption 
of perfect mixing. The model is based on the principles of passive ventilation and its calculation of 
ventilation flow rate to provide hydrogen concentration in an enclosure below required level. 
Application of forced ventilation in numerical experiments proved calculations and demonstrated a 
decreased gas concentration to the required level. This confirms that the proposed methodology can 
be applied to calculate the ventilation rate for fuel cell and hydrogen systems and can be used as a 
tool for hydrogen safety engineering. 

Pressure peaking phenomenon 

The revealed in 2010 at Ulster the pressure peaking phenomenon (PPP) [5] is another unique of the 
e-Laboratory of Hydrogen Safety not available in other similar hazard and risk assessment software. 
It allows calculation of pressure dynamics in an enclosure like garage in case of unscheduled release 
of hydrogen. Both hydrogen blowdown release and constant mass flow rate release options are 
available. The tool is applicable for both ignited (fire from TPRD) and unignited (TPRD failure) 
releases. 

 
Fig. 4. Overpressure dynamics of hydrogen jet fire in the garage: TPRD diameter 2 mm and storage pressure 

70 MPa (release rate 107 g/s) Ignited (left) vs unignited (right) [6]. 

The pressure peaking phenomenon is characteristic only for gases lighter than air when they are 
released into an enclosure with limited area of vents. The PPP is more pronounced for ignited 
release compared to unignited release from the same source [6], see Fig. 4. ISO standard requires 
the PPP to be taken into account when performing hydrogen safety engineering for indoor use of 
hydrogen and fuel cell systems. 
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The prevention and mitigation of the PPP can be achieved only through the decrease of mass flow 
rate from TPRD, i.e. its nozzle diameter. This is turn will require higher fire resistance rating of on-
board storage tanks. 

JET FIRE HAZARD DISTANCES 

The “Jet fire” tool uses the dimensionless hydrogen flame length correlation [3] to calculate three 
hazard distances, i.e. “no harm” distance to T=70oC, which is 3.5 times of flame length; “pain limit” 
(115oC, 5 min), which is 3 times of flame length; and “fatality limit” (309oC, 20 s), which is 2 times 
of flame length. The universal flame length correlation includes laminar and turbulent flames, 
buoyancy- and momentum-controlled fires, expanded (subsonic and sonic) and under-expanded 
(sonic and supersonic) jet fires, thereby covering the entire spectrum of hydrogen reacting leaks [3]. 
Theoretical and experimental results indicate that the flame length has to be a function of not only 
the Froude number (Fr) but also the Reynolds (Re) number and the Mach (M) number and in this 
correlation, all are taken into account. One of its advantages is the absence of parameters at the 
notional nozzle exit, which are derived in the limited validity range assumption of sonic flow at the 
notional nozzle. The parameters needed to predict the flame length are those at the actual nozzle exit 
only: diameter, hydrogen density and flow velocity, the speed of sound at pressure and temperature 
at the real nozzle exit. The dimensionless correlation for hydrogen jet flame length in still air is 
LF/D–(ρN/ρS)

.(UN/CN)3 and shown in Fig. 5. Here LF is the flame length, D is the nozzle diameter, ρN 
and ρS are release densities at the nozzle and surrounding air respectively, while UN and CN are 
velocity at the nozzle and speed of sound in the released gas in the nozzle.  

 

Fig. 5. Dimensionless flame length correlation [3]. 

The use of the correlation requires application of an under-expanded jet theory to calculate these 
parameters. There is lesser uncertainty in calculation of flow parameters in the actual nozzle exit 
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compared to uncertainties at the notional nozzle. Indeed, there is a strong non-uniformity of velocity 
downstream of the Mach disk that deviates from the common for all under-expanded jet theories 
assumption of uniform velocity at the notional nozzle exit. 

Mitigation of deflagrations 

There are three deflagration mitigation tools in e-Laboratory of Hydrogen Safety: vent sizing of 
enclosure with uniform hydrogen-air mixture [7], vent sizing of enclosure with localised non-
uniform mixture [8], calculation of upper limit of hydrogen inventory that can be allowed in a 
closed space like warehouse [8].  

The vent sizing correlation for the uniform hydrogen-air mixture in vented enclosure [7] is based on 
recent advancements in understanding and modelling of combustion phenomena relevant to 
hydrogen–air vented deflagrations and unique large-scale tests carried out by different research 
groups. The combustion phenomena accounted for by the correlation include: turbulence generated 
by the flame front itself; leading point mechanism stemming from the preferential diffusion of 
hydrogen in air in stretched flames; growth of the fractal area of the turbulent flame surface; initial 
turbulence in the flammable mixture; as well as effects of enclosure aspect ratio and presence of 
obstacles. The tool allows to calculate the vent area to reduce the deflagration pressure to the 
desired limit and estimate the overpressure inside vented enclosure for the vent of given size. 

The model for localised non-uniform mixture [8] describes deflagrations of hydrogen-air mixtures 
and defines safety requirements for vented deflagrations of localised mixtures in an enclosure. 
Examples of localised mixtures include ‘pockets’ of gas within an enclosure as well as stratified gas 
distributions which are especially relevant to hydrogen releases. It allows to estimate the maximum 
overpressure inside vented enclosure as well as calculating the vent size in order not to exceed the 
required safety limit. 

Thermodynamic model to predict maximum mass of hydrogen, which may be allowed to be 
released in an enclosure of particular volume without causing destructive deflagration overpressure 
was developed [8] and realised as a tool in e-Laboratory. The model presumes that an enclosure is 
partially filled with air and hydrogen-air mixture. If this hydrogen-air mixture is burnt in a sealed 
enclosure, the model solution for resulting absolute pressure may be found. The tool allows to 
calculate the inventory mass for the given overpressure and enclosure volume for the given 
overpressure and inventory mass. 

Blast wave and fireball after tank rupture in a fire 

The “Blast wave” overpressure decay tool is available for stand-alone and under-vehicle storage 
tank scenarios. The model developed accounts for the real gas effects and combustion of the 
flammable gas released into the air (chemical energy) as a contribution into the blast wave strength 
[9]. The chemical energy of combustion is dynamically added to the mechanical energy and is 
accounted for in the energy-scaled non-dimensional distance. The model can be applied as a safety 
engineering tool for typical hydrogen storage applications, including on-board vehicle storage tanks 
and a stand-alone refuelling station storage tanks. The predictive model is required for calculation of 
hazard distances defined by the parameters of a blast wave, which is generated by a high-pressure 
gas storage tank rupture in a fire.  

The tool for calculation of “Fireball” diameter after hydrogen tank rupture in a fire is based on the 
assumption of complete combustion of released hydrogen in air [9], [10]. It is based on limited 
amount of experimental data and thus requires further validation.  
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CONCLUSIONS 

The scientific principles behind engineering tools of the e-Laboratory of Hydrogen Safety are 
overviewed. They predict a wide range of realistic phenomena related to hydrogen safety 
engineering not limited to assessment of overpressures caused by pressure peaking, deflagration and 
tank explosion, concentration of hydrogen in the jet and indoors, temperature along the jet fire, 
parameters of the jet and others. The developed engineering tools are being implemented for the 
stakeholders' free access in the e-Laboratory of the NET-Tools project. All principles behind the 
implemented online tools of e-Laboratory are based on peer-review publications and their ability to 
reproduce the results of future experiments is tested and widely validated in order to predict most of 
accidents related to hydrogen storage, production and distribution and help to develop safety 
solutions. The e-Laboratory of Hydrogen Safety has the largest number of tools for calculation of 
hydrogen hazards compared to other similar tools being developed in North America, including but 
not limited to unignited and ignited released in the open and confined spaces, mitigation of 
deflagrations, assessment of blast wave and fireball after high-pressure hydrogen tank storage in a 
fire, etc. 
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ABSTRACT 

High-pressure hydrogen onboard storage rupture in a fire generates blast wave and fireball. These hazards 
are not yet investigated enough, especially in a tunnel. Consequences of such event, e.g. a blast wave, 
could be devastating depending on amount of stored hydrogen and tunnel dimensions. This raises the 
question about the dependence of blast wave overpressure on hydrogen inventory in the tank. The 
problem is studied here numerically. Large eddy simulation (LES) turbulence model with the eddy 
dissipation concept (EDC) for combustion were employed in series of numerical simulations in three 
different tunnel cross-sections with four hemispherical tank volumes at pressures of 94.5 MPa. The 
dependence of blast wave overpressure on hydrogen inventory is defined. The results are conservative 
and require experimental validation in tunnel tests.  

KEYWORDS: Tunnel, blast wave, tank rupture, inventory. 

INTRODUCTION 

As the worlds demand for global energy increases for each day, uncertainty regarding fossil and 
hydrocarbon energy supply sources and long-term effects on the environment are of major concern. 
An industry-led effort in aims to steer away from fossil-fuelled energy carrier dependencies are 
therefore gaining vast interest. A growing attitude towards a more environmentally friendly and 
sustainable energy, hydrogen is specifically targeted in the energy evolution with it representing a 
clean fuel with high energy content. Presently, utilisation of hydrogen as a commercial energy 
carrier is being veered onto private and public automotive domains, such as in the transportation 
sector (e.g. cars and buses). Major car companies such as Honda, Mercedes Benz, Hyundai and 
Toyota etc. all have cars available for the public in select markets, with hydrogen stations growing 
steadily (additional 15 000 new hydrogen filling stations are slated for year 2030 globally) [1]. 

Even though tunnels are an obligated part of everyday vehicular transportation, there are a number 
of safety concerns not extensively researched upon. The potential hazards associated with hydrogen 
vehicles in road tunnels was internally identified and investigated by a project called HyTunnel [2]. 
Mainly non-instantaneous hydrogen releases (i.e. through vents) were illustrated through reviewing 
current hydrogen designs, tunnel design practice and a programme of experiments and 
computational fluid dynamics (CFD) modelling performed for selected scenarios. Despite 
specifying a simultaneous release of a large mass of hydrogen found to be more hazardous 
compared to when the same mass being released through a single vent, a study extended to examine 
this issue was left unattended. One of the main knowledge gaps is of a blast wave that can be 
generated by catastrophic onboard tank rupture in a tunnel caused by fire. The regulation requires 
that each onboard storage tank is equipped by thermally-activated pressure relief device (TPRD) to 
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prevent tank rupture in a fire by releasing stored hydrogen. However, a TPRD can fail to function, 
be blocked from a fire during accident, or be not affected in case of localised fire [3].  

Tunnels represents a structure strong enough to withstand tremendous pressure from all sides, as the 
close-in and reflection effects of the tunnel distinguishes characteristics known from an unconfined 
space [4]. It was found that the blast wave generated in a tunnel will propagate along the tunnel 
practically without decay independent of the tunnel length [5]. This could have serious safety 
implications. A significant incident involving a hydrogen project could negatively impact the 
public’s perception and clean alternatives to conventional energy systems may never experience 
commercial deployment successfully [6]. This involves covering different aspects of vehicle 
conduct within day-to-day activities, anticipating accidents and accounting for unforeseen 
consequences. This information is of primary interest for public and especially for first responders. 

There is a paucity of data in experimental work conducted in tunnels of natural provenance and 
original size involving pressurised tank bursts. Of those available, experimental and numerical 
studies have been performed to understand the phenomena and develop engineering tools for blast 
wave propagation in confined spaces (i.e. garages and tunnels) using explosive charges such as TNT 
[7], [8], [9]. Early understanding of a blast wave from a high explosive source within a structure 
was claimed to undergo reflections with the inner surface, with decay after each reflection, 
“eventually, the pressure settles to a slowly decaying level, which is a function of the volume and 
vent area of the structure and the nature and energy release of the explosion” [10]. 

Experiments in full-scale tunnels are unaffordably too expensive. The use of CFD eliminates this 
restriction and allows the ability to use realistic scenarios. Following experimental studies by Zalosh 
and Weyandt [11], Kim et al. [12] simulated the blast wave and fireball in their test numerically. 
The realizable k-ε turbulence model was applied and combustion was simulated by the eddy 
dissipation model, which reproduced the experimental trends. Weyandt [13] performed a bonfire 
test with Type 4 tank of 72.4 L volume and storage pressure of 34.3 MPa without TPRD to estimate 
the blast wave and fireball parameters. In 2015, an original theoretical model was developed that 
allows to calculate parameters of a blast wave from a tank rupture in a fire at different distances in 
the open atmosphere [14]. In this paper, it was concluded that about 5% of chemical energy of 
released hydrogen contributes to the blast wave strength through its combustion for a stand-alone 
tank, and 9% of chemical energy for an under-vehicle tank. In addition, the harm to people and 
damage to buildings from a blast wave was used to assess hazard distances. 

This overall research seeks the ability to explore, pin down and mitigate hazards associated with the 
current understanding of onboard hydrogen storage applications. With a non-zero probability of a 
high-pressure hydrogen storage tank rupturing catastrophically, this phenomenon is pivotal to have 
gained a complete overview over, prior to an incident and its aftermath. The hazards following such 
an event are found significant, not only in the near vicinity of the blast source, but also in the far 
field for both humans and structures. Methods of predicting effects of the blast wave and fireball 
from a pressurised vessel is found in the literature not straightforward – especially the former 
catering for intricate rupture dynamics and volumetric effects of various tank sizes. 

Our previous study of tank rupture inside the tunnel [15] was based on the conservative scenario of 
a road tunnel with smallest cross-section area and a storage tank with the highest amount of 
hydrogen for passenger cars (70 MPa, 140 L). The established quasi-steady blast wave in the tunnel 
was 25 kPa for the case of rupture without combustion (observed at 40 m from the tank location) 
and 37 kPa for the tank rupture with combustion (blast wave stabilised at 30 m), i.e. 50% higher for 
a tunnel scenario. This result confirmed our previous conclusion that hydrogen combustion at the 
contact surface between air and hydrogen behind the shock increases the blast wave strength. Both 
values of blast wave overpressure are above of the serious injury threshold of 16.5 kPa [16]. 
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The previous RANS model has been changed in this study to more advanced LES for turbulence, 
and the EDC for combustion. In addition, the further increase of pressure and temperature in the 
tank before rupture observed has been taken into account in these simulations, measured in 
experiments [17]. Two fire tests were carried with both tanks pressurised up to 70 MPa. Test 1 was 
conducted with Type 4 tank of 35 L volume in which the pressure at the moment of rupture was 
94.54 MPa, i.e. 35% higher than nominal working pressure. In Test 2, a Type 3 tank of 36 L volume 
was used, the pressure before burst increasing to 99.47 MPa, i.e. 42% higher than before the test. 

NUMERICAL MODEL 

Simulations are performed using ANSYS Fluent. The pressure-based solver coupled with PISO 
pressure-velocity algorithm is applied. The numerical model used in this study included the use of 
LES for turbulence with the Smagorinsky-Lilly model for simulation of sub-grid scale turbulence 
and the EDC combustion employing one-step reaction. The comparison with 37 reactions scheme 
did not show any difference in pressure but provided essential speedup in calculation. The 
governing equations are based on the filtered conservation equations for mass, momentum, and 
energy in their compressible form. The tunnel walls and floor are specified as non-adiabatic to allow 
heat transfer from the combustion no-slip wall conditions applied. The external non-reflecting 
boundary is defined as pressure outlet with zero-gauge pressure. The second order upwind 
discretization scheme is used for pressure to improve simulation accuracy for compressible flows, 
the second order upwind scheme is used for convective terms. The first order is employed for time 
advancement. To conserve the mechanical energy of compressed hydrogen the tank volume with 
“ideal gas” in simulations was reduced compared to real tank volume (the pressure was kept as in 
experiment to get the same starting shock pressure) using the following  equation ��g KÜ � �� KÜ �Cð. Were V is volume (m3), m is mass (kg) and b = 7.69∙10-3 is the co-volume constant (m3/kg). 
The original time step adapting technique was employed to maintain a constant Courant-Friedrichs-
Lewy (CFL) number at value of 0.2 in all simulations based on sensitivity study. All calculations 
are carried out with 20 iterations per time step. 

MODEL VALIDATION 

This model has been validated against experiments with stand-alone tank rupture in fire in the open 
atmosphere at storage pressures of 35 MPa [13] and 70 MPa [17]. Good agreement between the 
simulations and experimental data for the blast wave and fireball dynamics has been achieved (see 
Fig. 1 for the 35 MPa test) [10]. Figure 1 shows the comparison of experimental (solid) and 
simulated (dashed) pressure transients at three different locations. The model reproduces the 
experimental maximum peaks and dynamics results very well. The first peak at distance 1.9 m from 
the tank (achieved at 1.4 ms) is overestimated in simulations by approximately 50 kPa. This is 
thought due to neglecting the energy loss to propel tank fragments, destroy the burner structure and 
to crater the ground.  

Figure 2 shows the comparison of fireball size in the test and simulations at 45 ms after the tank 
rupture. Both the size and the shape of fireball, including the area of bridging shock, are well 
reproduced. The validated model in the open space model for stand-alone tank is then applied for a 
series of simulations inside the tunnel to first and foremost assess the effect of inventory on the blast 
strength. 

TUNNEL GEOMETRY 

For determination of the tunnel geometry, the minimum standard solution for cross-section areas in 
road tunnel following the guidelines for the equipment and operation, with regards to road design 
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and alignment was considered. Without requirements accommodating passage for an eventual 
broken-down vehicle, the width of the road necessary is standardised as 3.5 m including a verge 
area of a meter added on each side referring to the area outside the marked driving lane [18]. These 
minimum cross-sectional dimensions for the lane width of the tunnel were kept unaltered for all 
three tunnels considered in this study. The chosen number of lanes (1, 2 and 5) for each tunnel were 
due to several reasons. The first tunnel chosen, a single lane with cross-section area of 24.1 m2 
enclosure mostly found on country roads, was considered to treat the worst-case scenario; the blast 
wave would expand and dissipate less through the close-in effects of the tunnel wall. The second 
tunnel encapsulating the other end of the worst-case scenario scale accommodating the largest 
cross-sectional area currently built, the Yerba Buena tunnel as part of the San Francisco–Oakland 
Bay Bridge [19]. It features a double-decked design each with five lanes, and the larger upper deck 
with a total cross-section area of 139.1 m2 was chosen for this study. Road traffic is mostly 
constructed using two lanes, and in some countries (e.g. Germany) constitute up until 90% of all 
rural roads including tunnels [20]. Therefore, the third tunnel used in this study contained two lanes 
as the median with cross-section area of 39.5 m2. The one and two lane tunnels both has an inner 
tunnel height of 4.5 m, the minimum required headroom for road traffic [21]. The inner height of 
the five-lane tunnel was set at 7.2 m. 

 
Fig. 1. Pressure dynamics experimental (solid) vs simulated (dashed). 

 
Fig. 2. Fireball size at 45 ms: experiment (left), simulated temperature (centre) and water mole fraction (right). 

COMPUTATIONAL DOMAIN 

A total volume of the domain (LxHxW = 300x100x75 m) being 2.25E+06 m3, a considerable size of 
domain was used to place the tunnel within, limiting the boundary conditions altering any pressure 
dynamics in and around the tunnel. Each tunnel employed was placed on the midpoint of the outer 
boundary domain, with a fixed length of 200 m. The rupture location of the high-pressure hydrogen 
enclosure was set 50 m from one exit, 150 m from the other exit. This was done mostly to ensure a 
stabilized and undisturbed pressure propagation and stabilisation throughout the long end of the 
tunnel without influence from the other exit. The control volumes (CV) of the boundary zone, 
outside the tunnel, were tetrahedral shaped and varied in size relative to its position away from the 
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tunnel. This was carried out with a scale factor of 2 and a max CV size of 10, allowing the actual 
maximum CV size used for meshing to get as big as 2x10=20 m in size. However, this would be 
dependent on the need of accuracy required in its position. CVs close to the tunnels exits would be 
smaller in size, set to be 0.1 m. One of the advantages using ANSYS Fluent is the ability to convert 
mesh, with one option being combining tetrahedral cells into polyhedral ones and executed for the 
boundary zone across all three tunnels. A summary of the tunnel dimensions and total number of 
CVs for each tunnel are listed in Table 1. 

Table 1. Tunnel dimensions and control volumes 

Tunnel Cross-section, m2 Control volumes 

Single lane 24.1 201 156 

Double lane 39.5 175 596 

Five lanes 139.1 450 226 

CVs inside the tunnel domain were of hexahedral shape, enclosing not only the entire tunnel 
boundary, but also the high-pressure hydrogen tank area. A hexahedral mesh was used to ensure a 
better approximation of the initial high gradient pressure and velocity values. The mesh size ranged 
from 0.02-0.03 m from the hydrogen surface and using a BiGeometric meshing law, would grow 
ranging from 0.05 to 0.75 m uniformly. This refined area around each respective tank sizes were 
kept unchanged across all three tunnels for consistency and stability. The entire domain containing 
sub-zones of tunnel and tank geometry are illustrated in Fig. 3.  

 

Fig. 3. Mesh of the entire domain (left), cut out of the tunnel exit (middle) and hydrogen hemispherical tank 
(right).  

The quality of the mesh was measured and assured in Fluent by the maximum orthogonal quality 
and aspect ratio and the minimum orthogonal skewness. The quality ranges from 0 to 1, where 
values close to 0 correspond to low quality in the case of the minimum orthogonal quality and 
reversed for the case of the maximum orthogonal skewness. A value of 0.4 and 0.7 were obtained 
respectively for each ran case with a corresponding maximum aspect of 28.4. The bottleneck for 
improved mesh arose from the coarseness of the large CVs at the boundary outside the tunnel, 
whereby the ambient conditions does not require a sophisticated mesh. Nonetheless, these quality 
values were all above the recommended quality threshold given by Fluent. 

INITIAL CONDITIONS 

Atmospheric pressure i.e. 101325 Pa, and air i.e. 23% O2 and 77% N2 with quiescent conditions, 
ui=uj=uk=0, was set for the entire domain as initial conditions. It is to be noted that for 
simplification, the part of the gasses with minor concentration, H2, CH4, CO2, were discounted and 
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given to the concentration of oxygen explaining its higher value originally being 20.1% [22]. To 
adhere to the notion that the increase of internal pressure in hydrogen prior to ignition due to the 
tank’s engulfment in a bonfire, the near vicinity of the tank was set to envisage only combustion 
products. The circumference of the patch around the tank had a width double the radius of the tank, 
and diameter of the tank as the added height of the tank, the patch contains mass fraction 0.1 of H2O 
and 0.9 of N2. 

The tank was then set to contain only H2 with a pressure of 94.5 MPa and a temperature of 395 K. 
This was to reflect the conditions of the tank measured right before it catastrophic ruptured in the 
earlier mentioned experiment [17]. Reproducing the tank rupturing in the simulations was done by 
setting the tank wall condition as interior, with the volume thereby modelled directly as an 
instantaneous release of high-pressure hydrogen. The properties of the different size of tanks 
simulated are listed in Table 2, covering tank sizes currently available for hydrogen-powered 
vehicles. 

Table 2. Parameters of hydrogen tanks used in rupture simulation in all three different tunnels 

Volume, L Real gas tank volume, L Hemisphere diameter, m Mass, kg 

10 14.5 0.25 0.58 

30 43.1 0.45 1.73 

60 86.0 0.61 3.45 

120 173.5 0.77 6.96 

Inside the tunnel, the walls were set to being stationary, impermeable and opaque with diffuse 
fraction equal to 1 with no-slip conditions omitting any wall roughness. Thermal heat flux was set 
with a concrete density of 2300 kg/m3, with a wall temperature equal to that of the atmospheric 
conditions of 280 K. Outside the tunnel, non-reflective properties were applied to ensure any 
parameter such as energy, mass, momentum etc. not influence the properties inside the tunnel in any 
way.  

CFL CONVERGENCE 

To enforce numerical stability and accurate description of the resolved scales of motion, the time 
advancement scheme is a meticulous choice to make. The Courant-Friedrichs-Lewy (CFL) number 
was applied, defined as: �PI � �Δ�/Δ�, where Δ� is the time step, Δ� is the cell size and � is the 
flow velocity. In compressible flows, the flow velocity is often replaced with the highest velocity of 
acoustic waves, |�| � 	 in each cell to make it more applicable. This is useful in terms of limiting 
the time step, as the isolated convective flow velocity might not be sufficient to capture all the 
prevailing acoustic wave-speeds. By using a constant CFL number, it in turn reflects not only the 
time step that would best optimize the solution on a particular grid at particular time step, it also 
provides an indication of the complexity of a problem, type of flow and model chosen to carry out 
simulations.  

A user defined function (UDF) first developed in house was used to superimpose the CFL number 
during transient simulations. There was no definite way of predicting the upper bound CFL number, 
and therefore conducted by trial and error until the convergence is obtained between different CFL 
numbers.  A way of authenticating the applied CFL number is done by conducting a sensitivity test, 
reducing the value until convergence in the results is found ensuring CFL number independence. As 
seen in Fig. 4, CFL ≤ 0.2 was found to give convergence in burned hydrogen, with a corresponding 
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numerical “loss” in hydrogen mass of close to 0%. Onwards, all simulations were carried out with 
CFL = 0.2.  

 

Fig. 4. Percentage of hydrogen burned mass (black curves) and imbalance (red curves) for various CFL 
numbers as a function of time. 

MESH SENSITIVITY 

The balance between a fine enough mesh to capture calculations of minor turbulent and diffusive 
mechanism, but still coarse enough to ensure a practical computational time is always tricky to get 
just right. The former more crucial, this would ensure that results obtained are not mesh dependent, 
removing that accuracy-bias from results obtained. A sensitivity test was carried out using two 
meshes; one coarse with a total control volume number of 176 K, and the other with 486 K denoted 
as fine mesh. The fine mesh was created by subdividing the cells widths in every direction, which 
resulted in 8 times (2x2x2) more cells for three-dimensional cells. It is to be noted that the mesh 
outside the tunnel was kept the same during the mesh sensitivity test. Modelling both meshes gave 
close convergence in the peak pressure during early stages of simulation when the pressure is most 
abrupt, with slight under prediction for the coarse grid as can be seen in Fig. 5. The measurements 
were obtained from 25 cm above the ground where the pressure is maximum, and within 5 CVs 
which forms the shock front in CFD. Since the case itself is already conservative and things like 
energy loss on car deformation, cratering, presence of obstacles etc. not taken into account, the 
coarse grid is therefore utilized in all simulations in order to retain an effective computational time. 

 

Fig. 5. Blast wave pressure along the tunnel for coarse (black dashed) and fine (grey solid) mesh, measured at a 
height 0.25 m above the ground at 0.5, 1, and 1.5 ms after tank rupture. 
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RESULTS AND DISSCUSSION 

The results of simulations presented in Fig. 6, where maximum overpressure along the tunnel is 
plotted as a function of the distance. Also depicted are three horizontal lines representing the three 
hazard distances thresholds i.e. “no-harm” (green, 1.34 kPa), “injury” (orange, 16.5 kPa) and 
“fatality” (purple, 100 kPa) [23]. These harm criteria for people thresholds are for each case 
described as temporal loss of hearing, 1% eardrum rupture probability and 1% fatality probability 
respectively. The “injury” threshold separates slight and serious injury, such as eardrum rupture and 
lung haemorrhage as direct effects due to blast wave. 

Observed up to 40 m for all tunnels is the dominant oscillating nature of pressure dynamics due to 
the series of blast reflections. From here onwards, the general trend of all the curves are very 
similar, the level difference in overpressure originating of the different cross-section areas and mass 
of hydrogen initially stored in the tank. As this quasi-steady pressure front is established, the 
pressure attenuation rate is significantly reduced with more than half the pressure retained until the 
tunnel exit for nearly all cases. In the far field (i.e. after 40 m), all cases of tunnel area and mass 
combinations fall below the “fatality” zone threshold into the “injury” zone. However, most cases 
with tank mass above 0.58 kg regardless of the tunnel cross-section are above “injury” threshold 
during the whole length of the tunnel. The average time blast wave took to reach the exit was 0.45 s.  

 

Fig. 6. Maximum blast wave pressure as a function of distance from centre of the tank for different tank sizes 
and tunnel cross-sections. 

 

Fig. 7. Maximum blast wave pressure recorded at 140 m from the tank as a function of tank mass for three 
tunnel cross-sections. 
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Figure 7 shows dependence of the maximum blast overpressure recorded at 140 m i.e. 10 m before 
the tunnel exit for all three tunnels and various tank inventories. Symbols represent the exact tank 
inventory for each simulation. Connecting lines give approximate estimation of the overpressure for 
certain tunnel cross-sections with different amounts of hydrogen inventory. For the singe-lane 
tunnel hydrogen inventory above 0.75 kg would create overpressure above “injury” limit. For the 
two-lane tunnel, this minimum inventory mass value is doubled to around 1.6 kg.  For the five-lane 
tunnel, all cases are below the “injury” limit up until 7 kg of hydrogen inventory, the enlarged 
confinement of the tunnel facilitating a more pronounced pressure decay. The “no-harm” limit is 
however not obtained at 140 m in any tunnel for hydrogen mass inventories down to 0.58 kg. All 
cases are well below the “fatality” threshold of 100 kPa.  

CONCLUSIONS 

The CFD model for simulation of blast wave and fireball created by high-pressure hydrogen tank 
rupture in a fire is developed and validated against bonfire test with tank rupture in open 
atmosphere. The validated model is further applied to simulate blast wave generated in a tunnel, 
analysing its propagation in such a confined space. Within a 150 m tunnel, results allow graphical 
estimation of the overpressure at any distance for cross sections ranging between 24-139 m2 and 
inventory mass of hydrogen from 0.58-6.96 kg at pressure before burst of 94.5 MPa, the worst-case 
scenario of tank pressure before rupture.  

The consequences analysis based on the comparison of harm criteria with pressure generated at 
distances from the tank rupture along the tunnel has shown that there is no “no-harm” zone. People 
in the tunnel would encounter fatality in the near field or injury in the far field by the generated 
blast, an unacceptable consequence. It is worth mentioning that blast damping effects either wise 
dedicated to propulsion of tank wall and other fragments (i.e. vehicle) are not accounted for in this 
study.  

This is a preliminary study of mainly academic interest rather than a source of safety guidelines for 
storage tank and hydrogen-powered vehicle developers. However, more research should be done in 
order exclude injuries and/or fatalities and develop innovative safety technologies to exclude tank 
rupture in a fire at all. One of such technologies called leak-no-burst is currently under development 
at Ulster. 
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ABSTRACT 

Understanding the mechanisms of explosions is essential for the development of safety measured and for 
minimizing devastating hazards. Due to the complexity of real chemistry, a one-step reaction model has 
been often used for theoretical and numerical studies. In this paper we compare conditions for the 
detonation development from the spontaneous wave in a hot spot for a one-step model with that obtained 
for detailed chemical models. It is shown that for detailed chemical models conditions required for the 
detonation development from the spontaneous wave in a hot spot are more limited than that for the use of 
simplified chemical models. In particular, the minimum hot spot size capable of producing a detonation 
calculated with the detailed chemical model is at least an order of magnitude larger than that predicted by 
a one-step model even at high initial pressures. The impact of a detailed chemical model is particularly 
pronounced for the methane/air mixture, where not only is the hot spot size much greater than that 
predicted by a one-step model, but the initiation of detonation by the hot spot with a temperature gradient 
is possible only if the ambient temperature outside the gradient is above 1100 K.  

KEYWORDS: detailed chemistry, spontaneous wave, detonation, explosion. 

INTRODUCTION 

Understanding the causes and mechanisms of explosions is essential for the development of safety 
measured and for minimizing devastating hazards in many industrial processes, such as coal mines, 
natural gas pipelines, hydrogen energy, nuclear, chemical and other industries [1-3]. Much 
experimental, theoretical and numerical work has been undertaken in an attempt to identify 
mechanism of the flame acceleration and the deflagration-to-detonation transition (DDT) [1, 4, 5]. 
Until recently a common approach to study DDT has been to use simulations based on a one-step 
chemical model [4, 5, 6] because complexity of real chemical kinetics. It was argued that the 
accelerating flame creates conditions in nearby unreacted material that ignite involving the 
Zel’dovich gradient mechanism and spontaneous reaction wave, and this is the mechanism of DDT. 
However, it was shown experimentally [7, 8] that for hydrogen/oxygen and ethylene-air mixtures 
the temperature in the vicinity of the flame prior to DDT does not exceed 550 K, which is too low 
for spontaneous ignition. Experimental studies and numerical simulations of DDT [8, 9, 10, 11] 
based on detailed chemical models for H2/O2 and H2/air have shown that the DDT mechanism is 
different from the gradient mechanism. In this paper we consider the conditions for which the hot 
spots where the spontaneous reaction wave can undergo a transition to detonation through the 
Zel’dovich gradient mechanism for a one-step and for detailed chemical models in highly reactive 
H2/air and in slow reactive CH4/air. This may probably help in future (if this is possible in principle) 
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to try to optimize simplified models (e.g. ignition delay time as a parameter) to make them more 
reliable for simulations DDT.   

INDUCTION TIMES: ONE-STEP AND DETAILED CHEMICAL MODELS 

For H2/air we consider the one-step Arrhenius model used in [12] for 2D simulations of the 
hydrogen/air flame acceleration and DDT in channel with obstacles.  

( )exp aW A Y E RT= ρ − , (1) 

where all the parameters, the pre-exponential factor A  = 6.86·1012 cm3/(g·s), the gas density and 
the unburned mass fraction, ρ  and Y , the activation energy of the reaction, aE  = 46.37 0RT , γ = 

1.17 is the ratio of specific heats, etc. are the same as in [12]. The detailed mechanism for 
hydrogen/air chemistry is the mechanism developed by Kéromnès et al. [13], which consists of 19 
reactions and 9 species. This mechanism was extensively validated over a large number of 
experimental conditions, especially focused on high pressures and it shows an excellent agreement 
between the modeling and experimental measurements. 

  

                                                (a)                                                                                      (b) 

Fig. 1. Induction times for H2/air calculated for the one-step and detailed models. (a) 1atm; (b) 10 atm. Empty 
symbols are experimental measurements. (a) □ – [15]; ○ – [16]; △	– [17]; (b) □ – [15], ○ – [18]. 

The one-step model for methane/air involves the same Eq.(1) used by Kessler et al. [6] for 2D 
simulations of the methane/air flame acceleration and DDT in a channel with obstacles. The same 
parameters as in [6] were used: aE  = 67.55 0RT , A  = 1.64·1013 cm3/(g·s), γ = 1.197, etc. The 

detailed model for CH4/air is the detailed reaction mechanism DRM-19 developed by Kazakov and 
Frenklach [14], which consists of 19 species and 84 reactions. The DRM-19 mechanism was 
extensively validated by many researchers for combustion characteristics related to ignition delay 
times and laminar flame velocities over a wide range of pressures, temperatures, and equivalence 
ratios. 

The ignition delay times were calculated for different chemical reaction schemes using the standard 
constant volume adiabatic model. The ignition delay time can be defined as the time during which 
the maximum rate of temperature rise, ( )max dT dt , is achieved, which is close to the time of the 

exothermic reactions activation. Figures 1 (a, b) show the induction times for H2/air versus 
temperature computed using the one-step model [12] and the detailed chemical model [13] at initial 
pressures P0 = 1 atm and 10 atm. Open symbols indicate experimental measurements. 
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Figures 2 (a, b) show the induction times for methane/air at 1atm and 10atm computed for the one-
step model [6], GRI 3.0 Mech, the detailed chemical model DRM-19 [14] and the experimental 
measurements (open symbols).  

It is seen that the induction times predicted by the detailed chemical model are in a good agreement 
with the experimental results, but differ by up to three orders of magnitude from that predicted by 
the one-step model for H2/air. Another feature of the “real” induction time is an abrupt change of 

indd dTτ  at the crossover temperatures, which correspond to the transition from the endothermal 

induction stage to the exothermal stage. The difference between the induction time given by the 
one-step model and the induction time calculated with the detailed chemical models for methane/air 
is about 10 times larger than it is for hydrogen/air.  

  

                                                (a)                                                                                      (b) 

Fig. 2. Induction times for CH4/air calculated for the one-step and detailed models. (a) 1 atm; (b) 10 atm. 
Experiments: ○ – [19], □ – [20]. 

THE GRADIENT MECHANISM; SPONTANEOUS WAVES 

We will use the conventional term a “hot spot”, which is an area within a reactive mixture, where 
the temperature is higher than in the surrounding mixture. The scale of the temperature gradient in 
the hot spot ( )/ /L T dT dx=  is considered as the size of the hot spot.  

The Zeldovich gradient mechanism 

The ignition of a flammable mixtures is one of the most important and fundamental problems in 
combustion physics. In practical cases ignition begins in a small area of combustible mixture, which 
is locally heated by means of an electric spark, hot wire, and such like. Such local energy release 
results in the formation of an initially nonuniform distribution of temperature (or reactivity), which 
depending on the mixture reactivity and the initial pressure determines the evolution of the reaction 
wave. One needs to know how the initial conditions in such “hot spots” influence the regime of the 
reaction wave, which is ignited and propagates out from the ignition location. The question of how a 
hot spot can give rise to different combustion modes remained open until the Zel’dovich’s concept 
[21] of the spontaneous reaction wave propagating along a spatial gradient of reactivity opened an 
avenue to study ignition of different regimes of the reaction wave that is initiated by the initial non-
uniformity in temperature or reactivity caused by the local energy release [22]. In a region with 
nonuniform distribution of temperature the reaction begins at the point of minimum ignition delay 
time ( ( )ind T xτ  and, correspondingly, the maximum temperature, and then it spreads along the 
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temperature gradient by spontaneous autoignition at neighboring locations where indτ  is longer. In 

the case of a one-step chemical model the induction time is defined by the time-scale of the 
maximum reaction rate. For a detailed chemistry this is the time scale of the stage when 
endothermic chain initiation completed and branching reactions begin. In the case of a one 
dimensional problem the spontaneous autoignition wave propagates relative to the unburned 
mixture in the direction of temperature gradient with the velocity: 

( ) ( ) ( )1 1 1
/ / /sp ind indU d dx T T x

− − −= τ = ∂τ ∂ ∂ ∂ , (1) 

Since there is no causal link between successive autoignitions, there is no restriction on the value of  

spU , which depends only on the steepness of temperature gradient and /ind T∂τ ∂ . It is obvious, that 

a very steep gradient (hot wall) ignites a flame, while a zero gradient corresponds to thermal 
explosion, which occurs within the induction time. The velocity of the spontaneous wave initiated 
by the temperature gradient decreases while the autoignition wave propagates along the gradient, 
and reaches the minimum value at the point close to the cross-over temperature [23], where it can be 
caught-up and coupled with the pressure wave, which was generated behind the high-speed 
spontaneous wave front due to the chemical energy release. As a result, the pressure peak is formed 
at the reaction front, which grows at the expense of energy released in the reaction. After the 
intersection of the spontaneous wave front and the pressure wave, the spontaneous wave transforms 
into a combustion wave and the pressure wave steepens into the shock wave. After the pressure 
peak becomes large enough, it steepens into a shock wave, forming an overdriven detonation wave. 
Classification of combustion regimes initiated by a temperature gradient has been studied in [21] for 
a one-step model, and for detailed chemical kinetics of hydrogen-oxygen and hydrogen-air in [23].  

SPONTANEOUS WAVES AND TRIGGERING DETONATIONS  

Problem setup 

We consider uniform initial conditions apart from a linear temperature gradient within a hot spot. 
The model of the linear temperature gradient is convenient for analysis and it has been widely used 
in many previous studies. The initial conditions at t = 0, prior to ignition are constant pressure and 
zero velocity of the unburned mixture. At the left boundary x = 0 the conditions are for a solid 
reflecting wall, where ( ,0) 0u x =  and the initial temperature, T = T* exceeds the ignition threshold 

value. Thus, the initial conditions are quiescent and uniform, except for a linear gradient in 
temperature (and hence density): 

0( ,0) * ( * )( / )T x T T T x L= − − , 0 x L≤ ≤ , (2) 

0( ,0)P x P= , ( ,0) 0u x =  (3) 

The temperature gradient is characterized by the temperature (0,0) *T T=  at x = 0, by the mixture 

temperature outside the hot spot, 0( ,0)T x L T≥ =  and by the gradient steepness, 0( * ) /T T L−  . The 

“length” L , which characterizes the gradient steepness can be viewed as the size of the hot spot, at 
which the initial temperature gradient was formed.  

The 1D direct numerical simulations are performed to solve the set of the one-dimensional time-
dependent, fully compressible reactive Navier-Stokes equations and chemical kinetics. The 
equations of state for the reactive mixture and for the combustion products were taken with the 
temperature dependence of the specific heats and enthalpies of each species borrowed from the 
JANAF tables (Joint Army Navy NASA Air Force Thermochemical Tables) and interpolated by the 
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fifth-order polynomials. In the case of a one-step model the ideal gas equation of state was used. 
The viscosity and thermal conductivity coefficients of the mixture were calculated from the gas 
kinetic theory using the Lennard-Jones potential. Coefficients of the heat conduction of i-th species 

/ Pri i picκ = µ  are expressed via the viscosity iµ  and the Prandtl number, Pr 0.75= . Simulations of 

the time evolution of spontaneous wave and the detonation initiation were performed using fifth 
order conservative finite difference scheme (WENO). Thorough resolution (up to 5 µm) and 
convergence tests were performed to ensure that the resolution is adequate to capture details of the 
problem and to avoid computational artifacts. Because of limited space, we refer readers to Refs. 
[24, 25] for fuller details of the hydrodynamic solver and resolution tests.  

Detonation initiation by temperature gradient in H2/air  

Figures 3(a, b) show the time evolution of a spontaneous wave and the detonation initiation by the 
steepest temperature gradient in H2/air (the minimum hot spot size) at the initial 0P  = 1 atm 

computed for a one-step (3a) detailed (3b) models. 

   
(a)    (b) 

Fig. 3. Time evolution of the temperature (dashed lines) and pressure (solid lines) profiles during detonation 
initiation in H2/air, at 0P  = 1 atm. (a) one-step model [11]; (b) detailed model [13].  

The velocity at which the spontaneous reaction wave decreases, starts below the upper point of the 
gradient. If the gradient is sufficiently shallow, such that the minimum speed of the spontaneous 
wave is close to the sound speed *( )s cra T  at this point, the spontaneous reaction wave can couple 

with the pressure pulse produced by the energy released in the reaction. As a result, a pressure peak 
will grow at the expense of the energy released in the reaction. After the pressure peak has become 
large enough, it steepens into a shock wave, forming an overdriven detonation wave. For a steeper 
temperature gradient (larger size of the hot spot) the velocity of the spontaneous wave at the 
minimum point is not sufficient to sustain synchronous feedback amplification between the reaction 
and the pressure pulse. In this case, the pressure waves run ahead of the reaction wave, out of the 
gradient, and the result will be a deflagration, or fast deflagration, with weak shocks running away 
ahead of the flame. 

The velocity of the spontaneous wave reaches its minimum value at the point close to the crossover 
temperature *

crT , which corresponds to the transition from the endothermal induction to the 

exothermal stage. Therefore, the necessary condition for initiating detonation by the spontaneous 
reaction wave is that the spontaneous wave initiated by the initial temperature gradient can be 
caught up and coupled with the pressure wave generated behind the high-speed spontaneous wave: 
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( ) ( ) ( ) ( ) ( )
1 1 1

* * * * *
*

0
sp cr cr cr cr s cr

T L
U T T T T a T

T x T T T

− − −∂τ ∂ ∂τ     = = ≥     ∂ ∂ ∂ −     
, (4) 

where *
crT  at the point corresponding to min{ }spU  is slightly above the crossover temperature crT . 

Using this condition we can estimate the minimum size of the hot spot for the successful triggering 
detonation. Figures 4 (a, b) show velocities of spontaneous wave at the point min{ }spU  as a 

function of the hot spot size L  calculated for the one-step (Fig. 4 a) and detailed (Fig. 4 b) models 
at P0 = 1, 5, and 10 atm. At high pressures, when triple collisions dominate, the crossover 
temperature corresponding to the equilibrium of the induction and termination stages shifts to higher 
temperatures. Therefore, the minimum steepness of gradients for detonation initiation increases, but 
the corresponding minimum size of the hot spot ( crL L= ) required for triggering the detonation 

predicted by the one-step model remains much smaller than that predicted by detailed model.  

                 

(a)    (b) 

Fig. 4. crL L=  for H2/air at 0P =  1, 5, 10atm. (a): detailed model, *
crT (1 atm) = 1300 K,  

*
crT (5 atm) = 1400 K, *

crT (10 atm) = 1410 K. (b): one-step model *
crT (1 atm) = 1200 K, *

crT (5 atm) = 1300 K,  
*

crT (10 atm) = 1400 K. 

  

(a)    (b) 

Fig. 5. Time evolution of the temperature (dashed lines) and pressure (solid lines) profiles during detonation 
initiation in H2/air at 0P  = 10 atm. (a) one-step model; (b) detailed model.  
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Figures 5 (a, b) show the time evolution of temperature and pressure profiles during the initiation of 
detonation in H2/air computed for one-step and detailed models at initial pressures 10 atm.  

The hot spot sizes crL , at which the temperature gradient can produce a steady detonation for the 

one-step and for detailed models differ because of large difference in ind T∂τ ∂  for these models, 

which determines the speed of the spontaneous wave. The ratio of critical sizes of for detailed and 
one-step models is defined by large difference in ind T∂τ ∂  for the models 

( ) ( )
1 1det stepcr cr ind inddet step

L L T T
− −≈ ∂τ ∂ ∂τ ∂ . (5) 

Detonation initiation by temperature gradient in CH4/air 

The induction times for methane/air are much longer for all temperatures compared to the 
hydrogen/air mixture. Therefore, the spontaneous wave velocity in methane/air is smaller for the 
same temperature gradients. Since the values of sound speeds and the Chapman-Jouguet velocities 
for H2/air and CH4/air are fairly close, one can expect that the minimum size of the hot spot, which 
can produce detonation in CH4/air, will be about ten times greater than it is for H2/air. Fig. 6 (a) 
shows the minimum size of the hot spot, which can produce detonation for the one-step model, but 
simulations with the detailed chemistry (Fig. 6 (b)) show that only a deflagration can be produced 
even for the hot spots, which was checked in simulations up to x > 50 cm..   

  
(a)    (b) 

Fig. 6. Time evolution of the temperature (dashed lines) and pressure (solid lines) profiles for CH4/air ( 0P  = 

1 atm, 0T  = 300 K, *T  = 1800 K). (a) one-step model [6]; (b) detailed model [14].  

As the initial pressure increases, the induction time decreases, and the spontaneous wave speed 
increases rapidly. Therefore, at high pressures the minimum size of the hot spot capable of 
triggering detonation decreases. The minimum hot spot size, which can trigger detonation in CH4/air 
at 0P  = 10 atm, *T  = 1800 K, 0T  =300 K, according to Eq. (4) could be L = 12 cm for the detailed 

DRM19 model. But in contrast to the scenario in Fig. 7 (a) calculated for the one-step model, the 
developing detonation in Fig.7 (b) quenches at x = 10 cm, even for a shallower temperature 
gradient, L = 20 cm. The reactive wave starts to move slowly away from the leading shock wave. 
The rarefaction wave propagates into the reaction zone and the separation between the heat release 
zone and the leading shock increases. As a result, the shock weakens and the detonation quenches. 
The phenomenon of spontaneous quenching of the developing detonation has been studied by He 
and Clavin [26, 27], who also pointed out that, for the same temperature gradient, for which a 
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detonation is quenching, a steady detonation can be ignited for a higher temperature 0T  outside the 

hot spot. 

It was found that at the initial pressure 10 atm a steady detonation can be produced by the 
temperature gradient only if ambient temperature 0T   = 1100 K. Fig. 8 shows the evolution of 

temperature and pressure profiles during the development of a steady CJ-detonation from the 
temperature gradient L = 6 cm, 0T  = 1100 K. In a sense, high temperature outside the gradient is 

equivalent, but not completely, to a shallower gradient. The induction stage, which is distinctive for 
real chemical reactions can be “skipped” at sufficiently high ambient temperatures. The reaction 
front propagates at smoother ambient density, so that hydrodynamic resistance at the end and 
outside the gradient is smaller and the transition to detonation may occur for a steeper gradient [23].  

  

(a)    (b) 

Fig. 7. Evolution of the temperature (dashed lines) and pressure (solid lines) profiles; 0P  = 10 atm, 0T  = 

300 K, *T  = 1800 K. CH4/air: (a) one-step model [6]; (b) detailed model [14].  

  

Fig. 8. Time evolution of the temperature (dashed lines) and pressure (solid lines) profiles during development 
of a steady detonation in CH4/air for DRM19 model.  

To verify the validity of the temperature of detonation, obtained in simulations we use the 
conservation laws. The value of reaction energy (q) obtained from conservation of energy for 
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deflagration: 2 1 1p b pC T C T q= + . Using this value of q and conservation of mass, momentum and 

energy, we obtain formulas for velocity and temperature of CJ detonation: 2
2 2 2/ ( 1)v CJ CJC T u= γ γ − , 

( ) ( )
1/2 1/ 2

2 2 2
2 1 2 1 1 2 1 2 1 1

2

1 1 1
( 1) ( ) ( 1) ( )

2 1 2CJ v vu q C T q C T
γ − γ − γ +   = γ + + γ + γ + γ − + γ − γ   γ +   

.  

It should be noted that the temperature of detonation for a one-step model in Figs. 6 (a) and 7 (a), 
TCJ ≈ 2820 K is slightly above TCJ ≈ 2700 K for H2/air. Since a steady detonation can be triggered 
by the temperature gradient only at high ambient temperatures (T0 = 1100 K), the temperature of 
detonation shown in Fig. 8 calculated for detailed chemical model is TCJ ≈ 3300 K, in agreement 
with theoretical formulas for TCJ. 

CONCLUSIONS  

The purpose of this study is to look more deeply into the influence of chemistry on the detonation 
initiation by a spontaneous wave developed by a temperature gradient for the highly reactive and 
low reactive mixtures. Although significant insights have been obtained through many 
experimental, theoretical and numerical studies, an identification of the basic mechanisms 
controlling deflagration-to-detonation transition remains one of the major challenges of combustion 
physics. Since interpretation of the multidimensional simulations, which used a one-step model, 
suggested that in most of the cases a spontaneous wave produced by the temperature gradient 
initiates detonation, it is important to know the real conditions when it is possible, and can be 
viewed as the mechanism of DDT. The results of high resolution simulations performed for one-step 
models were compared with simulations for detailed chemical models. The calculated values of 
induction times for H2/air and for CH4/air were validated against experimental measurements for a 
wide range of temperatures and pressures. It was found that the requirements, in terms of 
temperature and size of the hot spots, which produce a spontaneous wave, which in turn can initiate 
the detonation, are quantitatively and qualitatively different for one-step models compared to the 
detailed chemical models. The induction time and its temperature derivative of the induction time, 
which determines the speed of the spontaneous wave, are by orders of magnitude smaller for the 
one-step models, in comparison with the real values calculated for the detailed models and 
measured in experiments. As a consequence, for the one-step models the hot spots are much smaller 
and the temperature gradients initiating a detonation are much steeper than those calculated using 
detailed chemical models. The difference between the one-step and the detailed chemical model is 
more pronounced for low reactive CH4/air mixture. In this case, even at a high pressure of 10 atm, 
the minimum size of the hot spot, for which the spontaneous wave can initiate detonation, exceeds 6 
cm and a steady detonation can be produced only for high ambient temperatures outside the hot spot 
exceeding 1100 K. Such a temperature can trigger a thermal explosion and is unlikely to be 
achieved during the flame acceleration prior to DDT. One of the conclusions is that the gradient 
mechanism of DDT, which was previously proposed on the basis of two-dimensional simulations 
using a one-step model, is unlikely at least in the case of methane/air. The results presented here 
may be used to improve the calibration of the simplified chemical-diffusive approach developed by 
Kaplan et al. [28], see also [6]. However, according to Fomin et al. [29] it seems to be impossible to 
calibrate simplified models so that they give a correct ignition delay times and even, more or less, 
correct burning velocities. The authors [29] used a 2-step model calibrated to reproduce induction 
times according to that measured in experiments, and they obtained excellent results for the cellular 
structure of detonation. But such a calibrated model does not describe correctly deflagration. For 
modelling DDT an accurate modelling of burning velocities and ignition delay times are required to 
predict correct run-up distances and mechanism of DDT. Therefore, an accurate modelling of 
burning velocities and ignition delay times are an absolute requirement.  
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ABSTRACT 

The study is devoted to the generalization of the experimental results obtained by means of investigation 
of the quantitative characteristics of the modeled flammable hydrogen-air cloud which can occur in case 
of emergency leaks of hydrogen in underground or multi-story parking lots of hydrogen transport. Data 
are presented on 28 runs of light helium gas (hydrogen substitute) during its vertical propagation and 
interaction with an extended ceiling in case of two main types of outflow - jet and plume. The analysis of 
the experimental data by varying the parameters of helium release revealed different types of asymptotic 
decline of helium concentration in the under-ceiling layer along the radius of spreading, as well as 
different behavior of the under-ceiling layer thickness. The consequence of this difference was that, in the 
case of plume outflow, much larger volumes of the simulated fire-hazardous mixture were observed in the 
under-ceiling layer than in case of jet outflows. Some qualitative analytical explanation of the observed 
phenomena was proposed, that could be used to establish quantitative theoretical dependencies useful for 
development of the engineering guidelines on safety of the semi-confined and confined parking areas for 
hydrogen-fueled vehicles.  

KEYWORDS: Hydrogen leak, plume and jet flow, flammable volume, under-ceiling layer. 

INTRODUCTION 

The main features of the distribution of hydrogen-air mixtures in confined spaces (ventilated and 
unventilated rooms of nuclear power plants, individual garages or repair shops) where the vertical 
and horizontal dimensions of the premises are commensurate with each other have been intensively 
studied recently [1-6]. Specific features and engineering relations for the case of formation of 
flammable hydrogen-air volumes in non-ventilated, semi-confined spaces are currently in the stage 
of preliminary studies. A typical example of a semi-confined space is the underground parking of 
vehicles using light combustible gas (hydrogen, methane), where the ceiling height is much less 
than the width and length of the parking hall. 

This experimental study is devoted to the modeling of vertical leakage of light gas-helium (as 
hydrogen surrogate) under conditions simulating the outflow of hydrogen under an extended ceiling. 
A detailed study of the main features of the interaction of light floating gas with the horizontal 
surface of the ceiling in a semi–confined room in two main modes of vertical outflow - jet and 
plume - was carried out using a specially developed multipoint system for measuring helium 
concentrations in real time. 
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EXPERIMENTS 

Description of the diagnostic system 

The data acquisition system from sensors of helium concentration is a matrix of sensor boards 
connected in a line with a serial interface. The sensor boards are composed of a microprocessor 
module based on the Atmega48 microcontroller, through which they communicate with a personal 
computer by the standard digital serial interface RS485 on one or two parallel twisted pair wires 
with a wave resistance of 120 Ohms. The interface baud-rate was selected as 57600. The 
information from the whole matrix of sensors was updated every 0.5 s. The communication protocol 
was MODBUS or special. The sensing element in the sensors is a gas thermal conductivity detector 
of TCG-3880 type pre-calibrated for helium individually for each sensor. The long-term calibration 
accuracy is 0.1 volume percent. This diagnostic system is described in more detail in [7]. 

Description of the experimental setup 

The basis of the experimental setup was a rectangular frame made of metal beams, in the upper part 
of which a suspended ceiling of thick polyethylene membrane was stretched. The suspended ceiling 
had a height of 2.07 m and was placed in a wide closed room with ceiling height of 3 m. The length 
and width of the frame was 4.04 m. Helium was released vertically upwards in the exact center of 
the installation. After contacting the suspended ceiling, the flow spreads radially from the release 
axis forming an under-ceiling layer. After reaching the edges of the suspended ceiling, helium 
flowed up to the ceiling of the experimental room. 

 
Fig. 1. Location of helium sensors relative to the up-flow axis and suspended ceiling. 

The electronic sensor boards were fixed on a wooden plane along one of the spreading radiuses 
away from the axis and 1.5 m below the suspended ceiling. The helium sensor heads, which have a 
typical size of about 10 mm, were placed at certain distances from the boards on the shielded cables 
and fixed on four vertical threaded studs with a diameter of 8 mm by means of pairs of nuts with 
clamps moving along the studs. The scheme of their locations relative to the axis of the helium flow 
and the suspended ceiling is shown in Fig. 1 with the coordinates of all sensors. All dimensions are 
in millimeters. Sensors № 11, 15, 16, 20, 21 were used twice. Once in the general scheme when all 
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sensor heads were located away from the axis. For the second time they were used to measure 
helium concentrations on the axis of the up-flow. 

The difference between the jet and plume regimes of subsonic gas up-flow is the difference between 
the initial conditions of the gas release. If the initial momentum of the up-flow is large enough, then 
for the description of dynamics of a light gas one can neglect its buoyancy within some distance 
from the release point. However, it is clear that any vertical jet of light gas upon reaching some 
distance from the release point due to the action of buoyancy forces acquires an additional 
momentum which eventually surpasses the initial one, and the jet passes into the plume where the 
influence of the initial impulse is, as it were, forgotten. The length at which this occurs is called the 
plume formation distance. It is calculated for hydrogen by the formula [2, 8, 9]: 

0 00.32jL v D= , (1) 

In this formula D0 is the initial diameter of the outflow, v0 is the initial velocity of the outflow. For 
helium the numerical coefficient in this formula changes to 0.33. If the distance from the release 
point to the ceiling H >> Lj, the up-flow is plume type. If, on the contrary, the considered distances 
H << Lj, then the up-flow is jet type. 

For realization of two main regimes of flowing – jet and plume – two different output pipes for 
vertical helium release were used. Both of them had a height of 470 mm, but the nozzle for jet flow 
was a narrow steel tube with inner diameter of 8 mm, and the nozzle for plume flow was a wide 
plastic pipe with an inner diameter of 98 mm. In the second case a metal mesh sponge was laid 
inside the wide pipe to equalize the gas flow in the cross section, and a disk of highly porous sponge 
metal was installed in the output section. The flowrates of helium in the experiments were from 5 to 
16 l/s (i.e., from 0.89 to 2.85 g/s), and so the plume formation distance for jet modes were lying in 
the range 3 - 9 m, i.e., obviously greater than the height of the suspended ceiling, while for plume 
modes, in the range of 0.07 - 0.22 m, that is, certainly less than this height. These flowrates were 
chosen also to generate concentrations under the ceiling that would be reliably measurable with 
good accuracy and in accordance with the adopted level of hydrogen risk of the order of 4% and 
above. In eight experiments the injection pipes were lifted so that their outlets were at a height of 
1520 mm above the floor to change the aspect ratio. 

Experiments 

Table 1 shows all the experimental runs carried out indicating the conditions of their realization and 
according to the sequence numbers. 

The first two experiments were trials. All other experiments can be divided into two groups – 
experiments under the ceiling and experiments with the free up-flow of helium with the dismantled 
suspended ceiling and five sensors on the release axis – as shown in Fig. 1. The latter group 
includes four of the tests, №. 25-28. These experiments are connected with the two tests under the 
suspended ceiling, № 7 and 8, which also involved five sensors on the axis. These experiments were 
carried out to understand the effect of the ceiling on the change in helium concentration along the 
flow axis. 

The main experiments under the ceiling differ in the type of up-flow (plume, jet), flowrate (5 and 16 
l/s) and the height of the release point above the floor (470 and 1520 mm). All experiments with the 
same parameters were repeated two or three times. 

RESULTS 

The main experimental results are drawn out from the measurements of helium concentration 
dependencies in the periphery of the up-flow at distances from 25 to 225 mm from the suspended 
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ceiling surface and from 370 to 1570 mm from the release axis. However, in tests №. 7, 8 and 25-
28, measurements were made of the concentrations on the release axis by means of the five sensors 
placed 300 mm apart from each other (see Fig. 1). In these experiments the free up-flow was 
compared with the up-flow under the ceiling. 

Table 1. Description of all experimental tests 

№ test 
Type of 
release 

Release 
diameter, mm 

Helium 
flowrate, l/s 

Height of 
helium 

source, mm 
Comment 

3 jet 8 16 470 no sensors on axis 

4 plume 98 16 470 no sensors on axis 

5 plume 98 16 470 no sensors on axis 

6 plume 98 16 470 no sensors on axis 

7 jet 8 16 470 5 sensors on axis 

8 plume 98 16 470 5 sensors on axis 

9 plume 98 5 470 1 sensor on axis in top point 

10 plume 98 5 1520 1 sensor on axis in top point 

11 plume 98 5 1520 1 sensor on axis in top point 

12 plume 98 16 1520 1 sensor on axis in top point 

13 plume 98 16 1520 1 sensor on axis in top point 

14 jet 8 5 1520 1 sensor on axis in top point 

15 jet 8 5 1520 1 sensor on axis in top point 

16 jet 8 16 1520 1 sensor on axis in top point 

17 jet 8 16 1520 1 sensor on axis in top point 

18 jet 8 5 470 1 sensor on axis in top point 

19 jet 8 5 470 1 sensor on axis in top point 

20 jet 8 16 470 1 sensor on axis in top point 

21 jet 8 16 470 1 sensor on axis in top point 

22 plume 98 5 470 1 sensor on axis in top point 

23 plume 98 5 470 1 sensor on axis in top point 

24 plume 98 16 470 1 sensor on axis in top point 

25 plume 98 16 470 without ceiling, 5 sensors on axis 

26 jet 8 16 470 without ceiling, 5 sensors on axis 

27 jet 8 5 470 without ceiling, 5 sensors on axis 

28 plume 98 5 470 without ceiling, 5 sensors on axis 

In each experiment the reducer on the gas cylinder was used to set a constant flowrate on the 
calibrated differential pressure gauge which was maintained for 25-30 seconds. At this time there 
was an automatic recording of the readings of all sensors with the help of the described above 
digital data collection system directly to a personal computer, where the data for each experiment 
were stored as a file. 

On the basis of these stationary readings, two main experimental values were calculated – the 
thickness of the under-ceiling layer and the decay in the under-ceiling concentration along the 
radius from the release axis. The thickness of the under-ceiling layer was calculated on each of the 
four vertical sensor lines, which were 370, 770, 1170, and 1570 mm away from the flow axis (see 
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Fig. 1). The sensors on each of these vertical lines were spaced from the ceiling by 25, 75, 125, 175, 
and 225 mm. The concentration values at these points of the experimental dependences can be 

approximated by the Gauss curve ( )2 2expA z h−  by regression method with two parameters for 

the smallest sum of squared deviations. In this case z  characterizes the distance from the ceiling, 
A  is the first regression parameter characterizing the maximum value of the concentration directly 

under the ceiling, while h  can be interpreted as the characteristic thickness of the under-ceiling 
layer of helium spreading along the ceiling at a given radius from the release axis of the up-flow. 
This is a calculated value and it will be used further as an estimate of the characteristic thickness of 
the under-ceiling layer. 

In Fig. 2 the data from five near-ceiling sensors collected in the experiments, № 3, 12, 14, 16 and 
21, are shown including sensor № 21 directly on the release axis. According to these data, an 
average value was calculated for the signal of each sensor at the time of reaching the stationary 
readings by all sensors. 

  
(a)                                                                             (b) 

Fig. 2. Concentration versus time on the near-ceiling sensors № 21, 16, 12, 3, and 14:  
(a) – experiment №16, jet; (b) – experiment №12, plume. 

  

(a)                                                                             (b) 

Fig. 3. Experimental dependences of under-ceiling concentration and layer thickness at the distance r  from the 
flow axis. Jet regime, helium flowrate 16 l/s, release point is 470 mm above the floor. (a) – Concentration 

decline ~ 
1r−

; (b) – Linear approximation of the layer thickness growth has a slope of 0.2323. 
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In Fig. 3 the specified dependences of the decrease in the under-ceiling concentration and the 
thickness of the under-ceiling layer for the experiments in the jet regime at helium flowrate of 16 l/s 
and the height of the release point above the floor of 470 mm are presented. The results of three 
similar experiments of № 3, 20 and 21 are presented as well as the average value. For all the 
experiments with the same parameters, the average value at each point was determined and a 
corresponding average curve was constructed. 

  

(a)                                                                             (b) 
Fig. 4. Experimental dependences of under-ceiling concentration and layer thickness at the distance r  from the 
flow axis. Plume regime, helium flowrate 16 l/s, release point is 470 mm above the floor. (a) – Concentration 

decline ~ 
0.5r−

; (b) – Linear approximation of the layer thickness growth has a slope of 0.058. 

For the approximation of the decrease rate of the under-ceiling concentration with distance from the 

release axis the power-law dependences of the type r−α  were chosen, where r  is the distance from 
the release axis. This approximation was made for average values of the dependences obtained in 
three similar experiments. In this case, the approximation was carried out in such a way that the 
concentration values in it and in the experiment at a distance of 770 mm from the flow axis 
coincide. From Fig. 3a one can see that, for the given parameters of the experiment, the last three 
most remote points from the flow axis, which characterize the decline of the concentration on the 

radius r, fit very well to the dependence 1r− . 

The thickness of the under-ceiling layer grows quite rapidly with distance from the release axis. If it 
is approximated by a linear approximation, the slope coefficient is quite large and is equal to 0.2323 
(Fig. 3b). 

Figure 4 shows the dependences of the under-ceiling concentration and layer thickness on the 
distance from the release axis for the same flowrate of 16 l / s and the same height of the release 
point as in Fig. 3, but for the plume regime. The decline in the near-ceiling concentration on the 
upper sensors is significantly slower than in Fig. 3 and is well approximated by the dependence 

0.5r− . The thickness of the layer also grows significantly slower than in the jet regime with the same 
flowrate. 

In Fig. 5, data similar to those in Fig. 4 for the jet regime with the height of the release point above 
the floor of 470 mm are shown, but for the smaller flowrate of 5 l/s. It can be seen that the rate of 

decay of the concentration with a decrease in the flowrate slowed to 0.75r−  and, at the same time, 
the growth of the layer thickness with distance from the release axis also became slower. It should 
be noted that a significant (3.2 times) decrease in helium flowrate did not lead to any significant 
decrease in the concentration on the near-ceiling sensors in comparison with the data in Fig. 3. 
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In Fig. 6 the dependences of the concentration and under-ceiling layer thickness are depicted for the 
same flowrate of 5 l/s and the same height of the release point of 470 mm as for Fig. 5, but for the 
plume regime. The dependencies are almost the same as for the plume data in Fig. 4 with a flowrate 

of 16 l/s: the same degree 0.5r−  reflecting the rate of decay of the under-ceiling concentration and 
almost the same slope angle of the linear approximation. The total concentration level at each point 
is about two times lower than in Fig. 4 for a flowrate of 16 l/s. Thus, in contrast to the jet regime, a 
decrease in the volume flowrate at the release point by 3.2 times in case of the plume regime led to a 
decrease in the near-ceiling concentrations by about a factor of two. 

  

(a)                                                                             (b) 
Fig. 5. Experimental dependences of under-ceiling concentration and layer thickness at the distance r  from the 

flow axis. Jet regime, helium flowrate 5 l/s, release point is 470 mm above the floor. (a) – Concentration 

decline ~ 
0.75r−

; (b) – Linear approximation of the layer thickness growth has a slope of 0.1. 

  

(a)                                                                             (b) 
Fig. 6. Experimental dependences of under-ceiling concentration and layer thickness at the distance r  from the 

flow axis. Plume regime, helium flowrate 5 l/s, release point is 470 mm above the floor. (a) – Concentration 

decline ~ 
0.5r−

; (b) – Linear approximation of the layer thickness growth has a slope of 0.056. 

The experiments where the release point was raised to a height of 1520 mm above the floor are 
presented starting from Fig. 7. This mode is particularly interesting because it increases the aspect 
ratio of the available length of the ceiling from the edge to the release axis (2 m) with respect to the 
distance from the ceiling to the release point (0.55 m) up to almost 4.  

In Fig. 7 the data on the jet up-flow under the ceiling from the height of 1520 mm above the floor at 
the flowrate of 16 l/s in two experiments are presented. The difference with the experimental 
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conditions shown in Fig. 3 is only in the height of the release point. As it can be seen from Fig. 7, 
the raising of the release point introduced no significant difference. There is the same rate of decline 

in the under-ceiling concentration ~ 1r− . The growth rate of the under-ceiling layer thickness is 
about the same, with a slope coefficient of 0.21. Also, the initial value of the thickness of the under–
ceiling layer on the nearest to the axis vertical line of sensors is almost 2 times less – only 0.06 m. 

Figure 8 presents the experiments in the plume regime of up-flow with the same experimental 
conditions shown in Fig. 4 except for raising the release point to 1520 mm above the floor. This 
mode is characterized by a significant difference in the rate of decline of the near-ceiling 
concentration – it significantly slows down and its asymptotic is well described by the dependence 

~ 0.25r− . 

  
(a)                                                                             (b) 

Fig. 7. Experimental dependences of under-ceiling concentration and layer thickness at the distance r  from the 
flow axis. Jet regime, helium flowrate 16 l/s, release point is 1520 mm above the floor. (a) – Concentration 

decline ~ 
1r−

; (b) – Linear approximation of the layer thickness growth has a slope of 0.21. 

  
(a)                                                                             (b) 

Fig. 8. Experimental dependences of under-ceiling concentration and layer thickness at the distance r  from the 
flow axis. Plume regime, helium flowrate 16 l/s, release point is 1520 mm above the floor. (a) – Concentration 

decline ~ 
0.25r−

; (b) – Thickness of the layer practically does not increase with distance from release axis. 

At the same time this is accompanied by the fact that the thickness of the under-ceiling layer 
practically ceases to grow with distance from the release axis, its value is 0.05 m at any available 
radius of the experiments, while at the release from the position of 470 mm above the floor (Fig. 4b) 
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this thickness began to grow with a value of 0.1 m with a slope of 0.058. The total values of the 
near-ceiling concentrations significantly increase in comparison with Fig. 4. It is obvious that this 
experimentally detected feature of the plume flow regimes should directly lead to a sharp increase in 
the volume of the flammable hydrogen-air mixture in the under-ceiling spreading layer in 
comparison with the jet regime with the same flowrate in Fig. 7. 

The experiments, carried out with the sensors on the release axis in case of the suspended ceiling 
and without it, showed that the concentration at the upper under-ceiling sensor in the plume regime 
exceeds that in the jet regime with the same flowrate 16 l/s by 2.4 times in case of the ceiling and by 
1.9 times in its absence. So, the much slower decrease in the concentration in the plume regime in 
the under-ceiling layer along the radius from a larger initial concentration leads to the formation of 
an extended area of flammable volume (where the concentration exceeds 4%) in the form of a flat 
pancake directly under the ceiling. In the jet regime, with a rapid decline of under-ceiling 
concentration along the radius from a smaller initial value, the area of flammable concentration 
occupies an insignificant volume mostly near the release axis. 

  
(a)                                                                             (b) 

Fig. 9. Experimental dependences of under-ceiling concentration and layer thickness on the distance r from the 
flow axis. Jet regime, helium flowrate 5 l/s, release point is 1520 mm above the floor. (a) – Concentration 

decline ~ 
0.5r−

; (b) – Linear approximation of the layer thickness growth has a slope of 0.08. 

  
(a)                                                                             (b) 

Fig. 10. Experimental dependences of under-ceiling concentration and layer thickness at the distance r  from 
the flow axis. Plume regime, helium flowrate 5 l/s, release point is 1520 mm above the floor.  
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(a) – Concentration decline ~ 
0.25r−

; (b) – Thickness of the layer practically does not increase with distance 
from release axis. 

In Fig. 9 one can see the dependences of the concentration and the under-ceiling layer thickness on 
the distance from the release axis in the experiments in the jet regime at helium flowrate of 5 l/s and 
the height of the release point of 1520 mm above the floor. The decline in the near-ceiling 
concentration here is the slowest for all the considered jet flow regimes and is characterized by a 

rate ~ 0.5r−  – just like for plume regimes with the release point height of 470 mm. Also, the average 
slope of the linear approximation of the layer thickness growth is sufficiently small. 

Figure 10 presents the experiments in the plume regime similar by conditions to those shown in 
Fig. 8 but with the small flowrate of 5 l/s. The type of dependence has the same remarkable 
characteristics from the point of view of fire risk as in Fig. 8: slow rate of concentration decline ~ 

0.25r−  and constant thickness of the under-ceiling layer at any distance from the flow axis within the 
sensor locations. The lower flowrate leads to smaller levels of concentration but did not affect the 
thickness of the under-ceiling layer which remained equal to 0.05 m. 

ANALYSIS 

Figure 11 shows the relative boundaries of the jet and plume up-flows at the interaction with the 
ceiling. The boundaries of the jet and the plume at the vertical up-flow from the corresponding 
nozzle are constructed on the basis of the standard opening angle of the turbulent jet α, lying in the 
range 12-14° and determined by the coefficient of turbulent entrainment of ambient air. The relative 
boundaries of the layer lying under the ceiling in both cases are shown on the assumption of above-
described features of the change in the thickness of the under-ceiling layer revealed in the 
experiments. The main feature of the jet outflow at the high flowrate of 16 l/s is that the angle 
formed by the boundary of the spreading under-ceiling layer at the interaction with the ceiling and 
the ceiling plane (angle β in Fig. 11) is sufficiently large and numerically approximately equal to the 
opening angle of the turbulent jet α (tan β ≈ 0.23 – see Fig. 3 and 7). In case of the smaller flowrate 
of 5 l/s, the tangent of the angle β decreases to 0.1, and there is a tendency to slow the growth rate of 
the thickness of the ceiling layer with distance from the axis (dotted line in Fig. 11) in case of 
approach to the ceiling of the release point of the jet up-flow. 

 

Fig. 11. The characteristic shape of the jet and plume at interaction with the ceiling. 

In the jet regimes, the under-ceiling concentration falls quite rapidly with distance from the release 

axis: in case of a large flowrate the asymptotic decline behaves as ~ 1r−  at any height of the release 
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point, while a reduction in the volumetric flowrate in the jet leads to a slower rate of decline in the 

under-ceiling concentration from ~ 0.75r−  (at a lower position of the release point) to ~ 0.5r−  when 
approaching the release point to the ceiling. This results in a very small volume of flammable 
hydrogen-air mixture concentrated mainly near the release axis. 

The plume regimes are characterized by a small angle of reflection from the ceiling β at the 
spreading of the under-ceiling layer in case of a lower position of the release point both at a large 
and small flowrate (tan β ≈ 0.05-0.06). In this case the approximation of decay in the near-ceiling 

concentration is fitted well by the slow dependence ~ 0.5r− . In the case where the release point is 
moved closer to the ceiling, the plume regimes both with small and large volume flowrates produce 
a layer under the ceiling whose thickness practically does not change as it moves away from the axis 
of the plume. In this case, the asymptotic decay in the near-ceiling concentration is well described 

by a very slow dependence ~ 0.25r− . This leads to the formation of an extended flat area under the 
ceiling in the form of a pancake, in which flammable concentrations of hydrogen are present at large 
distances from the release axis. 

There is a clear correlation between the angle of reflection of the gas flow from the ceiling β and the 
rate of decrease of the near-ceiling concentration along the radius. It looks like a decrease in the rate 
of decay of the near-ceiling concentration as the angle of reflection β decreases in all regimes - jet 
and plume.  

We can try to apply the conservation equations to the stationary state of gas motion in the under-
ceiling layer to analyze the experimental results. To do this, we assume that within its characteristic 
thickness h  the layer moves with the same average velocity v , and outside h  there is no 
movement. The real profile of the volume concentration of light gas in the layer C  is also replaced 
by a rectangular one with the same thickness h . At any radius r remote from the release axis by a 
sufficient distance for a vertical flow to pass into the creeping under-ceiling layer, the same number 
of light gas particles must pass through the ring vertical cross-section of the layer with an area of 
2 rhπ  per time unit. This enforces conservation of mass of injected material. Hence, we have the 
first integral of stationary motion of the buoyant under-ceiling layer: 

Сvrh const= . (2) 

The second integral can be obtained under the assumption that the friction of the moving layer on 
the ceiling can be neglected. In the case of its applicability there is a law of conservation of the 
radial momentum in the layer. Neglecting the slow change in the density of the gas mixture in the 
layer as it spreads over the radius, we obtain the second integral of motion: 

2rhv const= . (3) 

Combining Eqs. (2) and (3) we get:  

( ) ( )v r const C r= ⋅ , (4) 

and 

( ) ( )2C r r h r const= . (5) 

For jet release regimes, as was found above, the growth of the under-ceiling layer thickness is 
according to the law ( ) tgh r r= β  (see Fig. 11). Substituting this expression in Eq. (5) we obtain that 

the concentration in the layer should fall according to the law 1C const r−= ⋅ , which in general was 
observed in the experiments for jet regimes of up-flow. Besides, it follows from Eq. (4) that the 
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average radial velocity in the under-ceiling layer is subject to the same dependence. This result is in 
good agreement with the data of reference [10], where a turbulent radial wall jet formed by an 
impinging circular jet on a smooth flat plate was investigated. For plume release regimes 
characterized by a small increase in the thickness of the under-ceiling layer with radius or no such 

growth, substituting h const=  in Eq. (5), we obtain 0.5C const r−= ⋅ , while for plumes with a 

constant thickness of the under-ceiling layer a slower dependence 0.25C const r−= ⋅  is observed 
experimentally. This means that for jet flow regimes characterized by a large initial momentum 
friction against the ceiling can be neglected at least at some distance from the jet axis (in 
experiments up to the edge of the suspended ceiling), because the application of conservation of 
momentum (Eq. (3)) gave a rate of concentration decay in the layer consistent with the experiment. 
While for plume flow regimes characterized by a low initial momentum it is obvious that the 
application of Eq. (3) is too strong an assumption, and therefore the friction against the ceiling 
cannot be neglected. 

Thus, while deriving the theoretical dependences of the parameters of the flowing under-ceiling 
layer at the interaction of a vertical jet and plume with the ceiling, we can now conclude that for jets 
the friction on the ceiling (at least up to a certain distance from release axis) can be neglected, while 
for plumes it cannot be. Weak jets (with a small initial flowrate) while interacting with the ceiling 
behave similar to the plumes with a lower point of release, according to the characteristic 
dependencies of their under-ceiling layers. This leads to the conclusion that the key parameters 
characterizing the interaction of the vertical flow of a light gas with the ceiling are the value of the 
initial momentum and the distance to the ceiling from the release point of the gas. 

CONCLUSION 

The results of the experiments and their analyses clearly demonstrate that the two modes of 
hydrogen release – plume and jet – can produce at the same flowrate radically (perhaps by orders of 
magnitude) different flammable volumes in case of a sufficiently long release of hydrogen under an 
extended ceiling. 

The experiments were carried out at moderately high flowrates of helium (hydrogen substitute) > 1 
g/s, which can be considered as a conservative estimate for hydrogen outflows from the fuel tanks 
of hydrogen cars in garages and closed parking lots with an extended ceiling. It was found that the 
most dangerous leakages are those that generate plume (not jet) release regimes of formation of 
flammable hydrogen-air clouds. At the same flowrate of hydrogen leakage, the volumes and masses 
of flammable hydrogen-air mixtures can increase manifold due to a principally different character of 
interaction with extended ceilings in plume regimes compared with jet regimes. Thus, the influence 
of the release momentum of hydrogen leakage, as well as the distance from the leakage point to the 
ceiling are fundamental for hydrogen safety.  

The correlations of concentration fields of light gas under the extended ceiling depending on the 
different release regimes obtained in conditions of a direct experiment modeling of real hydrogen 
leaks can be used to specify rules of hydrogen safety for parking of hydrogen cars, as well as for 
industrial and infrastructure facilities where hydrogen is used. 
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ABSTRACT 

Experimental investigations were performed to evaluate the effects of obstacles inside tube on the 
pressure dynamics evolution, spontaneous ignition and flame propagation during pressurized hydrogen 
release. The obstacles region was consisted of seven metal obstacles and six metal spacers. Pressure 
transducers and light detectors were installed along the tube to measure pressure variation and hydrogen 
flame inside tube. The influence of obstacles was examined for three different locations inside tube. The 
results show that the strength of shock wave is weaken by flow divergence, and then gradually recovers 
as it travelling along the tube. The light signal analysis shows that the presence of obstacles in different 
locations has almost no influence on the minimum burst pressure for spontaneous ignition in our tests. 
However, the presence of obstacles plays an important role in the hydrogen combustion inside tube. Once 
the spontaneous ignition occurring inside tube, the reflected shock wave promotes combustion before 
obstacles. And the probability of the flame intensity enhancement increases with increasing distance 
between burst disk and obstacle location. In addition, the combustion inside tube is only temporarily 
intensified after obstacles. 

KEYWORDS: High-pressure hydrogen, spontaneous ignition, obstacle locations, shock wave, flame 
propagation. 

INTRODUCTION 

As a renewable clean energy, hydrogen presents excellent characteristic such as high efficiency and 
no-emissions. The application of hydrogen fuel cell vehicles (HFCVs) is gaining an increasing 
attention worldwide. However, there are some technical problems impeding the development of 
HFCVs, one of which is the onboard high-pressure hydrogen storage safety. Severe fires and 
explosions maybe caused when hydrogen sudden leaks from high-pressure container or a pipe 
without the presence of ignition sources. It is necessary to understand the kinetic characteristic of 
spontaneous ignition and subsequent flame evolution during pressurized hydrogen release. 

The diffusion ignition mechanism for spontaneous ignition was first proposed by Wolanski and 
Wojcicji [1], and it has been extensively studied since then. Wolanski and Wojcicji [1] 
demonstrated that ignition may occur inside the tube when the temperature of hydrogen-air mixture 
behind the leading shock wave is flammable and the temperature is high enough. Dryer et al. [2] 
suggested the multi-dimensional transient flow plays an important role in spontaneous ignition, 
which can facilitate mixing of shock-heated air and expanding hydrogen behind the shock wave. 
Shock-induced vortices and turbulence generated at the hydrogen-air contact surface promote 
molecular diffusion and provide more combustible mixtures for spontaneous ignition [3-5]. Except 
for high temperature hydrogen-air mixture in contact surface, another key factor for spontaneous 



Proceedings of the Ninth International Seminar on Fire and Explosion Hazards (ISFEH9) 

1350 

ignition is that the mixture maintains for a long enough time until inflammation [6, 7]. Several flow 
visualization studies [8-11] were conducted to investigate the ignition process and the flame 
propagation inside tube by the shadowgraph and high-speed direct photography. The duration 
period of mixing increases as the leading shock wave travels along the tube, and the ignition takes 
place after a certain induction time elapsing from the start of mixing [9]. There were two possible 
locations where initial ignition was captured: one was in the boundary layer along the wall and 
another one was on the tube axis at the contact region [9-11]. The hydrogen flame produced by 
spontaneous ignition inside the tube may be quenched or developed into a hydrogen jet flame after 
it exits the tube. It was suggested that the formation of a complete flame across the tube is important 
for a sustained hydrogen jet flame outside the tube [12]. The hydrogen flame propagation dynamics 
outside tubes was also studied in [13-16]. It was found that the flame grows gradually after jetting 
into air, then vortex induces the flame splitting into upstream and downstream region, and the 
upstream flame region sustains near the tube exit finally [15, 16]. 

The majority of previous studies have focused on the spontaneous ignition of high-pressure 
hydrogen sudden release through a tube without obstacles. In practice, there is often the presence of 
obstacles either inside or outside tube during pressurized hydrogen release. Xu et al. [17] found that 
the presence of obstacle may quench the flame when a direct pressurized hydrogen release into air 
by numerical simulation. However, Kim et al. [18] pointed out that the existence of an obstacle 
outside the tube could not change the type of ignition patterns but may promote flame stabilization 
outside the tube. Morii et al. [19] reported that small obstacles inside a tube drastically changed the 
spontaneous ignition mechanisms when pressurized hydrogen sudden discharged through the tube. 
When the leading shock wave passed through the lateral orifice [20] or bottom orifice [21] along 
release tubes, it was suggested the reflected shock wave was produced and was necessary for 
spontaneous ignition. Nevertheless, the experimental investigation is necessary to deep understand 
the effects of obstacles inside tube on hydrogen spontaneous ignition. In this paper, an experimental 
study is carried out to investigate the effect of obstacle locations inside the tube on the shock wave, 
spontaneous ignition and flame propagation of high-pressure hydrogen. 

EXPERIMENTAL APPARATUS 

Figure 1 shows the schematic of experimental apparatus which is based on a shock tube system. The 
drive section is a 0.44 l high-pressure hydrogen tank and the driven section is a downstream release 
tube with ambient pressure air. A circular nickel burst disk with cross scores (Dalian Ligong Safety 
Equipment Co., Ltd) is used as diaphragm to separate the high-pressure tank and release tube. The 
burst pressure (Pb) is measured by a strain gauge pressure sensor (Kulite, ETM-375M-20MPa) 
mounted in the high-pressure tank. Cylindrical release tubes with three obstacle locations are 
considered and the schematic of obstacle locations inside tube is shown in Fig 2 (a). The 
experimental results of the tube with obstacles in location 3 have been reported in our recent 
publication [22]. Figure 2 (b) presents the detailed composition of obstacle region, which is 
composed of 7 metal obstacles (2 mm width) and 6 metal spacers (4 mm width) alternately. The 
burst disk, downstream release tube, metal obstacle and metal intervals have the same internal 
diameters of 15 mm. Four pressure transducers Pn (PCB Piezotronics, 113B22) and four light 
detectors Ln (Thorlabs, Si photodiode, FDS010) are symmetrically installed along the release tube 
for measuring the pressure dynamics and flame signals. The burst pressure (Pb) is varied from 
2 MPa to 7 MPa in this study. 

The experimental procedure is as follows. First, air is evacuated from high-pressure tank and supply 
gas pipeline. High-pressure hydrogen is then gradually supplied to the tank until the diaphragm 
ruptures, resulting in the sudden release of hydrogen into the semi-confined exhaust chamber 
through the downstream release tube with obstacle. The exhaust chamber is a rectangular cavity of 
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1200 mm × 470 mm × 500 mm, which is connected with release tube on the left and open to 
atmosphere on the right. There is a pressure transducer (PCB Piezotronics, 113B22) installed on the 
top wall of the chamber to measure the overpressure (Pout) variation in the exhaust chamber. A high-
speed video camera (Phantom, v700) is used to record the flame propagation phenomena outside 
tube from two viewports (230 mm × 230 mm) on the two exhaust chamber sides. The images are 
obtained at the recording speed of 79069 fps and resolution of 256×256 pixels. The time when P1 
detects a sudden pressure increase is set to trigger the high-speed video camera and the data 
recording system (HIOKI, 8860-50). 

 

Fig. 1. Schematic of experimental apparatus:(1) compressed gas cylinder, (2) vacuum pump, (3) data recorder, 
(4) high-pressure tank, (5) strain gauge pressure sensor, (6) burst disk, (7) release tube, (8) light detector, (9) 

piezoelectric pressure transducer, (10) high-speed video camera, (11) viewport, (12) exhaust chamber. 

 
Fig. 2. (a) Schematic of obstacle locations inside tube, L – tube length, Pn – pressure transducer, Ln – light 

detector; (b) Schematic of obstacles arrangement and photos, D – diameter. 

RESULTS AND DISCUSSION 

The sudden release of high-pressure hydrogen into the tube can generate a shock wave which 
impacts on the piezoelectric pressure transducers (Pn). When spontaneous ignition occurs inside the 
tube, light signal can be detected by the light detectors (Ln). In total, 71 tests are conducted with 
different release tubes, in which 18 tests are carried out in a tube without obstacles for comparison. 
Here, the effects of obstacles inside tube on shock wave propagation are first discussed. Then, the 
spontaneous ignition inside the tube with and without obstacles is analyzed. Finally, the influence of 
obstacles on hydrogen flame propagation inside tube is studied. 

Effect of obstacles on shock wave propagation inside the tube 

Figure 3 shows the typical time history of pressure and light signals at different positions inside tube 
with varying obstacle locations. A shock wave is formed and propagates inside tube with the fact 
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that a sharp pressure rise is sequentially detected by pressure transducers P1, P2, P3 and P4. When the 
shock wave impacts on the obstacles, a reflected shock wave is formed and propagates to upstream 
in the tube. As the reflected shock wave passing the pressure transducers in upstream, a second 
pressure rise is detected by transducer P1 in Fig. 3(a), P2, P1 in Fig. 3(b) and P3, P2, P1 in Fig. 3(c). 
However, there is no reflected shock wave in the tube without obstacles. 

     
(a)      (b) 

 
(c) 

Fig. 3. Time history of pressure and light signals at different positions inside tube with varying obstacle 
location. (a) Obstacles in location 1, (b) obstacles in location 2, (c) obstacles in location 3. 

Figure 4 shows relationships of the shock Mach number in tube with and without obstacles versus 
burst pressure for varying obstacle locations. The shock Mach number inside tube is obtained from 
the mean shock speed calculated between two adjacent pressure transducers. It is found that the 
shock Mach number increases with increasing the burst pressure in tube either with obstacles or 
without obstacles. In addition, the shock Mach number in tube with obstacles is always less than 
that without obstacles under the same burst pressure as shown in Fig. 4. This indicates that the 
shock strength undergoes a reduction when the shock wave passes through obstacles, which may be 
caused by the flow divergence. 

In order to further understand the effect of obstacles on the shock wave propagation inside tube, Fig. 
5 plots the shock Mach number versus propagation distance for some typical tests with different 
release tubes. It is shown in Fig. 5(a) that the shock Mach number almost keeps at a constant value 
as the shock wave propagates in the tube without obstacles. However, the appearance of obstacles in 
tube would weaken the strength of the shock wave. Experimental results show that the shock Mach 
number in the obstacles region, such as at 120 mm in Fig. 5(b), 200 mm in Fig. 5(c) and 280 mm in 
Fig. 5(d), is less than that at the same location in the tube without obstacles in Fig. 5(a). After the 
shock wave passes through obstacles, the strength of the shock wave increases gradually due to 
shock focusing, shock-shock and shock-wall interactions [23, 24]. The stronger initial shock wave 
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increases more quickly than weaker ones after passing through obstacles. As shown in Fig. 5(b), 
when placing the obstacle at the location 1, the shock Mach number decreases at the position 120 
mm compared with that in the tube without obstacles. And it increases at the position 200 mm for 
burst pressure Pb = 4.32/5.72/7.13 MPa (in red colors), while the shock Mach number begins to 
increase until the shock wave propagating to the position 280 mm for relatively low burst pressure 
Pb = 2.04/2.95 MPa (in blue colors). When the obstacles are arranged at the location 2 in Fig. 5(c), 
the shock Mach number decreases at the position 200 mm due to obstacles, and it increases 
immediately at the position 280 mm for burst pressure Pb = 5.27/6.39/7.60 MPa (in red colors). It 
can be inferred that for the relative low burst pressure Pb = 2.00/2.86 MPa (in blue colors), the 
shock Mach number would increase as the shock wave propagating to the downstream of the tube. 

 
(a)      (b) 

 
(c) 

Fig. 4. Relationships of the shock Mach number in tube with and without obstacles versus burst pressure for 
varying obstacle locations: (a) Obstacles in location 1, (b) obstacles in location 2, (c) obstacles in location 3. 

In order to further understand the effect of obstacles on the shock wave propagation inside tube, 
Fig. 5 plots the shock Mach number versus propagation distance for some typical tests with 
different release tubes. It is shown in Fig. 5(a) that the shock Mach number almost keeps at a 
constant value as the shock wave propagates in the tube without obstacles. However, the appearance 
of obstacles in tube would weaken the strength of the shock wave. Experimental results show that 
the shock Mach number in the obstacles region, such as at 120 mm in Fig. 5(b), 200 mm in Fig. 5(c) 
and 280 mm in Fig. 5(d), is less than that at the same location in the tube without obstacles in Fig. 
5(a). After the shock wave passes through obstacles, the strength of the shock wave increases 
gradually due to shock focusing, shock-shock and shock-wall interactions [23, 24]. The stronger 
initial shock wave increases more quickly than weaker ones after passing through obstacles. As 
shown in Fig. 5(b), when placing the obstacle at the location 1, the shock Mach number decreases at 
the position 120 mm compared with that in the tube without obstacles. And it increases at the 
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position 200 mm for burst pressure Pb = 4.32/5.72/7.13 MPa (in red colors), while the shock Mach 
number begins to increase until the shock wave propagating to the position 280 mm for relatively 
low burst pressure Pb = 2.04/2.95 MPa (in blue colors). When the obstacles are arranged at the 
location 2 in Fig. 5(c), the shock Mach number decreases at the position 200 mm due to obstacles, 
and it increases immediately at the position 280 mm for burst pressure Pb = 5.27/6.39/7.60 MPa (in 
red colors). It can be inferred that for the relative low burst pressure Pb = 2.00/2.86 MPa (in blue 
colors), the shock Mach number would increase as the shock wave propagating to the downstream 
of the tube. 

 
(a)      (b) 

 
(c)      (d) 

Fig. 5. Shock Mach number versus propagation distance in different tubes. (a) Tube without obstacles, (b) tube 
with obstacles in location 1, (c) tube with obstacles in location 2, (d) tube with obstacles in location 3. 

When the shock wave propagates into the exhaust chamber and strikes the pressure transducer Pout, 
a rapid increase in pressure can be detected in either the self-ignition case or the non-ignition case. 
Figure 6 shows the typical overpressure variation in exhaust chamber as a function of time in the 
tube with obstacles in location 2. The initial increase in pressure is caused by the shock wave 
originating from the tube, and the shock wave overpressure are 0.044 MPa and 0.018 MPa for the 
self-ignition case and non-ignition case in Fig. 6, respectively. The shock wave overpressure refers 
to the peak pressure of the shock wave striking the pressure transducer. Furthermore, Fig. 7 plots the 
relationships of shock wave overpressure with burst pressure from tubes without obstacles and with 
varying obstacle locations. It is found that the shock wave overpressure increases with the burst 
pressure in all tubes, and the presence of obstacles in tube has no significant effects on the shock 
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wave overpressure in the exhaust chamber, as shown in Fig. 7. For example, under the same burst 
pressure, the shock wave overpressure in the exhaust chamber shows almost the same in the four 
tubes. That is, the strength of the shock wave decreases when passing through the obstacles inside 
tube first, and then gradually increases and finally recovers to a similar value to the shock intensity 
in the tube without obstacles as propagating to downstream the tube. 

  

Fig. 6. Typical overpressure variation in exhaust 
chamber as a function of time (with obstacles in 

location 2). 

Fig. 7. Relationships of shock wave overpressure with 
burst pressure from different tubes. 

EFFECT OF OBSTACLES ON SPONTANEOUS IGNITION INSIDE TUBE 

To investigate the effect of obstacles on the spontaneous ignition, the relationship between ignition 
and burst pressure for different tubes are plotted in Fig. 8. There are two experimental phenomena 
observed according to the measurement of light signal inside tube, which are non-ignition and self-
ignition. Regardless of whether obstacles are placed in the tube, the likelihood of spontaneous 
ignition increases with increasing the burst pressure. A higher burst pressure leads to a stronger 
shock wave, which produces higher temperature of air and promotes the occurrence of ignition. The 
minimum burst pressure which induces spontaneous ignition in tubes with varying obstacle 
locations are listed in Table 1. It is found that the minimum burst pressure for the four tubes are 
about 3 MPa and the appearance of obstacles inside tube has no significant influence on minimum 
burst pressure in our tests. This is not consistent with the result of Baev et al. [21, 25], which 
suggested that the reflected shock wave from obstacle is necessary for spontaneous ignition and a 
larger distance between burst disk and obstacle leads to a smaller minimum burst pressure for 
spontaneous ignition. 

Figure 9 shows the pressure profiles (left axis) and light signals (right axis) at different positions 
under minimum burst pressure of self-ignition inside tubes with varying obstacle locations. When 
obstacles are placed in the location 2 (Fig. 9(c)) and location 3 (Fig. 9(d)), the light signal are first 
detected by L1 as the case in the tube without obstacles (Fig. 9(a)), which means that the initial 
ignition occurs before obstacles. Thus it is reasonable that the occurrence of obstacles has no 
significant effect on the minimum burst pressure in our tests. The reflected shock wave is formed 
inside tube when the shock wave passes through obstacles as discussed in section 1. When the 
reflected shock wave propagates upstream and strikes the nearest pressure transducer, such as P1 in 
Fig. 9(b), P2 in Fig. 9(c), and P3 in Fig. 9(d), the H2-air mixture is heated and the mixing of H2-air is 
promoted. However, the temperature and the amount of the hydrogen-air mixture maybe not enough 
to induce ignition [2, 21], so there is no light signal detected by the light sensors. 
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Fig. 8. Ignition occurrence associated with burst pressure for tubes with varying obstacle location. 

Table 1. Minimum pressures of hydrogen spontaneous ignition in tubes with varying obstacle locations 

Obstacle location Minimum burst pressure of spontaneous ignition (MPa) 

Without obstacles [22]  2.77 

Location 1 3.11 

Location 2 2.86 

Location 3 [22] 2.96 

 
(a)      (b) 

 
(c)      (d) 

Fig. 9. Time history of pressure (left axis) and light signals (right axis) at different positions under minimum 
burst pressure of self-ignition inside tubes with varying obstacle locations. (a) Tube without obstacles [22], (b) 
tube with obstacles in location 1, (c) tube with obstacles in location 2, (d) tube with obstacles in location 3 [22]. 
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EFFECT OF OBSTACLES ON FLAME PROPAGATION 

Detected light signal is relative to flame intensity, which is one of indicators to describe hydrogen 
combustion intensity inside tube. It is worth mentioning that two light peak values are detected by 
light detector L2 in Fig. 3(b) and L3 in Fig. 3(c). And the second peak value is observed after the 
reflected shock wave passing through the position. When spontaneous ignition has induced inside 
tube, the reflected shock wave may further increase the temperature of hydrogen-air and promote 
the mixing of combustible mixture, which enhances combustion inside tube. Table 2 lists the 
probability of the flame intensity enhancement by the reflected shock wave when obstacles places in 
varying locations. It is found that the probability of the combustion enhancement by the reflected 
shock wave increases as the increasing distance between burst disk and obstacle location. 

Table 2. Probability of the flame intensity enhancement by the reflected shock wave 

Obstacle location The light signal been enhanced by reflected wave 

Location 1 0 

Location 2 77% 

Location 3 85% 

 
Figure 10 shows the schematic of affected distance (L) by reflected shock wave. According to the 
shock tube theory, the speed of the hydrogen jet front can be obtained as [26] 

2

1 1

2 1
1 s

s

V
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a M

 
= − γ +  

, (1) 

where V2 is the speed of hydrogen jet front and a1 is the speed of sound, Ms is the shock Mach 
number, γ1 is the heat capacity ratio of air. Reflected shock wave is formed when shock wave 
impacting on the obstacles, so the affected distance by reflected shock wave can be estimated by Eq. 
(2) 
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where L is the affected distance by reflected shock wave, xsw is the distance between burst disk and 
shock wave, xhydrogen jet front is the distance between burst disk and hydrogen jet front, t is time 
required for shock wave travelling to obstacles. Shock Mach number (Ms) is related to burst 
pressure (Pb). When the obstacles region is placed more far away from burst disk, such as location 
3, a longer time (t) is required for shock wave travelling to the obstacles under a same burst 
pressure, which leads to the increase of the reflected shock wave affected distance (L). Meanwhile, 
the amount of hydrogen-air mixture increases as the shock wave travelling along tube [9]. As a 
result, the probability of combustion enhancement by reflected shock wave increases as the 
increasing distance between burst disk and obstacle location. 

 

Fig. 10. Schematic of affected distance by reflected shock wave in the tube. 
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In order to further understand the effect of obstacles on flame propagation inside tube, the mean 
flame velocity relative to tube wall is chosen to represent the flame intensity, which is determined 
from the peak light arrival time between two light detectors. Figure 11 plots the mean flame velocity 
as a function of distance between the release tube and the burst disk in different tubes. The flame in 
the tube without obstacles is relative stable with the fact that the mean flame velocity almost keeps 
at a constant value, as shown in Fig. 11(a). An obvious flame acceleration is observed when flame 
travels across obstacles. For example, the flame velocity increases at 120 mm in Fig. 11(b), at 
200 mm in Fig. 11(c), and at 280 mm in Fig. 11(d). The reasons may be as follows: (1) the presence 
of circular obstacle leads to the faster flow velocity in contraction structure; (2) the turbulent flow 
produced by obstacles, as shown in previous numerical study [23, 24], results in an increase of the 
amount of hydrogen-air mixture between hydrogen and shock-heated air, which enhances the 
combustion inside the tube. The flame velocity drops back at 200 mm in Fig. 11(b) and 280 mm in 
Fig. 11(c), which means that the flame intensity return to normal level once flow velocity drop back 
after obstacles and the extra amount of hydrogen-air is consumed. 

  
(a)     (b) 

 
(c)     (d) 

Fig. 11. The mean flame velocity relatives to the tube wall as a function of distance between the release tube 
and the burst disk in different tubes. (a) Tube without obstacles [22], (b) tube with obstacles in location 1, (c) 

tube with obstacles in location 2, (d) tube with obstacles in location 3 [22]. 

After the flame produced by spontaneous ignition jets out of the tube with obstacles, it propagates 
forward along with hydrogen flow and eventually develops into a jet flame in the atmosphere. The 
flame propagation characteristics outside the tube between release tubes with and without obstacles 
have no significant difference. A detailed discussion about the hydrogen flame propagation outside 
the tube has been reported in our previous work [7, 16], so no more discussion here. 
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CONCLUSIONS 

Experimental investigation of pressurized hydrogen release in tubes with obstacles have been 
conducted to measure pressure variation and hydrogen spontaneous ignition inside tubes. Three kind 
of tubes with varying obstacle location were considered here to show the effect of obstacle location 
on the pressure dynamics evolution, spontaneous ignition and flame propagation. 

When the obstacle is placed inside tube, the shock Mach number always decrease when the shock 
wave travels through obstacles. This might be due to flow divergence when the shock wave passes 
through obstacles. Subsequently, the strength of the shock wave gradually recovers under the effect 
of multi-dimensional shock wave interactions. 

In tubes with varying obstacle locations, the reflected shock wave is generated when the shock wave 
encounters obstacles. The appearance of reflected shock wave leads to more intensive flame ahead 
of obstacles in the evidence of initial spontaneous ignition has been occurred inside tube. And more 
far away from burst disk that obstacles are placed, more likely that the reflected shock wave 
enhances flame before obstacles. However, the presence of obstacles has no significant influence on 
the minimum burst pressure which induces spontaneous ignition in the tests. 

For tubes with obstacles, a faster flow velocity and a turbulent flow may be generated after 
obstacles, which induces an extra amount of hydrogen-air mixture formed in the obstacles region. 
Thus, the mean flame velocity inside the tube is always increases when the flame propagates 
through obstacles. After that, the velocity drops. In brief, it is suggested that the presence of 
obstacle inside the tube would only temporarily promote combustion inside the tube. 
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ABSTRACT 

A competitive technique to store large quantities of hydrogen is the cryo-compression of the gas. A 
deeper understanding of the thermal hazards associated to ignited under-expanded cryogenic releases is 
fundamental to protect life and prevent property loss. The present study aims at the CFD modelling of 
thermal hazards beside jet fires with release temperature in the cryogenic range 48-78 K and pressure up 
to 4 bar abs. The harm level is assessed in terms of thermal dose. The CFD model employs realizable k-ε 
for turbulence modelling, along with Eddy Dissipation Concept for combustion and Discrete Ordinates 
model for radiation. The model has been previously validated against experiments by Sandia National 
Laboratories (SNL) on cryogenic hydrogen fires with release pressure up to 5 bar abs and temperature up 
to 82 K. Simulations were performed for three experimental tests conducted at SNL. The thermal dose 
was calculated for several exposure times in the near field to the jet fire. The harm criteria for people 
were defined according to the thermal dose thresholds for infrared radiation. The maximum exposure time 
to not be “harmed” at 0.5 m from the flame axis resulted to be lower than 30 s for all the 3 tests.  In test 3 
(T = 78 K, P = 4 bar abs, m = 0.56 g/s), 60 s exposure resulted in second degree burns within 0.5 m from 
the jet flame axis. At the same distance, 4 minutes is the maximum exposure time before third degree 
burns occurrence. 

KEYWORDS: Thermal dose, cryogenic jet fires, hydrogen safety. 

NOMENCLATURE 

I  incident radiative heat flux (W/m2) 
L  length (m) 
k  turbulent kinetic energy (m2/s2) 
mɺ  mass flow rate (kg/s) 
T  temperature (K) 
t  time (s)  
TD  thermal dose ((kW/m2)4/3s) 
v  velocity (m/s) 

x  distance (m) 

Greek 

ε  turbulence dissipation rate (m2/s3)  
ρ  density (kg/m3) 

Subscripts 

not  notional nozzle 

f  flame 

INTRODUCTION 

A competitive technique to store and transport large quantities of hydrogen is the cryo-compression 
of the gas [1]. In case of an unintended release or Thermally activated Pressure Relief Device 
(TPRD) opening, hydrogen is likely to ignite, producing a jet fire. The development of engineering 
tools capable of predicting thermal hazards from cryogenic jet fires and associated harm levels is 
needed to support a safer deployment of the hydrogen infrastructure. A predictive engineering tool 
has been developed in [2] to calculate hazard distances along the jet flame axis based on the 
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temperature distribution and hot air currents in its surroundings. The “fatality” limit condition is 
achieved at a distance (x) equal to twice the flame length (I�), the “pain” limit at x = 3I�  and the 
“no harm” limit at 3.5I� . However, engineering tools able to predict the harm level on the sides of 
the jet fires are currently missing. This information may be of utmost importance to define first 
responders’ intervention strategy in the case of a fire involving a hydrogen-powered vehicle. The 
thermal dose is a comprehensive parameter to define such harm levels, as it considers the exposure 
duration in addition to the radiative heat flux from a source. Previous works calculated the safety 
distances for jet fires from a 60 l/min liquified hydrogen (LH2) spillage [3]. It was found that a 
distance greater than 8.7 m from the flame extent (~5 m) should be maintained to avoid a harmful 
thermal dose for an exposure time up to 200 s. A distance equal to 7.6 m was found to be sufficient 
to reach the pain limit after 28 s exposure in high wind conditions (2.15 m/s), whereas a longer 
exposure time of 44 s was needed in low wind conditions (0.59 m/s). However, calculations are 
based on experimental measurements of radiative heat flux at 8.7 and 7.6 m along the jet axis, 
without provision of a tool to calculate thermal dose in arbitrary conditions. The present study aims 
at the development of a Computational Fluid Dynamics (CFD) model to predict distances beside the 
jet fire to harmful levels of thermal dose for humans. The CFD model is applied to jet fires with 
release temperature in the range 48-78 K, pressure up to 4 bar abs and orifice diameter equal to 1.25 
mm. Only the near field to the jet fire is considered for the analysis in this study to assess the time 
available for first responders to act on an accident scene.  

CASES OF STUDY 

Simulations were performed for three experimental tests conducted at Sandia National Laboratories 
(SNL) on cryogenic hydrogen fires [4]. The analysed scenarios involve hydrogen releases with 
temperature in the range 48-78 K and pressure 2-4 bar abs. The release temperature and pressure 
were maintained constant during each test and monitored upstream of the orifice, with a diameter 
equal to 1.25 mm. Operating conditions for each of the 3 tests are described in Table 1. The cases of 
study are part of the set of experimental tests selected for validation of the CFD model in [5], as 
described in the following section. 

Table 1. Operating conditions at the release 

Test No. T, K P, bar abs C� , g/s 

1 64 2 0.33 

2 48 2 0.38 

3 78 4 0.56 

CFD MODEL AND NUMERICAL DETAILS 

The CFD model employed in the present study has been previously validated against experiments 
by SNL on cryogenic hydrogen fires from storage with pressure up to 5 bar abs and temperature in 
the range 48-82 K [4]. For all the five tests, experimental radiative heat flux at 5 sensors along the 
jet flame was predicted within ±15% accuracy, with few exceptions [5]. The CFD approach is based 
on the Reynolds-Averaged Navier Stokes (RANS) conservation equations for mass, momentum, 
energy and species. The transport equations for turbulent kinetic energy, k, and turbulence 
dissipation rate, ε, are solved through the realizable k-ε model [6]. The Eddy Dissipation Concept 
[7] is employed to model hydrogen combustion in air, considering a subset of Peters and Rogg’s 
mechanisms with 18 elementary reactions and 9 species [8]. The Discrete Ordinates model is used 
to solve the Radiative Transfer Equation (RTE) [9]. Water vapour is the only emitting/absorbing 
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species considered in the study, and it is treated as a grey gas. The absorption coefficient is defined 
as a function of a control volume temperature and water vapour concentration according to Hubbard 
and Tien’s data [10]. Scattering is neglected, given that soot is not involved in hydrogen-air 
combustion. 10x10 angular divisions are employed to discretise the RTE, following the results of 
the parametric study performed in [5], along with 3x3 pixels. ANSYS Fluent is used as the platform 
for calculations. 

       
Fig. 1. Scheme of the release, 

sensors and domain set-up (domain 
height not in scale). 

Fig. 2. Calculated thermal dose distribution for Test 3. 

Table 2. Calculated notional nozzle conditions for the simulated tests 

Test 
No. 

T, K v, m/s ρ, kg/m3 ^£��, mm C� , g/s 
Variation C�  from 

experiment, % 

1 53 554.9 0.461 1.27 0.326 -1.26 

2 40 480.6 0.614 1.27 0.376 -1.10 

3 65 612.6 0.378 1.80 0.589 4.93 

The Ulster’s notional nozzle theory [11] is used to model the release source, as it was validated also 
for the investigated cryogenic jets with release pressure up to 4 bar abs [5]. The conditions 
calculated at the notional nozzle are reported in Table 2 and they are imposed as inlet conditions in 
simulations, along with turbulent intensity and turbulent length scale equal to 25% and 0.07Deff 
respectively, according to the LES study on hydrogen under-expanded jet fire [12]. The releases are 
assumed to be steady-state, given that the experimental set-up was arranged to maintain constant 
release parameters. A quarter of the domain is considered, and it has dimensions L x W x H=0.5 m 
x 0.5 m x 3 m. Figure 1 shows the scheme of the release and the computational domain with 
specification of the imposed boundary conditions. The scheme includes the 5 sensors (rd) measuring 
the radiative heat flux in the experiments used for validation of the CFD model in [5]. The domain 
is initialised with temperature and pressure equal to 288 K and 1 atm respectively. Moist air with 
74% relative humidity is considered, according to the average meteorological data for SNL location 
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[13]. However, relative humidity may be lower in environments where controlled air ventilation 
systems are present, such as combustion or chemical laboratories. The effect of relative humidity 
was assessed in [5], considering as limiting case dry air. The absence of water vapour in air caused 
up to 13% increase of radiative heat flux at the sensors. The boundaries are modelled as pressure 
outlets with gauge pressure equal to 0. A second order upwind scheme is employed to discretise 
convective terms, and SIMPLE procedure for velocity-pressure coupling. 

THERMAL DOSE AND HARMFUL EFFECTS ON HUMANS 

Jet flames originated by pressurised hydrogen ignited releases can cause life threatening conditions 
in their surroundings, i.e. injury or death of the exposed subject. It could be conservatively assumed 
that the direct contact with the flame can result in fatality, whereas exposure to the radiative heat 
flux of the flame can have as consequent injury harm levels: first, second or third degree burns. The 
potential damage depends on the vulnerability of the target, which is determined by age, health 
conditions, etc. The resulting level of harm is a function of the exposure duration in addition to the 
incident thermal flux. Therefore, it is usually expressed in terms of thermal dose (TD): 

( )4 3

0
 

t
TD I t dt= ∫ , (1) 

where I is the incident radiative heat flux (kW/m2) and t is the exposure time (s). The thermal dose 
unit (TDU) is equal to 1 (kW/m2)4/3s. Thermal dose harm levels are different depending on whether 
emitted radiation is included in the ultraviolet or infrared range of the spectrum. Table 3 reports the 
thresholds provided by [14] for both spectrum ranges. Exposure to infrared radiation results to be 
more dangerous, as shown by the lower and more conservative TD limits. Furthermore, water 
vapour is the dominant emitting species in hydrogen combustion in air and the emitted thermal 
radiation is mainly included in the infrared range [15]. Therefore, the associated TD thresholds are 
selected for calculation of hazard distances. The range 86-103 (kW/m2)4/3s was employed in [3] to 
identify the pain limit for infrared radiation. Given that the thresholds are within the range reported 
for first degree burns (see Table 3), only the latter will be considered in the study as it is valid also 
for the pain limit. 

Table 3. Thermal dose thresholds for people 

Burn Severity 
Threshold Dose, (kW/m2)4/3s 

Ultraviolet Infrared 

First degree 260-440 80-130 

Second degree 670-1100 240-730 

Third degree 1220-3100 870-2640 

RESULTS AND DISCUSSION 

A first analysis involves the calculation of distances along the jet fire axis to the harmful effects for 
exposure of people to hot air currents according to [2]. The average of the calculation for 
temperature 1300 K and 1500 K was considered, as this is the region on the jet axis where the flame 
tip is generally located [16]. Results for the 3 tests are presented in Table 4. It is shown that the 
distance from the release point indicated for “no harm” of people can vary from 2.43 m for test 1 to 
3.08 m for test 3.  

A second analysis addresses the calculation of separation distances on the sides of the jet fire 
through evaluation of the thermal dose. Figure 2 shows the thermal dose distribution at several 
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times of exposure for Test 3, including representation of the five 2x2 cm sensors where radiative 
heat flux was measured for validation of the CFD model in [5]. Maximum thermal dose was 
recorded inside the flame and it varied from 684 to 8.2·104 (kW/m2)4/3s in the range of time 2-240 s. 
The graph legend is limited to a maximum value 870 (kW/m2)4/3s, to represent distinctively the 
range of values characterising the thresholds reported in Table 3. Higher thermal doses are 
represented in red as for 870 (kW/m2)4/3s. It is noticeable that 60 s exposure would result in first 
degree burns within 0.5 m from the jet flame axis. 

Table 4. Distances to harm levels for people considering the jet fire flame length 

Test No. 1 2 3 

Average calculated flame length, m 0.70 0.75 0.88 

“no harm” limit, m 
70°C for any exposure duration 

2.43 2.63 3.08 

“pain” limit, m 
115°C for 5 minutes exposure 

2.09 2.25 2.64 

“fatality” limit, m 
309°C, third degree burns for 20 s exposure 

1.39 1.50 1.76 

Maximum calculated flame width, m 0.09 0.09 0.11 

Figure 3 provides the thermal dose classified by the associated harm criteria, as function of distance 
and exposure time for Tests 1, 2 and 3. As shown in Fig. 2, the thermal dose is not uniformly 
distributed around the jet fire due to the changing properties and width along the flame axis, and its 
radial distribution depends on the distance from the release point. The values of thermal dose 
presented in Fig. 3 are maximum thermal dose at a particular radial distance recorded among all 
distances along flame axis. The maximum exposure time to not reach the pain limit and to not incur 
in first degree burns at 0.5 m from the flame axis was found to be lower than 30 s for all the 3 Tests. 
In Test 3, an exposure longer than 60 s resulted in second degree burns within 0.5 m from the jet 
flame axis, whereas 4 minutes is the maximum exposure time before third degree burns occurrence. 
The same harm level is reached in only 20 s of exposure at 0.7 m from the flame tip along the jet 
axis. However, it must be considered that this study does not include convective heat flux and deals 
with comparatively small-scale vertical jet fires, whereas conclusions may be different for 
horizontal fires due to the effect of buoyancy on combustion products and for releases from larger 
orifices and higher pressures. Furthermore, one radiation level in the surroundings of the jet is 
affected by the presence of water vapour in the atmosphere, which corresponds to a mass fraction 
equal to 0.008 in the present case of SNL location. 

The considerations above are for people not wearing protecting clothes. The same conclusions on 
hazard distances can be withdrawn for operators wearing standard workwear, as they are 
characterised by similar tolerance to radiative heat flux [17]. In case of an accident involving 
hydrogen ignited releases, fire fighters responding to the scene will wear thermal protective 
clothing, increasing significantly the tolerable levels of radiative heat flux for short term activities 
(~2 minutes) in the near field of the jet fire, such as opening or closing valves [17]. Emergency 
operations can be performed for a maximum duration of 3 minutes when exposed to heat fluxes up 
to 4.6 kW/m2, which agrees with the intensity indicated as tolerable for emergency personnel in 
[18]. Simulation results have shown that for Test 3 fire fighters can stay as close as 0.27 m from the 
jet axis for up to 3 min, receiving a thermal dose of approximately 1380 (kW/m2)4/3s. A limit of 6.3 
kW/m2 is given for an operating time of 5 minutes if fire fighters are wearing aluminised clothing 
(TD ≈ 3490 (kW/m2)4/3s), reducing further the distance from the jet axis to about 0.20 m. A 
radiation level of approximately 3.8 kW/m2 is recorded 5 cm upstream the release point, allowing 
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fire fighters to act to open or close valves at this distance behind the release, whereas first 
responders not wearing protecting clothes can be exposed less than 13 s to prevent first degree burns 
occurrence. 

   
(a)                                                                                     (b) 

 
(c) 

Fig. 3. Thermal dose harm levels: time versus radial distance with maximum TD for Test 1 (a), Test 2 (b) and 
Test 3 (c). 

CONCLUSIONS 

The present study aimed at the CFD modelling of thermal dose in the near surroundings of 
cryogenic jet fires with release temperature in the range 48-78 K and pressure 2-4 bar abs from 1.25 
mm orifice. The engineering tool for prediction of harmful thermal effects on the sides of the jet 
fires was developed. It can be integrated to the existing tool for calculation of hazard distances 
along the jet axis provided in [2]. The employed CFD model had been previously validated [5] 
against experiments by SNL on cryogenic hydrogen fires [4]. For example, it was found that at 0.5 
m distance from the flame axis, the time of exposure should be lower than 30 s to not incur first 
degree burns for all the Tests. For a release with mɺ  = 0.56 g/s (Test 3), an exposure time longer 
than 60 s resulted in second degree burns within 0.5 m from the jet flame axis, whereas 4 minutes 
led to the occurrence of third degree burns. 
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ABSTRACT 

Understanding of nature and knowledge of the specific numerical values of the concentration limits for 
explosions in hydrogen-containing mixtures is important for existing nuclear power plants, future 
thermonuclear installations, multiple industrial applications in petrochemical and chemical industry, 
coming generation of the hydrogen-fueled vehicles and hydrogen energy infrastructure. In this paper a 
theoretical physics-based definition for the concentration limits of hydrogen-air gas explosions. Gas 
explosions have been and are attributed to the self-spreading frontal deflagration flames, whose evolution 
through flammable gas cloud after ignition results in the substantial baric effects. Specifically in the 
hydrogen-air mixtures within flammability limits two generic flames can propagate – self-propagating 
frontal deflagration flames (described by Zeldovich-Frank-Kamenetskii model) and confined in space the 
buoyant flame-balls (aka Zeldovich model). Fundamental concentration limit difference between these 
two generic types of flames could be regarded as a critical value for severity of hydrogen-air explosions. 
Within a Deflagration-to-Flame Ball Transition (DFBT) concentration range (7-12 vol% H2) three 
traceable candidates exist – two empirical and one theoretical concentration limits. Relations between 
these candidates and their specific physico-chemical features are described. Targets for three future  
studies are proposed – one for direct (empirical or computational) evidence in support of a fundamental 
character of concentration limits under consideration and two studies for accurate quantitative 
characterization of the ultimate lower concentration limit for hydrogen-air explosions. 

KEYWORDS: Hydrogen safety, explosion, concentration limits, deflagration flames, flame balls, 
deflagration-to-detonation-transition, deflagration-to-flame ball-transition. 

INTRODUCTION 

Understanding of nature and knowledge of the specific numerical values of the concentration limits 
for explosions in hydrogen-containing gaseous mixtures is important for existing nuclear power 
plants, future thermonuclear installations, multiple industrial applications in petrochemical and 
chemical industry, coming generation of the hydrogen-fueled vehicles and hydrogen energy 
infrastructure. Today an ample knowledge exists on the different modes of hydrogen-air explosions, 
encountered in industrial practice. The associated phenomena (deflagrations, detonations, fast 
flames, DDT, etc.) are described and characterized in traceable and verifiable manner in multiple 
research and engineering publications [1]. 

However, unambiguous and generally agreed definition of the concept of gas explosion is still 
absent. In pre-normative study [2] it was attempted to provide a consistent and non-contradictory 
definition of term “explosion” from three perspectives – a societal, regulatory and scientific ones. 
Focus of work [2] was on the inconsistencies in the prior art definitions of term “explosion” from 
viewpoint of the experts involved in developing Regulations, Codes and Standards (RCS).  
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Empirical-based approach [3-10] to hazardous hydrogen-air gas explosions definition and 
characterization is based on the “Slow-to-Fast Flame Transition” (SFFT) framework and/or 
“Deflagration-to-Detonation-Transition” (DDT) framework. In both cases the key physical process 
under consideration is a deflagration flame (laminar, turbulent or accelerated). Accelerated flames 
can result in the high baric loads, which are the inherent attributes of the explosions. Results of the 
experiments on the fast flame concentration limits are well documented and are used now in the 
multiple hydrogen safety applications. However, mentioned empirical approach has its own limits, 
restrictions and inconsistencies, which cannot be overcome without appropriate theoretical 
interpretation and refinement.  

In order to reduce the uncertainties in the empirical-based estimations of the flame acceleration 
concentration limits, an alternative, model-based framework was proposed in [11]. The proposed 
theoretical approach to definition of the concentration limits for hydrogen-air explosions is based on 
“Deflagration-to-Flame-Ball-Transition” (DFBT) framework. It was hypothesized, that the 
fundamental concentration limits for deflagration flames are the ultimate edges (envelopes) for the 
empirical concentration limits for flame acceleration and for downward flame propagation. The 
quantitative estimations of the fundamental concentration limits for the plane hydrogen-air 
deflagration flames have been made using a non-empiric, kinetic-thermodynamic method, 
developed in [12]. It was revealed in [11] that the theoretical estimations for the fundamental 
concentration limits provide more conservative approximations of the lower concentration limits 
then the empirical ones.  

From practical viewpoint (in the hydrogen-air gas explosion protection applications) it will be 
reasonable to clarify – what kind of the new studies (physical or computational ones) does it 
necessary to prepare and to perform for accurate characterization of the lower concentration limits 
for hydrogen-air explosions? This is the main goal of this paper.  

The paper structure is as follows. For readers’ convenience the key concepts of the proposed 
theoretical approach are briefly described in Section 2 and 3 by citing previous works [11, 12]. The 
following questions are discussed accordingly - what are the fundamental concentration limits for 
plane deflagration flames? What are the relations between the empirical and fundamental 
concentration limits for deflagration flames propagation?  In Section 4 three targets for the future 
physical (real) or computational (virtual) experiments are proposed. All proposed in Section 4 
studies are focused on understanding of physico-chemical nature and further quantitative refining of 
the lower concentration limit for “Deflagration-to-Flame-Fall-Transition”.  

FUNDAMENTAL CONCENTRATION LIMITS FOR PLANE DEFLAGRATION 

In the non-empirical theoretical estimations [11, 13, 14] (see Table 1 below), term “fundamental 
concentration limit” means - an inherent physico-chemical property of a combustible mixture, 
independent of external influences, associated with or defined by specific experimental setup, 
particular measurement procedure or empirical observation criterion for a given combustion regime 
(flame ball, deflagration, detonation, etc.). 

In [11] it was assumed that, fundamental lower concentration limit for deflagration flame 
propagation (see Fig. 1 below) is a natural border between two generic types of flames – the baric 
frontal deflagration flames, described by Zeldovich-Frank-Kamenetskii model, and the quasi-
isobaric spherical flame balls, described by Zeldovich model.  
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Table 1. Fundamental concentration limits for the plane deflagration flames in premixed, quiescent, dry 
hydrogen-air mixtures under normal initial conditions (òó  = 298 K, P=1 atm), calculated “from-the-

first-principles” 

Lower limit, equivalence 
ratio (vol.% H2)  

Upper limit, equivalence 
ratio (vol.% H2) 

Criterion Source 

- 10.1 (80,9) Kinetic: flammability exponent � � 1 [13] 

0.251 (9.5) - Kinetic-thermodynamic: �� � �� [14] 

0.247 (9.4) 8.697 (78.5) Kinetic-thermodynamic: �� � �� [11] 

 

Fig. 1. Theoretical taxonomy of the concentration limits for the basic laminar combustion regimes in premixed, 
quiescent, dry hydrogen-air gas mixtures under normal conditions (1 atm, 298 K) [11]. 

 

Fig. 2. Fundamental concentration limit for plane deflagration propagation model (black circles) as an ultimate 
limit for the different empirical data sets [11]. 
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Comparison of the temperature dependencies of the empirical and theoretical concentration limits 
(shown in Fig. 2) for the different combustion regimes/models gives a rational basis for considering 
of the fundamental concentration limit for plane ZFK deflagration flame propagation as an ultimate 
(or edge) value for lower concentration limit of the hydrogen-air explosions. In Fig. 2, the 
theoretical envelope (shown by black circles) represents an envelope for the empirical concentration 
limits for  

- the fast flames, shown by stars (Dorofeev 2001) and by white circles (Cicarelli 2018), 
- downward flame propagation, shown by crests (+) (White 1924), by sign (x) (Berl 1924), 

by  triangles (Wierzba 1998)). 

RELATIONS BETWEEN EMPIRICAL AND FUNDAMENTAL CONCENTRATION 
LIMITS 

Within a transient concentration range (namely 7-12 vol% H2), which in fact is a “Deflagration-to-
Flame-Ball-Transition” concentration range, the potential candidates on lower concentration limit 
for hydrogen-air explosions (i.e. the flames with baric effect) are listed in Table 2 below.  

Table 2. Candidates for a lower concentration limit of the hydrogen-air flames with baric effect  

Assessment 
method 

Lower 
Concentration 
Limit, 

(vol.% H2) 

Content of water 
vapor for normal 
initial conditions 
(1 atm, 298K) under 
the normal gravity 

Combustion phenomenon / model Ref. 

empirical 7.7 dried downward deflagration flame propagation [15] 

empirical 9.0 dried  downward deflagration flame propagation [16] 

empirical 9.45 partly dried downward deflagration flame propagation [17] 

empirical 7.5 ∓ 0.5 dry downward deflagration flame propagation [18] 

empirical 10.0 not explicitly 
reported 

flame acceleration in horizontal tube [4] 

empirical 11.0 not explicitly 
reported 

flame acceleration in horizontal tube [8] 

theoretical 9.4 dry plane deflagration flame propagation [11] 

theoretical  9.5 dry plane deflagration flame propagation [14] 

In Table 2, three families of the numerical values of concentration limits for combustion 
phenomena/models are listed: 

- empirical limits for flame acceleration, 
- empirical limits for downward flame propagation, 
- theoretical limits for plane ZFK deflagration flame propagation. 

All families of the concentration limit values have their own uncertainties (aleatoric and/or 
epistemic). For example, now  

- experiments on downward flame propagation [15-18] have large variability in the boundary 
(closed or open at firing end, radius of test tube) and initial (dry or wet gas mixture) 
conditions; 
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- experiments on flame acceleration [4, 8] have been performed in horizontal tubes only. 
Information on influence of buoyancy on flame acceleration phenomenon in vertical tubes 
is absent now; 

- non-empiric calculations [14, 11] of ZFK flame propagation have been made for plane 
fronts only. They do not take into account cellular structure of deflagration flames in ultra-
lean (< 12 vol% H2) hydrogen-air gas mixtures and the associated effects of preferential 
diffusion and Soret on internal structure of the deflagration reaction front.  

Due to mentioned uncertainties in the available now numerical values of concentration limits for 
combustion regimes/models, which can be regarded as lower concentration limit for hydrogen-air 
explosions, it is necessary to refine their accuracy in a new studies. 

TARGETS FOR FUTURE ACCURATE CHARACTERIZATION OF LOWER 
CONCENTRATION LIMIT FOR HYDROGEN-AIR EXPLOSIONS  

Determination of the ultimate lower concentration limit for hydrogen-air explosions with higher 
(then now) accuracy can be made either in future empirical experiments or in 3-dimensional high 
fidelity computations.  

In both cases it will be necessary to perform a set of tests (real or virtual), which shall be in 
compliance with the following requirements  

- increment 0.05 vol% H2 in variation of hydrogen concentration at least,  
- control of humidity level in hydrogen-air gas mixtures. A high sensitivity of fundamental 

concentration limits upon initial steam concentration in hydrogen-air mixture is a well-
established fact [19].  

Direct experimental evidence on existence of two generic combustion flames in premixed 
hydrogen-air gas mixtures under zero gravity conditions 

For direct experimental evidence, that deflagration flames and flame ball-like flames have 
principally different macroscopic behavior the following experiment under zero gravity conditions 
is required. 

 

(a)                                                           (b) 

Fig. 3. Critical behavior of flame front during variation of chemical composition in Deflagration-to-Flame 
Ball-Transition concentration range (7 -12 vol% H2) under zero gravity conditions. 

In closed vessel with characteristic size Rv ignition of flammable (within concentration range 4.1-75 
vol% H2) hydrogen-air gas mixtures will results in one of the two possible types of combustion 
front behavior. In cases of the hydrogen-air mixtures, which are leaner (see Fig. 3a) then Lower 
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Concertation Limit for Deflagration propagation (LCL DF), an initial ignition kernel will grow up 
into spherical flame ball with limited (in comparison with vessel size) radius, defined by chemical 
composition, temperature and pressure of mixture. In case of the hydrogen-air mixtures, which are 
richer (see Fig. 3b) then Lower Concertation Limit for Deflagration propagation, an initial ignition 
kernel converts into self-expanding flame front, which will occupy all available space with 
combustible mixture and will be extinguished at border of test vessel. 

Two targets for future experiments under zero gravity conditions are: 

- determination of the numerical value of the Lower Concentration Limit for Deflagration 
propagation and its comparison with candidates from Table 2,  

- determination of possible stochastic nature of Deflagration-to-Flame Ball-Transition. 

Principally different dependence of maximal flame temperature upon hydrogen concentration 
in the deflagration flames and in the flame balls 

On the base of theoretical analysis of the fundamental concentration limits in [11], it is possible to 
formulate a goal for the future physical or computational experiments, aimed at exploring a second 
direct evidence, that deflagration flames and flame ball-like flames have the different physical 
natures and, hence, exhibit different macroscopic behavior during gradual variation of the hydrogen 
concentration in initial gas mixture under the Earth gravity conditions. 

 

Fig. 2. Two different types of maximal flame temperature dependence upon hydrogen concentration in 
hydrogen-air mixtures.  

During a gradual decrement of hydrogen concentration in the hydrogen-air mixtures (it can be 
named as a Deflagration-to-Flame Ball-Transition, DFBT) maximum flame temperature ��  will 
follow (will be symbatic to) two different asymptotic curves (see Fig. 4): 

1) path “a-b-c” on Fig. 4, where ��n�õ!~	�èö���õ! in concentration range [9.4 – 78.5] vol.% H2 
and �èö���õ! is a dependence of the adiabatic isobaric complete combustion temperature upon 
hydrogen concentration for given initial conditions (temperature �¢ and pressure ¬¢). Function �èö���õ! is shown by continuous line “a-b-c-e”; 

2) path “c-d” on Fig. 4, where ��|÷�õ!~�¢ � °øùææ�ú!#°Ö� �∅!  in concentration range [3.35 – 9.4] 
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vol.%H2. Here I0�õ! is a dependence of the effective Lewis number [20] for hydrogen-air 
mixture upon stoichiometric ratio for a given initial pressure ¬¢. Function ��|÷�õ! is shown 
below by dotted line “c-d”. Due to impact of the Lewis number, it is dependence upon õ is less 
steep than for the deflagration case.  

Dependence of the lower concentration limit for hydrogen-air flame acceleration upon 
propagation direction with respect to the Earth gravity 

All currently available empirical data on the concentration limits for deflagration flame acceleration 
have been obtained in medium (100 m) [8] or in large (101-102 m) scale [3, 4] experimental tubes, 
allocated in horizontal direction (perpendicular to the Earth gravity direction).  

However, in the near-limit deflagration flames (for 7–12 vol% H2) role of buoyancy is substantial 
[21]. It will be reasonable to expect, that in the experimental tubes, allocated in vertical direction 
(collinear to the Earth gravity direction), the concentration limits for deflagration flame acceleration 
will be dependent upon propagation direction – one quantitative value for flame acceleration in 
upward direction, and the other ones for flame acceleration in downward direction. 
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CONCLUSIONS  

1. In spite of a long term tradition in experimental and theoretical studies of the hydrogen-air 
combustion a clear understanding – that frontal self-propagating deflagration flames and 
confined flame balls are the two principally different combustion regimes existing within 
known flammability limits – is still absent in hydrogen safety and industrial safety 
professional communities. 

2. Empirical evidences and theoretical arguments are described in support of the author’s 
hypothesis, that fundamental lower concentration limit for deflagration flame propagation 
is a natural border between these two generic types of flames – baric frontal deflagration 
flames, described by ZFK-like models, and quasi-isobaric buoyant flame balls, simulated 
on the base of ZFB-like models. 

3. In the first time, a theoretical taxonomy of the concentration limits for the basic laminar 
combustion regimes in premixed, quiescent hydrogen-air gas mixtures is proposed on the 
base of “Deflagration-to-Flame-Ball-Transition” (DFBT) framework. 

4. Uncertainties for accurate definition of the three families of concentration limits for 
laminar combustion are described for the Deflagration-to-Flame Ball-Transition (DFBT) 
range (7-12 vol.% H2) in hydrogen-air gas mixtures.  

5. Targets for three future studies are proposed. These studies can test the predictive 
capability of the proposed theoretical instruments – “Deflagration-to-Flame-Ball-
Transition” (DFBT) framework, concept of “fundamental concentration limits” and 
kinetic-thermodynamic model for their quantitative estimation. One study is aimed at the 
exploration of the direct evidence in support of a fundamental character of concentration 
limits under consideration. Two other studies are focused on accurate quantitative 
characterization of the ultimate lower concentration limit for the hydrogen-air explosions. 
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ABSTRACT 

After Fukushima-Daiichi accident, predicting lower flammability limits (LFL) of hydrogen has became 
an ever-important task for safety of nuclear industry. Experimental identification of LFL for all mixtures 
in accident conditions is considerably difficult due to wide variety of mixture types. For this reason, we 
have been developed a calculated non-adiabatic flame temperature (CNAFT) model to facilitate 
prediction of LFL. The uniqueness of this model is its ability to incorporate heat loss due to radiative heat 
transfer from flame during propagation using the CNAFT coefficient. The CNAFT model is more 
consistent with the experimental results for various mixtures compared with the previous model, which 
relied on the calculated adiabatic flame temperature (CAFT) to predict the LFL. However, the current 
model does not make a reasonable prediction of LFL under mixtures containing steam. Because steam is 
classified as radiating species, the presence of steam in the initial condition results more radiant heat loss. 
Therefore, we developed the extended CNAFT model through simulation of a seven-step combustion 
mechanism to consider steam effect on radiant heat loss. The extended model shows the maximum 
relative error with experimental results for various mixture types about 13 % even for containing steam. 
This study suggests that extended CNAFT model can be effectively utilized for flammability prediction in 
severe accident analysis code.  

KEYWORDS: Hydrogen, lower flammability limit, radiative heat transfer, CAFT, CNAFT. 

INTRODUCTION 

After Fukushima-Daiichi accident, Korea Hydro & Nuclear Power (KHNP) classified hydrogen 
combustion phenomena as a major threat to containment integrity [1]. The lower flammability limit 
(LFL) is the minimum fuel concentration, at which a flame can propagate. If the mole fraction of the 
released hydrogen exceeds the LFL, a more detailed risk analysis of the NPP should be performed 
to verify the potential risk of flame acceleration (FA) and detonation. Because hydrogen explosions 
diverting to FA or detonation may add significant dynamic pressure and temperature loads that can 
affect containment integrity [2]. In severe accident analysis, it is of obvious importance to clarify 
the LFL of hydrogen mixtures under different mixture conditions. The flammability limits of 
various mixtures have been determined through many experimental studies [3-7]. Nevertheless, 
experimental identification of LFL for all mixtures during severe accident is considerably difficult 
due to wide variety of mixture types. Evaporation of the coolant in reactor coolant system (RCS) 
can cause a high concentration of steam and various gases including carbon dioxide can be released 
by the molten corium-concrete reaction (MCCI) in reactor cavity [8, 9]. The elevated temperature 
and pressure also contribute to the variety of mixture conditions. However, even the MELCOR 
code, which is the regulatory code of severe accident analysis developed by the US Nuclear 
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Regulatory Committee, adopts a rather simple logic for predicting the LFL. For example, in case of 
upward flame propagation, the code uses a constant LFL of 4.1 vol% regardless of the mixture 
conditions [10]. Such simplified LFLs can increase the uncertainty of the results on the hydrogen 
risk of NPPs. 

Therefore, it has been considered mandatory to develop a theoretical model to reasonably predict 
the LFL in contingency with mixture conditions. Recently, Vidal et al. pointed out that calculated 
adiabatic flame temperature (CAFT) is a powerful model for estimating the LFL of gaseous 
mixtures [11]. The model has the advantage that it does not involve the complex algorithms 
considering peculiarities of the chemical kinetics of gaseous organic substances in air. It concluded 
that the threshold peak temperature for flame propagation was proportional to the CAFT. However, 
researchers have found that relying on the CAFT concept tends to result in inconsistent accuracy 
depending on the mixture conditions as shown Fig. 1. The mixture conditions for this model 
validation is shown in Table 1. This is especially true when the initial temperature of mixture is high 
or the diluent gas is helium or steam. The limitations of the CAFT model came from its reliance on 
an adiabatic value whereas actual flame propagation involves heat loss mechanisms. Many thermal 
theories of the flammability limits attributed the existence of the LFL to heat loss from the reaction 
zone [12-14]. The amount of heat loss substantially affects the peak flame temperature and hence 
determines the intrinsic LFL value of the mixture.  

 

Fig. 1. Validation of CAFT model in various mixture conditions 

For this reason, Jeon et al. proposed a calculated non-adiabatic flame temperature (CNAFT) model 
to predict the LFL considering heat loss mechanism together with the concept of the CAFT model 
[15]. The proposed model analysed the physics of flame propagation in a non-adiabatic condition 
that focused on heat loss mechanisms during upward propagation. It confirmed that radiative heat 
loss dominantly determines the total amount of the heat loss from the reaction zone to the ambient 
environment. However, the current CNAFT model does not make a reasonable prediction of LFL 
under mixture conditions with steam. Because steam is classified as radiating species, the presence 
of steam in the initial condition results more radiant heat loss. Since most mixtures during nuclear 
reactor accident contains steam, the current model has limitation on the hydrogen risk of NPPs.  

Therefore, the objective of this study is to extend the CNAFT model to predict mixtures with steam. 
The amount of radiant heat loss was estimated based on the optically thin radiation model that can 
be used for lean hydrogen mixture conditions. Also seven-step chemical kinetics was solved for 
prediction of steam concentration in burned gas. As it becomes able to predict the increased amount 
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of heat loss by higher steam concentration, the range of model reliability was extended to H2-Air-
Steam. The validation was also carried out for mixture conditions in Table 1. 

MODELLING 

Concept of calculated adiabatic flame temperature 

According to Arrhenius theory [16], the peak temperature occurring at the flame front determines 
the chemical reaction rate because the number of molecules participating in the reaction increases 
by the temperature. The threshold peak temperature is the temperature that can produce the 
minimum reaction rate to sustain propagation [17]. Previous studies concluded that the threshold 
peak temperature being determined by fuel type was proportional to the CAFT of the limiting 
mixtures. Because direct prediction of the peak temperature is almost impossible, representing the 
peak temperature using the CAFT was frequently done for LFL predictions in the previous studies 
[11]. The CAFT can be calculated from the energy balance of the reaction at equilibrium as shown 
in Eq. (1), where ∆f�,�<  is the formation enthalpy of species ü and �ýþ� is the reference temperature. 
The average heat capacity 	̅,�<  was calculated for each compound using the corresponding adiabatic 
flame temperature, 

( )0 0 0
, , , 0i f i i f i p i CAFT refreactants products

n H n H c T T  ∆ − ∆ + − =   ∑ ∑ . (1) 

However, the limitation of this concept was confirmed through experimental results in Table 1. 
These experiments identified the LFL near atmospheric pressure according to initial conditions such 
as the diluent concentration or initial temperature of the mixture. The H2-Air-Steam flammability 
data was fit with the empirical equation based on results of Marshall’s experiment Based on the 
conditions of the limiting mixtures, the value of CAFT was determined by Eq. (1). It should be 
noted that, although the temperature remains nearly constant for some mixtures at approximately 
600 K, other mixtures show significant differences. This is especially true when the initial 
temperature is high or the diluent gas is steam and helium. As a result, it was confirmed that the 
model showed inconsistent accuracy depending on the mixture conditions as shown Fig. 1. These 
inconsistent with experimental results was also identified by Terpstra [7]. The reason was due to the 
simplified assumption of adiabatic flame expansion. In reality, however, flames do not propagate 
under adiabatic conditions, and heat loss processes play a part. This implies that the effects of heat 
loss depending on the mixture conditions cannot be ignored when predicting the LFL. In other 
words, the CAFT model can be applied in limited cases because it cannot account for heat transfer 
from the reaction zone to the environment. For this reason, Jeon et al. proposed a CNAFT model to 
predict the LFL considering heat loss mechanism together with the concept of the CAFT model. 

Table 1. Various experimental results used in model validation 

Reference Mixture ò� (°C) Diluent (vol%) CAFT (K) 

Kumar [3] 
H2-O2-He 20-100 0-40 670-800 

H2-O2-N2 20-100 0-40 590-630 

Hustad [4] H2-Air 20-200 0 610-720 

Marshall [5] H2-Air-Steam 100-120 0-40 730-850 

Terpstra [7] 

H2-Air 20-300 0 580-750 

H2-Air-He 20 0-50 580-780 

H2-Air-Ar 20 0-60 ~580 

H2-Air-N2 20 0-20 ~590 
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Non-adiabatic flame temperature model 

As many theories have concluded, the effects of the heat loss from the reaction zone to the post-
reaction zone play an important role in determining the peak temperature. That is to say, the heat 
loss mechanism ultimately affects the flammability limit of mixtures [12-14]. The essential heat loss 
mechanisms for laminar flame are the convective and radiative heat transfer from the flame to the 
environment [18]. However, convective transfer can be ignored if the tube diameter is larger than a 
certain value. Fernandez-Galisteo explained that it is because the burnt temperature is close to 
crossover value for lean flames close to the flammability limit [19]. This approach can be applied 
for a standard apparatus for determining the flammability limits, as done by Coward and Jones. 
Such apparatus consisted of a vertical tube 51 mm in diameter and 1.8 m long, closed at the upper 
end and open to the atmosphere at the bottom [20]. Therefore, the effect of radiative heat loss has 
been dominantly adopted as the explanation of the flammability limit [21].  

The effects of radiative heat loss from the flame to the ambient environment can be classified as 
conduction of heat into the post-reaction zone, which is cooled via radiative heat loss ��Kg,$ and 
radiative heat loss from the reaction zone itself, ��Kg,1 [18]. First, the heat conduction into the post-
reaction zone is caused by the temperature gradient near the end of the reaction zone. In steady-state 
one-dimensional flame propagation, the energy balance in the post-reaction zone can be defined as 
in Eq. (2), where / is the radiative volumetric heat loss and depends on the mixture properties and 
the local temperature distribution in the post-reaction zone, and ' is the thermal conductivity. In this 
study, the effect of a specific flame structure depending on mixture conditions was not considered. 
Because the combustion regime of the observed cap-like flames at the ultrelean H2-Air mixture is 
not fully understood [22]. Although the approach with the one-dimensional energy equation is 
difficult to depict local heat transfer phenomena, it makes possible to estimate sum of heat loss in 
the reaction zone. Mayer noted that the diffusion term on the left is much smaller than the 
convection term in the region of peak flame temperature over the range of mass flow rates in typical 
flame propagation [18]. It means that the ��Kg,$ can be calculated with peak temperature gradient 
under the influence of radiative heat loss as shown in Eq. (3). The equation consists of several 
variables determined by the mixture properties. The thermal conductivity value is based on flame 
front temperature, while the density and specific heat are based on the unburned gas temperature, 

( )u p u

dT d dT
c S k R T

dx dx dx
ρ − = − , (2) 

,1

( ) ( )
  

( ) ( )
f f

f f
rad f f

x x x xu p u f u p u f

R T R TdT dT
q k k

dx c S T dx c S T= =

   = − → = − =   ρ ρ   
. (3) 

Second, the radiative heat loss rate from the reaction zone itself can be calculated via integration of 
the space-averaged radiative volumetric heat loss. However, Lakshmisha et al. proved that the 
fraction of ��Kg,1 was very small compared to heat release rate for CH4-Air. They numerically 
solved the equations for premixed flames near lean flammability limits, considering detailed 
chemistry and variable properties [23]. Recently, Liaw et al. confirmed that the effect of ��Kg,1 is 
non-sizable on the H2-Air mixtures as well as the  CH4-Air mixture by comparison between their 
model and experimental results [24]. These conclusion are also consistent with the experimental 
observations of Shoshin et al. that limit flame extinction behavior is connected with the formation of 
the stagnation zone of combustion products. They pointed out that the reaction zone is effectively 
cooled by heat conduction to the stagnation zone, which rises upward together with flame and 
cooled due to radiation heat loss [25]. As a result, most of the heat loss needed for calculating the 
peak temperature can be estimated only by considering ��Kg,$. 
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As shown in Eq. (4), the magnitude of the radiative heat loss rate can be determined using the 
thermal diffusivity, flame speed, and volumetric heat loss rate. In ultralean H2-Air flames, the 
laminar flame speed is severely affected by cellular instabilities as the stretch rate approaches zero. 
This is the profound characteristic for unstretched flames that the Lewis number is much smaller 
than one [26]. The flame speed of the limiting mixtures is independent of the mixture properties and 
its finite value can be calculated from the results presented by Davies and Taylor. Their 
observations were derived from experimental results, which proved that an upward propagating 
flame at the limit of flammability has properties in common with a rising Taylor bubble of hot gas 
[27]. On the other hand, according to a previously proposed optically thin radiation model, 
volumetric heat loss rate is determined by the threshold peak temperature and the presence of 
radiating species [28]. Because the threshold peak temperatures of the limiting mixtures were 
assumed to be invariable, the volumetric heat loss rate was considered to be constant with the 
exception of mixtures containing the radiating species. Consequently, the radiative heat loss rate ��Kg,$ can be estimated using a linear function of thermal diffusivity through experimental and 
theoretical evidence. In conclusion, Jeon et al. proposed a parameter of calculated non-adiabatic 
flame temperature (CNAFT) through Eq. (5) to predict the LFL for each mixture condition [15]. He 
expected that the limiting hydrogen mixtures have similar value of CNAFT as similar with concept 
of CAFT. Thermal diffusivity is divided by the molar concentration � to predict heat loss in mole 
units. This coefficient was defined as a CNAFT coefficient, π, which can be calculated as the mean 
value of the physical properties of each gas component of the mixture, 

( )
( )

( )
( ),1 ~

f f

rad f

u p u f u f

R T R T
q k

c S T S T
= = α α

ρ
, (4) 

( )0 0 0
, , , ,1tan

~i f i i f i p i CNAFT ref radreac ts products
n H n H c T T Q C  ∆ − ∆ + − = α   ∑ ∑ . (5) 

The mechanistically derived Eq. (5), which considers that radiative heat loss and the linearly 
proportional CNAFT coefficient, was validated using the experimental results of Terpstra and 
Marshall presented in Table 1. To validate this linear relationship, a reference mixture was required, 
and this condition was selected to be the H2-Air mixture at 20 °C. It is because the heat loss effects 
on LFL is noticeable from the CNAFT coefficient on the ambient air condition. The LFL prediction 
in the adiabatic condition does not make noticeable error until the coefficient value at the reference 
mixture. Thus, the difference in heat loss was inversely estimated using Eq. (11) based on 581 K 
which is value of CAFT at the reference mixture. The difference in CNAFT coefficient was also 
calculated based on the reference mixture. The thermal conductivity used for calculating the 
coefficient was substituted with a corresponding value at this temperature. Figure 2 shows the 
difference in volumetric heat loss for each mixture based on their initial mole number before the 
reaction. As a result, a proportional relationship between the two variables was confirmed and Eq. 
(6) was determined by a least-squares analysis with R-square value of R2-0.98. It implies that they 
show a strong linear relationship except for H2-Air-Steam. Also, it should be noted that the elevated 
initial temperature mixtures or helium mixtures have higher CNAFT coefficient than other mixtures. 
Because these two types of mixtures are representative mixtures, predicting the LFL is difficult with 
the CAFT model, we concluded that there is a direct relationship between the overestimated CAFT 
and the high CNAFT coefficient of these limiting mixtures. In other words, a mixture having a high 
coefficient requires more combustion heat to compensate for its higher radiative heat loss than other 
mixtures 

( ) ( ),1 ,200.246rad air CQ °π = π − π , Cπ = α  103 cm5/(mol·s). (6) 
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Fig. 2. Linear relationship between the CNAFT coefficient and radiative heat loss. 

THE ROLE OF STEAM IN RADIANT HEAT LOSS 

The reason why the linear relation between the CNAFT coefficient and radiative heat loss was not 
identified only for the H2-Air-Steam mixtures can be explained by the optically thin approximation. 
Since the flame thickness at the flammability limits was very small, the assumption of optically thin 
conditions is justified by referring to the Hottel’s charts. Therefore, the volumetric radiative heat 
loss can be calculated by Eq. (7) [20], where σ is the Stefan-Boltzmann constant, �< is the ambient 
temperature, ¬�� K�  is the partial pressure of steam and ��� K� is the Planck’s mean absorption 
coefficient of steam. The independence of the peak flame temperature and mixture conditions 
remains as before. It should be noted that, in the case of a mixture containing steam, the volumetric 
rate increases proportionally as the partial pressure of steam increases. In other words, the 
volumetric rate cannot be assumed to be constant as in a mixture without steam. Therefore, the total 
amount of radiative heat loss during flame propagation of a mixture with steam under isobaric 
condition can be estimated by Eq. (8). The reference value j�� K�,� � is the steam mole fraction at 
the flame front during flame propagation in mixtures without steam. Even if there is no steam in the 
initial mixture, steam can be produced through the combustion process. However, it was deduced 
that the variation of the steam concentration was negligible in other diluent types through 
confirmation of the proportional relationship between the CNAFT coefficient and the amount of 
heat loss. It is because the difference of initial hydrogen concentration between the limiting 
mixtures is sufficiently small. Therefore, the amount of heat loss in a mixture containing steam can 
be estimated if the value of steam mole fraction at the flame front during propagation j�� K�,�ÜK� 	���£� can be predicted, 

( )4 4
04 f steam steamR T T p a= σ − , (7) 

( ) ( )( ),1 ,20 ,  ,0.246rad air C steam flame front steam refQ X X°π = π − π . (8) 

Fernandez-Gasliteo showed, for hydrogen-air mixtures that are very fuel lean, the seven-step 
mechanism including three reversible shuffle reactions 1-3 and the irreversible recombination 4f 
suffices to describe accurately progress of combustion as shown Table 2. Therefore, in this study, 
the mechanism was solved to predict the variation of the steam mole fraction during combustion 
process [29]. Because the rate coefficient in the Arrhenius form k � A�£exp	���K �!⁄  constants for 
all reactions, the reaction rate is calculated solely as a function of temperature. The backward rate of 
reactions 1-3 are approximate fits calculated from the forward parameter using the thermodynamic 
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data. In calculating the pressure dependence of the reaction rate constant, the value of falloff factor P� was determined by the previous computation by Troe [30]. 

Table 2. The 7-step mechanism with rate coefficient in the Arrhenius form [24] 

Reaction � � ò	�
  �.� � � ↔ � �  3.52e+16 -0.7 8590 

�.�� �  ↔ � � � 5.06e+04 2.67 3166 

�.�� � � ↔ ���� 1.17e+09 1.3 1829 

��.� � � �� → �� �� ∗ '< 5.75e+19 -1.4 0 

'Z 4.65e+12 0.44 0 

��.�� �� → � � � 7.08e+13 0 148 

��.�� �� → �� � � 1.66e+13 0 414 

��.�� � � → �� � � 2.89e+13 0 -250 

In the case of combustion of limiting mixture with very low flame speed, the structure at the flame 
front can be predicted by computation of homogenous ignition above crossover temperature. Figure 
3 shows the verification of our computation by a typical time history obtained ignition above 
crossover temperature for a stoichiometric H2-Air mixture with San Diego mechanism obtained 
from Ref. [19]. It was identified that the seven-step chemistry provides a sufficiently accurate 
results in the temporal evolution of hydrogen mole fraction. Although the temperature change 
shows a slight difference, it is clear that this difference will be further reduced in lean conditions. It 
means that the steam mole fraction at flame front during propagation of hydrogen lean flame can be 
predicted by this simplified chemistry. 

 

Fig. 3. Code validation for ignition of stochiometric H2-Air mixture in a homogenous adiabatic reactor at 
constant atmospheric pressure and initial temperature T � 1200	K. 

Figure 4 shows the temporal evolution of hydrogen and steam mole fraction for each limiting 
mixture during homogenous ignition above crossover temperature. When the steam concentration is 
zero, the LFL is 3.9% and it burns completely in a very short time. This aspect is equally founded in 
the other three cases with steam, and the steam mole fraction in burned gas is very close to the sum 
of initial hydrogen and steam mole fraction. This complete combustion in the hydrogen lean 
condition with steam was identified not only in this homogeneous ignition simulation, but also in a 
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computation of steady planar deflagration obtained with COSILAB code [19]. However, as 
mentioned, the specific modes of flame propagation were observed such as cap-like flames in 
ultraliean H2-Air flames. These observed natures can affect the steam concentration near the end of 
the reaction zone. This is our further study. 

 

Fig. 4. Temporal evolution of j��g��� £, j�� K� for each limiting H2-Air-Steam mixture as obtained from 
numerical integrations with 7-step mechanism of Table 1 �j�� K� � 0.0, 0.2, 0.3, 0.4!. 

    

Fig. 5. Sensitivity analysis for determination of optimum reference steam mole fraction (left) and linear 
relationship between the extended CNAFT coefficient and radiative heat loss with j�� K�,� � � 0.05 (right). 
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In conclusion, the calculation of steam concentration during flame propagation under each limiting 
mixture condition can be substituted by a complete combustion approach as shown Eq. (9). The 
amount which can be estimated by the initial condition including CNAFT coefficient and initial 
mole fraction increases proportionally as the sum of initial hydrogen and steam mole fraction 
increases. The reference steam mole fraction, which was neglected to predict the heat loss of 
mixtures without steam, was determined by sensitivity analysis. Because the mixtures without steam 
produce steam at flame front as hydrogen combustion proceeds, the reference mole fraction will be 
in the LFL range of 0.03-0.06. Therefore, the sensitivity analysis was performed to obtain the 
optimum value for estimation of radiant heat loss based on the range as shown Fig. 5. It was 
confirmed that the average prediction accuracy was the highest when the reference mole fraction 
was set to 0.05. Although this approach for averaged reference temperature may cause non-
negligible errors, this empirical derivation was considered to essential for predicting the LFL in a 
H2-Air-Steam mixture. The term of steam effect can be negligible when no steam is present in the 
initial mixture, 

( ) ( )( )
2,1 ,20 , , ,0.246rad air C H initial steam initial steam refQ X X X°π = π − π + . (9) 

RESULTS AND DISCUSSION 

The accuracy of the CNAFT model and extended CNAFT model was compared in Fig. 6 based on 
the experimental results in Table 1. For mixtures without steam, both models show reasonable 
accuracy because the radiant heat loss increases due to helium concentration or high temperature 
can be predicted by the CNAFT coefficient. However, in the case of the mixture containing steam, 
the current CNAFT model has a consistent tendency to predict higher LFL values than the 
experimental values.  This is because the amount of radiant heat loss, which increases with the 
presence of steam in the initial condition, was underestimated. On the other hand, the extended 
CNAFT model shows high accuracy for all listing mixtures as consideration of steam effect on 
radiant heat loss except for a H2-Air-He mixture. The reason was a significantly large thermal 
diffusivity value of the mixture compared to other mixtures because of both high temperature and 
helium concentration �jz � 40	%, �� � 100	°�!. The maximum relative error was 13 % except for 
the mixture. As as result, by knowing the initial condition of a mixture for which the LFL is not 
known experimentally, the amount of heat loss in the CNAFT model can be estimated. Then, the 
hydrogen concentration at which the CNAFT reaches 581 K according to Eq. (5) and (9) is the LFL 
value predicted by the CNAFT model.  

     

Fig. 6. Validation of CNAFT model in various mixture conditions (left: current, right: extended). 



Part 8. Hydrogen Safety 

1385 

CONCLUSIONS 

In this study, the extended CNAFT model was developed to predict the LFL of H2-Air-Steam 
mixture based on the heat transfer mechanisms during flame propagation. The simulation of seven-
step combustion mechanism provided a rationality for a complete combustion approach in terms of 
predicting the steam mole fraction at the flame front. Agreement with experimental LFL results on 
H2-Air-Steam mixtures was improved significantly, for which the current CNAFT model showed 
technical limitations. We confirmed that considering radiative heat loss induced by steam mole 
fraction is essential for estimating the peak flame temperature for various mixture conditions. This 
study suggests that extended CNAFT model can be effectively utilized for flammability prediction 
in severe accident analysis code. Our major findings and future work can be summarized as follows. 

• The reason why the current CNAFT coefficient cannot proportionally estimate the amount of 
radiant heat loss for H2-Air-Steam mixtures can be explained by the optically thin 
approximation. In the case of a mixture containing steam, the radiant volumetric rate increases 
proportionally as the partial pressure of steam increases. 

• The seven-step simulation for combustion process of liming H2-Air-Steam mixtures identified 
that the steam mole fraction in flame front is very close to the sum of initial hydrogen and steam 
mole fraction regardless of the initial steam mole fraction.  

• The amount of heat loss in a mixture containing steam can be estimated with the complete 
combustion approach. The amount which can be estimated by the initial condition including 
CNAFT coefficient and initial mole fraction increases proportionally as the sum of initial 
hydrogen and steam mole fraction increases. 

• However, the specific modes of flame propagation were observed such as cap-like flames in 
ultraliean H2-Air flames. These observed natures can affect the steam concentration near the end 
of the reaction zone. This is our further study. 
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of Hydrogen As an Energy Vector 
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ABSTRACT 

If generated using clean technologies (non CO2 emitting technologies), hydrogen may constitute a clean 
sustainable energy vector usable in the power sector, in the transportation sector, in various industrial 
sectors and in households. However, the physical and chemical properties of the hydrogen (its leakage, 
flammability and explosion propensities) call for extreme care for its generalized use, especially at the 
level of the general public. To make the general public use of hydrogen as safe as electricity will certainly 
take a long time and will necessitate huge investments. To open the way to the so-called hydrogen society 
may necessitate a different approach, that we call a holistic approach, meaning that the advent of 
hydrogen as a generalized energy vector should solve world energy and environmental problems without 
adding new ones. Among such approaches, the paper discusses the following ones: (i) in situ & on site 
hydrogen generation to avoid hydrogen transport and storage; (ii) use of renewable hydrogen for captured 
CO2 hydrogenation and (iii) hydrogen generation from organic waste streams to contribute to the 
achievement of circular economy. 

KEYWORDS: hydrogen safety, hydrogen generation, CO2 hydrogenation, organic waste gasification. 

INTRODUCTION 

The world energy system is undergoing a large mutation today, the pace of which will certainly 
fasten in the coming decades. Sustainability issues of energy systems and policies are considered 
more seriously than before. Sustainability goes obviously hand in hand with long term energy 
sources availability and environmental considerations. Focusing on climate change risks triggered 
by greenhouse gas emissions, and namely CO2 emissions from burning fossil fuels, clearly shows 
the complexity of rapidly modifying an already established energy system. This is mainly because 
energy systems are large scale socio-technical systems impacting all the human activities but also 
impacted by the social sphere, from economy to geopolitics. Consequently they present an 
important resistance to any important changes so that energy transitions are usually characterized by 
long durations. 

An energy system is composed of several sub systems, such as resource gathering and transporting 
(for example mining or building pipelines), resource conversion to useful energy vectors (for 
example refining or electricity generation), distribution of the energy vectors (for example 
electricity or gas networks). Changing an element of the energy system, for example the fuel or the 
useful energy vector, impacts the whole energy system. Each energy sub-system also carries 
specific hazards and environmental risks [1-3]. 

Hydrogen is a specific energy vector. If generated using clean technologies (non CO2 emitting 
technologies), it may constitute a clean sustainable energy vector usable in the power sector, in the 
transportation sector, in various industrial sectors and in households. However, the physical and 
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chemical properties of the hydrogen (its leakage, flammability and explosion propensities) call for 
extreme care for its generalized use, especially at the level of the general public. To make the 
general public use of hydrogen as safe as electricity will certainly take a long time and will 
necessitate huge investments.  

To open the way to the so-called hydrogen society may necessitate a different approach, that we call 
a holistic approach, meaning that it should solve world energy and environmental problems without 
adding new ones. This paper will discuss some aspects of this approach. In the first section of the 
paper we outline what we mean by the ‘holistic’ approach. In the continuing sections, we briefly 
present three developments within this approach. We finish the paper by some recommendations. 

THE HOLISTIC APPROACH 

The energy transition strategies should not add new problems but solve simultaneously several 
existing ones. The transition to a more sustainable energy system needs decarbonized energy 
resources, de-nuclearized electricity systems, increased renewables based electricity generation and 
advances in the circular economy. 

In this context, hydrogen as an energy vector opens-up several opportunities. Indeed, hydrogen 
conversion to useful energy by thermo-chemical or electro-chemical processes only generates water 
and no greenhouse gases. But hydrogen generation should also use clean processes (without 
emitting GHGs). On the other hand, because of its leakage propensity, including metal fragilization, 
low density and high reactivity, the transport and storage of hydrogen pose serious threats.  

The approach we call ‘holistic’ aims to use some characteristics of hydrogen and of its use to 
promote energy transition without introducing new risks or threats. Several strategies to ease the 
introduction of hydrogen in the energy scenery within the holistic approach can be imagined. In this 
paper, we develop three of them. They are the following: 

• In order to minimize hydrogen leakage, fire and explosion risks in the case of hydrogen use 
generalization, the most rational strategy is to avoid hydrogen transport and storage, by 
developing in situ and on demand hydrogen generation technologies 

• Instead of using hydrogen as a final energy vector, another rational strategy would be to use 
it as an intermediary one to generate conventional fuels (for which optimized conversion 
technologies exist such as internal combustion engines, gas turbines, fuel cells) by the 
hydrogenation of the CO2 emitted from carbon intensive sectors. 

• Another rational strategy would be to generate hydrogen from various solid materials 
including organic waste streams by gasification technologies. 

The paper argues that rational uses of hydrogen such as these three strategies suggest may accelerate 
the generalized use of hydrogen with minimal risks and contribute to the development of a low 
carbon circular economy. The following sections briefly develop these strategies, based on the 
worldwide knowledge accumulation in the concerned areas, including the authors’ own work.  

IN SITU AND ON DEMAND HYDROGEN GENERATION 

In order to diminish the leakage, fire and explosion risks of a generalized use of hydrogen, one 
rational approach is to shorten the duration and the distance between its generation and energy 
conversion steps and locations. This also means generating hydrogen and using it without storing, 
which is a “in situ & on demand” hydrogen generation approach. A promising way within this 
approach is using low temperature reactions between water and Aluminum for water splitting. 
Several studies exist in this domain, including at ICARE-CNRS [4, 5].  
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Metal particles such as Ni, Fe, V, Mn, Ti, Ag, Ca, Zn, Zr, Al, and their corresponding alloys can be 
potentially used to produce hydrogen through catalyst (water-soluble inorganic salts) assisted 
reactions in water. For example, some theoretical hydrogen production rates are: 1 g of sodium 
borohydride gives 2.4 l of hydrogen; 1 g of aluminum gives 1.244 l with bayerite/boehmite 
formation; 1 g of magnesium gives 0.95 l, and Al and Mg hydrides give respectively 2.24 l and 1.88 
l of hydrogen. Compared to other systems, aluminum has several favorable features, such as cost-
effectiveness, non-reactivity at normal conditions, easy storability, safety during transportation, and 
non-toxicity.   

As aluminum is covered by its natural oxide, several researchers have investigated various 
aluminum activation processes, such as treatment with iodine vapor, reaction at supercritical 
conditions, treatment of the metal surface with NaOH or KOH solutions, surface contact with 
activator metals (mercury, gallium, indium) and metal-alloys (gallium-indium eutectics). For 
example, Kravchenko et al. [6] investigated the reaction of water with aluminum-based metal 
composites doped with gallium (Ga), indium (In), zinc (Zn), or tin (Sn). Parmuzina and Kravchenko 
[7] demonstrated the method of aluminum activation by liquid eutectics Ga–In (70:30) and Ga–In–
Sn–Zn (60:25:10:5) (galinstan) leading to reactions with water and hydrogen production. Activator 
metals remove the alumina layer and generate fractures on the aluminum core which is a potential 
way to enhance the reactivity of the aluminum. For safety and environmental reasons, the gallium-
indium eutectics seem to be the best choice to activate aluminum particle reactions with water.  

At ICARE we have chosen the galinstan (Ga–In–Sn–Zn -60:25:10:5) eutectic, which gives 
optimized performances over Ga-In eutectics [4] and we have addressed some of the associated 
problems in this aluminum activation method, and mainly the dependency of hydrogen production 
rate and yield on aluminum particle sizes, aluminum and galinstan eutectic content, and reaction 
temperature. In addition we have examined the effects of Al particles specific surface area and 
galinstan eutectic content on hydrogen production rate and yield. We have examined three 
compositions of mixtures: 85% Al -15% galinstan eutectics, 90% Al-10% galinstan eutectics and 
95% Al – 5% galinstan eutectics by mass. The galinstan eutectic composition is fixed as Ga-In-Sn-
Zn (60:25:10:5). Figure 1 shows cracks initiation and propagation  under the effect of the galinstan 
eutectics. Figure 2 displays the hydrogen evolution rate for various aluminum particle sizes and 
water temperatures, showing the effects of both parameters. 

 

Fig. 1. Crack formation on the activated aluminum particles at ~30 °C. 
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These preliminary studies indicate that low temperature reactions between water and aluminum 
constitute a promising way for water splitting and in situ and on site hydrogen generation. Once 
optimized this approach may considerably reduce the hydrogen storage necessity and the associated 
risks for on-board and portable systems applications using fuel cells. 

 

Fig. 2. Hydrogen evolution rate of the activated aluminum mixtures with water, Al-85% and Galinstan 
eutectics 15% by mass (Ga-In-Sn-Zn = 60-25-10-5). 

HYDROGEN GENERATION USING RENEWABLE ELECTRICITY AND CO2 
HYDROGENERATION TO GASEOUS AND LIQUID FUELS 

Wind energy and solar power are clean, sustainable but intermittent electricity generation 
technologies. Given the difficulties to store electricity, hydrogen generation by water electrolysis 
using renewable electricity is a way of storing PV electricity during day time and the excess wind 
electricity during lower electricity consumption periods such as nights. The generated renewable 
electricity can be used to electrolyze water for hydrogen generation and for CO2 hydrogenation to 
gaseous (methane) or liquid (methanol, DME) fuels. This approach may permit to continue to use 
well optimized energy conversion technologies such as gas turbines and internal combustion 
engines, but also fuel cells. It might then provide a nice solution for the valorization of captured 
CO2 especially from CO2 intensive industries such as cement, glass, steel and refineries by creating 
a carbon circulation or transfer process between sectors [8-11].  

Carbon dioxide is one of the major greenhouse gases. The need to control the emission of CO2 into 
the atmosphere has encouraged its capture from flue gases generated by power plants and carbon 
intensive industrial processes. Several methods for capturing CO2 in the atmosphere have been 
investigated.  Separation techniques are today mature and can be implemented on a large scale. CO2  

capture using membranes is a less energy consuming capture technology especially suited for CO2 
concentrations nearing 15 % and higher. This is for example appropriate for calcination kilns in the 
cement industry where CO2 concentrations are high. For power plants CO2 concentrations in the 
flue gases can be increased using combustion in oxygen enriched air. Figure 3 shows the efficiency 
of this technology for a swirling turbulent methane – oxygen enriched air flame [12].  

The utilization of the captured carbon dioxide has an economic value as a waste is converted into 
useful, added value products. The availability of large amounts of recovered CO2 may sustain the 
development of new synthetic fuel technologies based on its hydrogenation. The free energy of 
formation of CO2 (ΔG = -96.5 kcal/mol) suggests that its conversion may require a large energy 
input. 
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The conversion processes such as 

CO2 + 3H2 → CH3OH + H2O     (ΔH = –49.5 KJ/mol), 

CO2 + 4H2 → CH4 + 2H2O        (ΔH = –164.9 KJ/mol), 

are likely to be a catalytic or thermal treatment processes. In both processes, the fundamental 
mechanism involves creation and stabilization of active species, which initiate the necessary 
reactions under kinetic and thermodynamic limitations. Incorporation of catalysts to this conversion 
process is already studied extensively to promote these conversions. One of the elementary 
mechanisms is to produce the reactive species which helps dissociating the molecules. Once the 
species are generated, it should have enough energy to propagate the desired reactions. One of the 
approach to generate the reactive environment is by means of gas discharges. 

 

Fig. 3. Effect of the oxygen enrichment rate on the CO2 concentration in the burnt gases of a swirled turbulent 
methane – air flame. 

Atmospheric non-thermal plasmas (ANTPs) or atmospheric pressure gas discharges have received a 
great deal of attention in the recent years [13,14]. ANTPs are generated by a diversity of electrical 
discharges such as corona discharges, dielectric barrier discharges (DBD), atmospheric pressure 
plasma jet (APPJ) and micro hollow cathode discharges (MHCD), all having their own 
characteristic properties and applications. The important characteristics of non-thermal plasmas is 
their high electron temperature (~105 K) while the bulk gas temperature remains as low as room 
temperature and its generation of high energy electrons (6 ~10eV) which dissociates the molecules 
and hence creates the necessary reactive environment. Therefore, this conversion process can be 
performed independently of the gas temperature, an inherent advantage being to perform the 
chemical conversion at low temperatures as demonstrated by bench scale investigations involving 
batch experiments and column reactors. 

Once optimized, the integration of hydrogen generation from renewable electricity through water 
electrolysis and of the captured CO2 hydrogenation to liquid or gaseous fuels will become a viable 
sustainable CO2 valorization technology. The rationale behind this approach is to circulate the 
carbon between various sectors without using additional carbon containing fuels, for example using 
the CO2 generated in the process industry as a carbon containing fuel source for the transport sector. 
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HYDROGEN GENERATION BY GASIFICATION OF SOLID FUELS INCLUDING 
ORGANIC WASTE 

An important environmental and sustainability issue of today’s societies is the waste management 
problem. Humanity is generating on a daily basis huge amounts of various kinds of organic waste 
streams which pose disposal and resource management problems. Good examples are end-of-life 
tires, organic fractions of municipal waste, sewage sludge from water purification facilities, 
agriculture and food industry waste. Gasification technologies are appropriate ways to produce a 
synthetic gas (composed mainly of H2 and CO) from such organic waste. Depending on the 
moisture content of the waste material, conventional thermal gasification (for example for scrap 
tires) or hydrothermal gasification (for example for sewage sludge) technologies can be mobilized. 
In addition, several countries do not possess natural gas or oil reserves but have large reserves of 
lignite type coal. The generation of synthetic gas by gasification from lignite is a viable technology 
for natural gas import substitution in such countries. The produced gas can be used as a natural gas 
substitute for various uses, can be further processed to produce various chemicals and liquid fuels or 
for pure H2 generation after a water gas shift process. H2 can be used to enrich natural gas and the 
separated CO2 may enter the carbon circulation approach as outlined above. Several studies are 
conducted worldwide and also at ICARE-CNRS to optimize syngas generation technologies from 
solid fuels and to solve both the organic waste disposal and natural gas import substitution problems 
[15-18]. 

Figure 4 shows the 1 MW circulating fluidized bed solid fuel gasification facility developed during 
the FP7 OPTIMASH project (2011-2016) in order to optimize the gasification of high ash content 
lignites from India and Turkey. The gasification cold gas efficiencies of 70% were obtained with 
this facility and the design of upscaled versions of the facility in under progress to approach 
commercial scales [17]. 

 

Fig. 4. 1 MW circulating fluidized bed gasification facility developed within the EU OPTIMASH project. 

Based on the knowledge gained on circulating fluidized bed gasification technologies, a scrap tire 
granules gasification facility has been designed. In order to feed this design, scrap tires gasification 
kinetics has been first determined at ICARE-CNRS using a high heating rate thermogravimetric 
analysis apparatus coupled to a mass-spectrometer and to a gas chromatography [15]. Figure 5 
displays typical mass loss curves showing that scrap tires can be efficiently gasified.  
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Based both on the basic knowledge on scrap tire gasification kinetics and on the technological 
expertise gained on circulating fluidized bed gasification technologies a 5 MW electricity 
generation facility has been designed [19]. The main features of this facility are shown on Fig. 6. 

For very humid organic waste such as sewage sludge or several other agricultural and food industry 
waste streams, conventional thermo-chemical gasification techniques are not appropriate as the 
waste needs to undergo a pre-drying process. This of course considerably diminishes the waste to 
energy potential. Instead, hydrothermal processes can be used. Figure 7 shows a major result from 
ICARE-CNRS on the hydrothermal carbonization of olive pomace, a 70 % humid waste issuing 
from olive oil industry. It is observed that once optimized hydrothermal carbonization process is 
able to generate a solid fuel having chemical composition and thermo-physical properties very close 
to a lignite type coal [20].  This solid fuel can be therefore readily gasified or co-gasified to generate 
a syngas.  

 

Fig. 5. TGA studies of scrap tires. 

 

Fig. 6. Gasification of used tire granules: a project for 5 MW electricity generation. 
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CONCLUSIONS 

This paper argued that in order to generalize the use of hydrogen as an important element in the 
energy transition, a holistic approach is necessary. The approach we call ‘holistic’ aims to use some 
characteristics of the hydrogen and of its use to facilitate energy transition without introducing new 
risks or threats. In this paper, we briefly developed three technological paths that may contribute to 
this approach. They are the following. 

• In order to minimize hydrogen leakage, fire and explosion risks in the case of hydrogen use 
generalization, it is proposed to avoid hydrogen transport and storage, by developing in situ 
and on demand  hydrogen generation technologies. 

• Instead of using hydrogen as a final energy vector, it is proposed to use it as an intermediary 
one to synthetize conventional gaseous or liquid fuels (for which optimized conversion 
technologies exist such as internal combustion engines, gas turbines, fuel cells) by the 
hydrogenation of the CO2 emitted from carbon intensive sectors. For this purpose it is 
proposed to generate hydrogen by water electrolysis using renewable electricity. 

• Finally, it is proposed to develop hydrogen or syngas generation technologies from various 
solid fuels including organic waste streams by optimized gasification technologies 

 

Fig. 7. Van Krevelen diagram for olive pomace. 

The main argument of the paper is that hydrogen related technologies here outlined may help  
developing sustainable energy policies to accelerate the generalization of hydrogen use by reducing 
the associated risks, and at the same time, constitute solutions for renewable electricity storage, 
captured CO2 valorization, organic waste management, natural gas import substitution for some 
countries and therefore facilitate the transition to a low carbon circular economy. 
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ABSTRACT 

A model to simulate thermal behaviour of an onboard storage tank and parameters of hydrogen inside the 
tank during fuelling is presented. The energy conservation equation, Abel-Noble real gas equation of 
state, and the entrainment theory are applied in the model to reproduce the experimentally recorded 
dynamics of hydrogen temperature inside the tank and distribution of temperature through the wall. 
Convective heat transfer between hydrogen, tank wall and the atmosphere are modelled using Nusselt 
number correlations. An original methodology, based on the entrainment theory, is devised to calculate 
changing velocity of the gas inside the tank during the fuelling. Conductive heat transfer through the tank 
wall, composed of load-bearing carbon fibre reinforced polymer and a layer of liner, is modelled by 
employing one-dimensional unsteady heat transfer equation. The model is validated against experiments 
on fuelling of Type III and IV composite tanks for onboard hydrogen storage. Hydrogen temperature 
inside a tank is predicted by the model within the experimental non-uniformity of 50C.  

KEYWORDS: Hydrogen fuelling, model, validation, fuelling protocol.  

NOMENCLATURE 

G�£� Internal tank surface (m2) ð Co-volume constant for hydrogen in 
Abel-Noble equation (m3/kg) 

cp, air Specific heat capacity of air at constant 
pressure (J/kg/K) c¿,� Specific heat capacity of the inside gas 
at constant pressure (J/kg/K) c¿, !"" Specific heat capacity of the tank wall 
(CFRP: 	¿	 !""	�#$Á>!; liner: 	¿	 !""	�"%&þý!) (J/kg/ K) 

Dext External tank diameter (m) D%&"þÂ  Nozzle diameter (m) D%&Â  Internal tank diameter (m) f  Friction factor (-) GrÂ!&'  Grashof number (-) g  Gravity acceleration (m/s2) h%& Enthalpy of gas entering the tank (J/kg) kþ*Â Convective heat transfer coefficient at 
external surface of tank wall (W/m2/K) k%&Â	�·ý+þ, Convective heat transfer coefficient 

Pr Prandtl number of gas inside tank (-) Û Heat into tank from surrounding (J) /z� Hydrogen gas constant (m2 s2/K) ReÂ!&' Effective Reynolds number inside tank 
(-) T!-. Ambient temperature (K) TÂ!&' Temperature of gas inside tank (K) T !""	�þ*Â! Temperature of tank external 
surface (K) T !""�%&Â! Temperature of tank internal surface 
(K) T,þ" Delivery temperature of gas during 
fuelling (K) TÂ!&'<  Initial temperature of gas inside tank 
(K) T !""	�&! Temperature of tank wall at the grid-
point “n” (K) T !""<  Initial temperature of tank wall (K) t Time (s) 
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at external surface of tank wall (forced 
convection) (W/ m2/K) k%&Â	&!Â/ý!" Convective heat transfer coefficient 
at internal surface of tank wall (natural 
convection) (W/m2/K) k%&Â Convective heat transfer coefficient at 
internal surface of tank wall (W/m2/K) 

L Internal tank length (m) m� þ&Â Entrainment mass flow rate (kg/s) m� %&"þÂ Inlet mass flow rate (kg/s) m� %&"þÂ<   Initial inlet mass flow rate (kg/s) M<  Momentum flux (m/kg/s2) mþ&Â Mass of gas at entrainment m%&"þÂ Mass of gas at inlet (in considerations 
of kinetic energy) (kg) mÂ!&' Mass of gas in tank (kg) mÂ!&'<  Initial mass of gas in tank (kg) Nu%&Â	&!Â/ý!" Nusselt number for natural 
convection (-) Nu%&Â	�·ý+þ, Nusselt number for forced 
convection (-) PÂ!&' Pressure of gas inside tank (Pa) 5�K£�<  Initial pressure of gas inside tank (Pa) 

uþ&Â Gas velocity due to entrainment (m/s) N�£Ü �  Inlet gas velocity (m/s) uÂ!&' Tank gas velocity (m/s) U Total internal energy in tank (J) V Tank volume (m3) Z Hydrogen compressibility factor (-) 

Greek β Thermal expansion coefficient of gas 
(1/K) Ô Specific heats ratio (-) λ� Thermal conductivity of gas (W/m/K) μ� Dynamic viscosity of gas (Pa s) 

μair Viscosity of air (Pa s) 
λair Thermal conductivity of air (W/m/K) 
ρair Density of air (kg/m3) λ !"" Thermal conductivity of tank wall 

(CFRP: λ !""	�#$Á>!; liner: λ !""	�"%&þý!) 
(W/m/K) ρÂ!&'<  Initial gas density inside tank (kg/m3) ρ%&"þÂ Gas density at inlet (kg/m3) ρÂ!&' Gas density inside tank (kg/m3) �LKÜÜ  Tank wall density (CFRP: ρ !""	�#$Á>!; 
liner: ρ !""	�"%&þý!) (kg/m3) 

INTRODUCTION 

The inherently safer fuelling of onboard hydrogen composite storage container is a challenging 
problem. Independent on tank design and materials used for load bearing wall and liner, tank’s 
volume, its initial and nominal working pressure (NWP), temperature of hydrogen supplied to tank, 
the regulation and standards [1–4] require that the temperature inside the tank does not exceed 850C 
and pressure does not exceed 1.25×NWP, i.e. 87.5 MPa for 70 MPa onboard storage tanks. The 
consumer expectations include the fuelling time of hydrogen-powered passenger car within 3 min. 
Longer fuelling time is acceptable for busses. The problem of fuelling control is complicated by 
changing pressure and temperature inside the tank and at the inlet, changing diameter of fuelling 
nozzle to keep a required pressure ramp profile, requirements to the fuelling time, conjugate heat 
transfer from/to hydrogen through a tank wall to/from the ambience, use of wall and liner materials 
of different thermal conductivity, thermal capacity, etc.  

Experimental investigation of hydrogen fuelling for arbitrary conditions is expensive. Up to now 
experimental studies did not yet end up by clear and transparent fuelling protocol. Computational 
fluid dynamics (CFD) is a contemporary research method to get insights into underlying physical 
phenomena. It helps as well to avoid carrying out hazardous and expensive experiments. CFD 
studies on hydrogen fuelling are extensive [5–14]. However, CFD simulations are not always time 
efficient [15] and hardly could be used as a part of automated fuelling system with a short response 
time. 

Hydrogen fuelling models and their applications can be found elsewhere [7,15–21]. A major 
drawback in these studies is a lack of universal approach for estimation of heat transfer coefficient. 
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The convective heat transfer on a tank walls depends on the heat transfer coefficient [22,23]. The 
universal modelling approach to estimate this coefficient is vital [21]. 

The aim of this study is to develop and validate a model to better understand and reproduce the 
underlying phenomena of onboard hydrogen tank fuelling. The model can be used as a basis for 
creation of a predictive tool for the thermal behaviour of the system dispenser-hydrogen-tank-
atmosphere during fuelling.  

MODEL 

The schematic diagram of the hydrogen storage tank during the fuelling and phenomena on its 
boundaries are presented in Fig. 1.  

 

Fig. 1. Scheme of a tank and related phenomena during fuelling. 

Hydrogen thermodynamic parameters during fuelling are related through Abel-Noble real gas 
equation of state (EOS) [24] 	5�K£� � 7��K£�/z���K£� ,																																																																																																																																�1! 
where 7 � 1 �1 � ð��K£�!⁄  is the compressibility factor. 

The first law of thermodynamic is used in the model to bring together the rate of change of internal 
energy of hydrogen in the tank, rate of heat transfer to/from hydrogen through the tank wall, 
composed of a composite polymer and a liner with different thermodynamic parameters, and the 
rate of enthalpy brought into the tank by hydrogen inflow 

	^�̂� � ^Û̂� � ��£ ^C���'^� ,																																																																																																																																	�2! 
where the enthalpy of the gas entering (delivered into) the tank is realised as ��£	 � 	,��g Ü .  
The internal energy of real gas is calculated similar to [25] as 

	� � 5�K£��� � C�K£�ð!Ô � 1 .																																																																																																																																�3! 
The rate of heat transfer can be modelled as elsewhere, e.g. [19], 

	^Û̂� � '�£�G�£���LKÜÜ��£�! � ��K£��,																																																																																																															�4! 
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where Ttank is the gas temperature inside the tank in the assumption of its uniformity. The criteria to 
define the regime of convective heat transfer (natural convection, forced convection, or combined 
regime) is defined as [26] 

899
:
99;��	

*+�K£��/0�K£�!1 < 0.1,			'�£� � '�£�	���� g ,																																																																																																			�5!	
��	0.1 W *+�K£��/0�K£�!1 W 10,				'�£� � �'�£�	£K�¢�KÜ, � '�£�	���� g,�©î,																																																			�6!
��	 *+�K£��/0�K£�!1 X 10,				'�£� � '�£�	£K�¢�KÜ ,																																																																																																	�7!

 

where Grashof number, *+�K£�, is calculated as 

	*+�K£� � 89=��K£� � �LKÜÜ��£�!=��K£�1 H�£�6
7�1 .																																																																																																	�8! 

Gas thermal properties, i.e. thermal conductivity (>�); specific heat capacity (	,�); viscosity (7�), 
extracted for different pressure and temperature were interpolated based on gas pressure and 
temperature from [27].  

The values of heat transfer coefficients '�£�	���� g and '�£�	£K�¢�KÜ are calculated as a function of 
Nusselt number, internal tank diameter, and gas thermal conductivity which is interpolated for 
different pressure and temperature from [27], respectively as 

	'�£�	£K�¢�KÜ � >� u ¡N�£�	£K�¢�KÜH�£� ,																																																																																																																	�9! 
	'�£�	���� g � >� u ¡N�£�	���� gH�£� .																																																																																																																		�10! 
Natural convection Nusselt number, ¡N�£�	£K�¢�KÜ, is calculated by the empirical equation [18] 

	¡N�£�	£K�¢�KÜ � 0.104 u .89=��K£� � �LKÜÜ��£�!=	,����K£�!1H�£�6
7�>� 3<.6e1 .																																								�11! 

Forced convection Nusselt number, ¡N�£�	���� g , is calculated using the correlation [26] 

	¡N�£�	���� g � �� 8!�/0�K£� � 1000!5+⁄1 � 12.7�� 8!⁄ <.e �5+1 6⁄ � 1!,																																																																																							�12! 
where the friction factor, �, and Prandtl number, 5+, inside the tank are calculated by the following 
correlation [26] and definition respectively 	� � �0.790 ∙ �� /0�K£� � 1.64!#1,																																																																																																													�13! 
	5+ � 7� ∙ 	,�>� .																																																																																																																																																	�14! 
Reynolds number inside the tank for calculation of the friction factor and Nusselt number for forced 
convection is 
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	/0�K£� � ��K£�N�K£�H�£�7� .																																																																																																																												�15! 
The original modelling approach is applied in this study to calculate characteristic velocity of 
hydrogen in a tank. It is based on the entrainment theory [28]. The procedure is as follows. The 
density of hydrogen at inlet is calculated using Abel-Noble EOS  

	��£Ü � � 5�K£�5�K£�ð � /z��g Ü .																																																																																																																										�16! 
The inlet velocity is calculated by the mass flow rate 

	N�£Ü � � 4C� �£Ü ���£Ü ��H�£Ü �!1E.																																																																																																																													�17! 
Using the inlet density, ��£Ü � , and inlet velocity, N�£Ü �, the momentum flux, J<, and the 
entrainment mass flow rate inside the tank, C�  £�, are calculated respectively as [28] 

	J< � 14E�H�£Ü �!1��£Ü ��N�£Ü �!1,																																																																																																															�18! 
	C�  £� � 0.282�J<!<.e���K£�!<.eI.																																																																																																															�19! 
Then, the velocity of hydrogen in the tank due to the process of entrainment can be calculated as  

	N £� � 4C�  £���K£��H�£�!1E.																																																																																																																																		�20! 
To calculate a characteristic velocity inside the tank, N�K£�, the kinetic energy of hydrogen entering 
the tank and the kinetic energy of hydrogen moving inside the tank due to entrainment, are added 

	C�K£��N�K£�!12 � C £��N £�!12 � C�£Ü ��N�£Ü �!12 .																																																																																	�21! 
Considering that all hydrogen inside the tank is involved in the movement due to the entrainment 
phenomenon, i.e. C £� � C�K£�, and using the definition C�£Ü � � C� �£Ü �∆�, this equation can be 
solved for the characteristic velocity for use in the calculation of Reynolds number as 

	N�K£� � �C�K£��N £�!1 �C�£Ü ��N�£Ü �!1C�K£� "$ 1- .																																																																																								�22! 
Differentiating Eq. (3) and considering the rate of heat transfer, defined by Eq. (4), the differencial 
equation for calculation of hydrogen mass in the tank (C�K£�) is obtained from Eq. (2)  

g��påìg� � ���påì�� ∙�@ào�påì∙ä�ßà© #�±å�è±å��°ApÙÙ�±å�!#°�påì���påìßà© ∙���Õ,B∙°�ØÙ .                                                         �23! 
The density is calculated as ��K£� � ��påìª  and it is followed by using Eq. (24) [24] to calculate the 

temperature of the hydrogen inside the tank in the assumption of uniformity of hydrogen parameters 
throughout the tank (��K£�) 

��K£� � 5�K£��1 � ð��K£�!��K£�/z� .																																																																																																																									�24! 
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Conservation of energy requires the equality of the convective heat flux between gas and the wall to 
the conductive heat flux at the wall boundary. Thus, boundary conditions at internal and external 
surfaces of the tank are defined by Eq. (25) and Eq. (26) respectively  

	���£g¢����£" 			�ü��0+���! � ���£¤ ����£" ⇒ �>LKÜÜ ^�LKÜÜ	�£!^� D£E�£� � '�£����K£� � �LKÜÜ	��£�!�,				�25! 
	���£g¢����£" 			�0��0+���! � ���£¤ ����£" ⇒ �>LKÜÜ ^�LKÜÜ	�£!^� D£E b� � ' b���LKÜÜ	� b�! � �K���.		�26! 
It was concluded in [9,19,29] that in the case of fuelling, the external heat transfer coefficient (' b�) 
does not have a significant effect. The value of ' b�  is then accepted to be 6 W/m2/K in our study 
following [9]. 

The model implies the unsteady heat conduction inside the cylinder wall. The equation per each 
control volume (CV) of the wall can be found elsewhere [30]  

	�LKÜÜ		LKÜÜ ^�LKÜÜ^� � ^̂� ;>LKÜÜ ^�LKÜÜ^� =.																																																																																																		 �27! 
The model input parameters are defined as the following categories: 

- Tank properties: volume, internal surface, diameter & length, external diameter, load-
bearing wall and liner thickness and their thermal properties (thermal conductivity, specific 
heat capacity, density), external heat transfer coefficient; nozzle diameter, initial 
temperature, 

- Hydrogen properties: co-volume constant, specific heat capacity, thermal conductivity, 
specific gas constant, dynamic viscosity, initial pressure and temperature, pressure ramp, 
delivery temperature, thermal expansion coefficient, specific heat capacities ratio, 

- Other input parameters: ambient temperature, air specific heat capacity, air viscosity, air 
thermal conductivity, air density, fuelling time, acceleration due to gravity. 

The model can predict the dynamics of gas temperature inside the tank, the temperature profile 
within the load bearing wall and the liner, the gas density or State of Charge (SOC), etc. 

Input parameters, order of equations which are solved at each time step, and expected output of 

calculation at each stage are summarised in Table 1. It must be noted that 
gÓ�påìg�  is the pressure 

ramp which is defined as an input. 

Two hydrogen tank fuelling experiments [8,29] were selected for the validation of the physical 
model of fuelling developed in this study. Table 2 presents the characteristics of the tanks in these 
experiments. The details of experiments were out of scope of the current study and they are 
available in [8] for the 29 L, Type IV tank and in [29] for the 74 L, Type III tank. According to [8], 
for 29 L, Type IV tank, the measurement for the gas temperature inside the tank was facilitated by 8 
thermocouples. It was concluded in [8,10] that five out of 8 thermocouples, i.e. in the middle of the 
tank from top to bottom, were assigned to be used for the averaging the temperature due to having 
same temperature trend with the maximum temperature difference of 30C. Sixteen thermocouples 
were used to measure the gas temperature inside the 74 L, Type III tank of [29] experiment. 
Unfortunately, there was no argument in [29] that how the temperatures were averaged and it was 
only mentioned that the maximum difference of gas temperature measured by different 
thermocouples was 50C.  
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Table 1. Input parameters, calculation procedure and output parameters 

Input parameters 

�, ð, Ô, �K��, �g Ü, gÓ�påìg� , ��K£�< , �LKÜÜ< , G�£�, ∆�, ∆�, /z�, �LKÜÜ�£!, 		LKÜÜ�£!, >LKÜÜ, ' b�, H�£�, I, 8, 9, �LKÜÜ< , '�£�< , 	,�, 7�, >�, ��K£�< , 	C�K£�<  

Calculation procedures 

Step No. Output parameters 

1 Hydrogen pressure in the tank, (5�K£�� � 5�K£��#$ � m^5���'^� s∆�) 
2 Hydrogen mass flow rate in tank (C� �£Ü �� � g��påìg� ), Eq. (23) 

3 Hydrogen mass in tank (C�K£�� � C�K£��#$ � ^C�K£�) 

4 Hydrogen density in tank (��K£� � ��påìª ) 

5 Hydrogen temperature in tank (��K£�), Eq. (24) 

6 Temperature of wall control volumes (�LKÜÜ	�£!), Eq. (27) 

7 Temperature of wall internal surface (�LKÜÜ	��£�!), Eq. (25) 

8 Temperature of wall external surface (�LKÜÜ	� b�!), Eq. (26) 

9 Hydrogen density at inlet (��£Ü �), Eq. (16) 

10 Hydrogen velocity at inlet (N�£Ü �), Eq. (17) 

11 Momentum flux at inlet (J<), Eq. (18) 

12 Entrained mass flow rate (C�  £�), Eq. (19) 

13 Velocity of entrained gas (N £�), Eq. (20) 

14 Hydrogen mass passing inlet during time step ∆� (C�£Ü � � C� �£Ü �∆�) 
15 Hydrogen mass participating in entrainment (C £� � C�K£�), used in Eq. (21) 

16 Hydrogen velocity in tank (N�K£�), Eq. (21) 

17 Reynolds number of hydrogen flow in tank (/0�K£�), Eq. (15) 

18 Friction coefficient for flow in tank (�), Eq. (13) 

19 Prandtl number in tank (5+), Eq. (14) 

20 Natural convection Nusselt number (¡N�£�	£K�¢�KÜ), Eq. (11) 

21 Forced convection Nusselt number (¡N�£�	���� g), Eq. (12) 

22 Natural convection heat transfer coefficient ('�£�	£K�¢�KÜ), Eq. (9) 

23 Forced convection heat transfer coefficient ('�£�	���� g), Eq. (10) 

24 Grashof number (*+�K£�), Eq. 8 

25 Internal surface heat transfer coefficient (Eq. (5) or Eq. (6) or Eq. (7)), 

26 Repeating steps 1 to 25 as long as ��K£� < 85<�	Q+	5�K£� < 1.25 u NWP	Q+	M�� W 100%. 
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VALIDATION EXPERIMENTS 

Table 2. Characteristics of tanks used in validation experiments [8,14,29] 

Characteristics Type IV Type III 

Reference [8] [29] 

Volume (L) 29 74 

External length (mm) 827 1030 

External diameter (mm) 279 427 

Internal diameter (mm) 230 354 

Liner material HDPE* AA* 

λ !""	�"%&þý! (W/m/K) 0.385 238 

c¿	 !""	�"%&þý! (J/kg/K) 1580 902 

ρ !""	�"%&þý! (kg/m3) 945 2700 

Composite shell material CFRP CFRP 

λ !""	�#$Á>! (W/m/K) 0.74 0.612 

c¿	 !""	�#$Á>! (J/kg/K) 1120 840 

ρ !""	�#$Á>! (kg/m3) 1494 1570 

Injector diameter (mm) 3 5 

Ambient temperature (K) 293 303 

Initial temperature (K) 293 288 

Gas delivery temperature (K) 298 298 

Initial pressure (MPa) 2 5.5 

Target pressure (MPa) 77 70 

Filling time (s) 250 640 

 * HDPE: High density polyethylene; AA: Aluminium alloy;  
CFRP: Carbon fibre   reinforced polymer.   

RESULTS AND DISCUSSION 

Figures 2 and 3 demonstrate the comparison of simulation results obtained by the developed 
physical model against the validation experiments for 29 L Type IV tank [8] and 74 L Type III tank 
[29]. The pressure ramp used in each experiment is also presented with small graph on the right 
bottom of each figure.  

The temperature dynamics by the physical model is in good agreement with measured in the 
experiments temperature [8,29].  

In the case of the smallest tank of volume 29 L (Fig. 2), the model slightly underpredicts the 
experimental temperature at the beginning of the process (0-60 s), and the calculations are more 
accurate to the end of the fuelling.  
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Fig. 2. Experimental and calculated temperature dynamics for the Type IV tank, 29 L [8]. 

 
Fig. 3. Experimental and calculated temperature dynamics for the Type III tank, 74 L [29]. 

The relative deviation between the simulation and experimental results are observed in Fig. 2. The 
maximum deviation of the simulation results from the experiment is 50C. The maximum 
experimental temperature difference in the tank is 30C [10]. This proves that the simulation results 
are in a good agreement with the experimental data. Two more simulations were also performed 
with constant '�£� of 100 W/m2/K and 200 W/m2/K following the study of [19]. As presented in Fig. 
2, simulations with constant '�£� of [19] overpredict the temperature of the gas inside the tank, i.e. 
100C and 150C overprediction by using '�£� of 100 W/m2/K and 200 W/m2/K respectively. The 
effect of employing entrainment theory in our modeling approach is obvious, i.e. dynamic 
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calculation of the internal heat transfer coefficient ('�£�) following by accurate prediction of the gas 
temperature inside the tank.  

In the case of the largest 74 L volume Type III tank (Fig. 3), the model slightly overpredicts at the 
beginning, but then slightly underpredicts when the simulation continues until the end of fuelling. 
This third validation experiment has changing during fuelling pressure ramp compared to constant 
but different pressure ramps in the first and the second validation tests. The pressure ramp is 
significantly higher at the beginning of the fuelling and the pressure ramp slope reduces 
significantly after around 160-180 s. The result is the temperature peak in the temperature 
dynamics. One may observe the relative deviation between the simulation results and experiment in 
Fig. 3. The maximum deviation of the simulation in is again 30C. According to [29], the maximum 
experimental difference in the tank is 50C which makes an excellent agreement between the 
simulation results and those obtained by the experiment. It is worth noting that the model 
reproduced the temperature peak. The impact of Ulster approach in employing entrainment theory 
for the estimation of '�£�is again obvious in Fig. 3. While using constant '�£� of 100 W/m2/K and 
200 W/m2/K, following the study of [19], overpredicts the inside temperature of the gas, our model 
simulates the gas temperature inside the tank within an acceptable level of accuracy.  

CONCLUSIONS 

The significance of this study is in the development of the model accounting for underlying 
phenomena during hydrogen fuelling of composite onboard high-pressure cylinders that can be used 
for development of automated hydrogen fuelling protocols for light- and heavy-duty vehicles. The 
model provides the parameters for the regulatory control of the thermal behaviour of the tank during 
the fuelling, including but not limited to gas temperature, gas density or state of charge (SOC), etc. 
The rigour of the study is in the model validation against experimental data on fuelling of hydrogen 
storage tanks of Type III and Type IV with the volumes of 29 L and 74 L, respectively up to 
pressure 77 MPa with constant and changing fuelling pressure ramp. The model reproduced 
experimental temperatures within acceptable maximum value of 50C characteristic for hydrogen 
temperature non-uniformity in fuelling tests. The originality of this study is based on integrating 
physics and thermodynamic methods and correlations in an engineering application to achieve the 
synergy through their complementarities. The cornerstone of the model is the use of the entrainment 
theory in combination with conservation of kinetic energy for calculation of gas velocity inside the 
tank to calculate Reynolds number used in estimation of the Nusselt number and thus the heat 
transfer coefficient for convective heat transfer between the tank wall and the gas.  
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ABSTRACT 

Unignited hydrogen release from 700 bar onboard storage in a naturally ventilated covered car park has 
been simulated and analysed. A typical car park with dimensions LxWxH=30x28.6x2.6 m was 
considered. The car park had two vents of equal area on opposing walls: front and back to facilitate cross-
flow ventilation based on the British standard (BS 7346-7:2013). Each vent had an area equal to 2.5% of 
the car park floor area, in line with BS 7346-7:2013 and similar international standards. Releases through 
three different Thermally Activated Pressure Relief Devices (TPRD) diameters of 3.34, 2.00 and 0.50 mm 
were compared, to understand the gas dispersion, specifically the dynamics of the flammable envelope 
(4% vol H2), and envelopes of 1% and 2% H2 as these are relevant to sensor and ventilation system 
activation as required by NFPA 2 standard for enclosures.  Concentrations in the vicinity of the vehicle 
and of the vents are of particular interest. A blowdown model developed in Ulster University was applied 
to simulate realistic scenarios, and a comparison between an idealistic constant flow rate release and 
blowdown through a 3.34 mm TPRD diameter highlighted the conservative nature of a constant flow rate 
release. However, even accounting for the blowdown demonstrated that a release through a TPRD 
diameter of 3.34 mm leads to the formation of a flammable cloud throughout the majority of the carpark 
space in less than 20 s. Such a flammable envelope is not observed to the same extent for a TPRD 
diameter of 2 mm and the flammable envelope is negligible for a 0.5 mm diameter TPRD. Based on 
ISO/DIS 19880-1, NFPA 2 and IEC (60079-10) standards for equipment with gaseous hydrogen, the 
ventilation system must work to maintain hydrogen concentration under 1% of hydrogen mole fraction in 
the air, above this there should be ventilation sensor activation. Whilst a release through a 2 mm TPRD 
diameter resulted in concentrations of 1% hydrogen along the length of the car park ceiling within 20 s, in 
contrast an upward release through a 0.5 mm diameter led to concentrations of 1% reaching a very limited 
area of the ceiling. The simulations comparing an upward and downward release through a 0.5 mm TPRD 
demonstrated the effect of release direction on hydrogen dispersion. However, this effect is not as 
pronounced as the effect of changing TPRD diameter. It can be concluded that onboard vehicle storage 
with a TPRD diameter of 0.5 mm appears to be inherently safer for the scenario considered, as opposed to 
“typical” larger diameter TPRDs which the study indicates should be carefully investigated to ensure 
safety in a naturally ventilated covered car park. 

KEYWORDS: Unignited release, covered carpark, hydrogen safety, indoor dispersion, natural 
ventilation. 

INTRODUCTION 

The number of hydrogen-powered vehicles on the market is growing and it is important to ensure 
they are at least as safe as conventional vehicles. Onboard hydrogen is typically stored as a 
compressed gas under high pressure (35 MPa for buses and 70 MPa for cars) and storage tanks are 
fitted with Thermally Activated Pressure Relief Devices (TPRD) to release hydrogen, avoiding tank 
rupture when the surrounding temperature reaches 110oC or above. In the event of a TPRD 
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activation, the released hydrogen might not ignite, instead of forming a flammable atmosphere and 
an explosion may occur in the presence of an ignition source. The potential delayed ignition and 
explosion event will not be explored in this study which instead focuses on release and dispersion. 
Failure of a TPRD or a fire on the opposite side of the tank has potential to cause an unignited 
release, it is this potential unignited release from a TPRD, in a covered car park which is discussed 
here. By necessity, hydrogen vehicles will be parked indoors, in garages, underground car parks, 
and present in tunnels, etc. Unignited hydrogen releases in an enclosure have been covered in the 
literature to a certain extent. However, with the exception of the work by Houf et al. [1], who 
considered releases from forklifts in warehouses, to date, the emphasis of numerical studies has 
tended towards low release rates and/or smaller enclosures. For instance, Venetsanos et al. [2] 
undertook an inter-comparison of CFD models in 2009 to investigate the model capability to 
reproduce hydrogen dispersion in a garage for a 1 g/s release from a 20 mm leak diameter in a 78.38 
m3 enclosure with two 5 cm diameter vents on one wall. In 2010, Papanikolaou et al. [3] assessed 
numerically the ventilation requirements for a residential garage with onboard hydrogen storage. In 
2013, Bernard-Michel et al. [4] performed an inter-comparison of CFD models for a 4 Nl/min 
helium release in a 1 m3  enclosure with 1 cm circular vent at the base of one wall. Molkov and 
Shentsov [5] validated the CFD model for buoyant hydrogen releases against the experimental study 
of Cariteau and Tkatschenko [6] for a small laboratory scale enclosure. When considering unignited 
releases in an enclosure, both the concentration decay and overpressure may be of interest. Free jets 
have been previously studied at Ulster and a nomogram is presented in Molkov [7, 8] to calculate 
hydrogen concentration decay in a jet. Li et al. [9] numerically investigated unignited and ignited 
releases from a 4.2 mm diameter TPRD under the car in the open air and it was concluded that the 
hazard distance for the unignited releases was somewhat longer than those for the ignited release. 
Previous numerical and analytical work by the authors on unignited releases indoors have been 
focused on momentum-dominated releases in enclosures with minimum ventilation, leading to the 
pressure peaking phenomenon [10-13]. However, in order for pressure peaking phenomenon to 
occur the release and enclosure geometry must be such that no air ingress occurs into the enclosure. 
Whilst this is relevant to residential garages, pressure peaking will not be caused by releases from 
typical TPRD diameters in car parks with the minimal ventilation legally required. To date, little or 
no publications exist on hydrogen unignited releases in car parks. 

Ventilation recommendations exist to minimise the potential formation of a flammable atmosphere 
within an enclosure. Ventilation systems should be able to keep hydrogen concentration below the 
lower flammability limit (LFL) of 4% vol in order to eliminate potential ignition and flame 
propagation with pressure build up. Indeed, standards typically recommend concentrations do not 
exceed fractions of the LFL. Standards ISO/DIS 19880-1 [14], NFPA 2 [15] and IEC (60079-10) 
[16] require that the ventilation rate should ensure a maximum hydrogen mole fraction at 25% of 
the LFL for enclosures and buildings containing hydrogen equipment, i.e. 1% vol in the case of 
hydrogen. As an increasing number of car parks are built the majority are constructed in the 
basement of residential and commercial buildings [17]. In the literature, both underground car parks 
and those with two or more sides and a roof are referred to as covered car parks. Previous studies 
have focused on car fires in a car park and the amount of heat released from such a fire [18]. For 
example, the smoke movement and fire spread were numerically investigated by Zhang et al. [19] 
for an underground car park containing three burning cars. Joyeux et al. [20] indicated that the 
majority of fires in covered car parks involve only one car with the exception of the Schiphol fire 
accident, where around 10 to 30 cars were engulfed with fire. The difference in ventilation 
approaches should also be noted, with only wind and buoyancy the influencing factors where 
natural ventilation is considered. There are no existing studies, either experimental or numerical 
investigating safety aspects of an unignited hydrogen release in a large confined space such as a 
naturally ventilated covered car park. The release of hydrogen through a TPRD, dispersion and 
potential accumulation should be investigated to understand the potential hazards, helping to 
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address potential safety issues. Such an investigation is necessary and in the public interest and 
hence is the subject of this paper.  

PROBLEM DESCRIPTION 

This work focuses on an unignited hydrogen release in a naturally ventilated covered car park. CFD 
is used to provide insight into the flow process, including the prediction of flammable zone 
formation, temperature gradient, and flow patterns inside the covered car park. A typical covered 
car park has been simulated with dimensions of LxWxH=30x28.4x2.6 m as can be seen in Fig. 1 
(ceiling is not shown). The car park has two ventilation openings: a back vent and front vent. They 
have an equal area but differ in shape. The front vent consists of a top to the bottom opening to 
drive through and two smaller connected side vents near the car park ceiling, representing an area 
typical of “door with two side vents”. In contrast, the back vent is located on the top centre of the 
back-wall opposite to the front vent. The ventilation requirements were accounted for based on 
British Standard BS 7346-7:2013 [21] where it is recommended that a covered car park with natural 
ventilation should have an opening area equivalent to 5% of the floor area for each floor in a level. 
Similarly, the standard in the Netherlands NEN 2443 [22], requires vents area equivalent to 2.5% of 
the floor area on each opposite wall (5% in total). Thus, the two vents considered were of equal area 
(21.45 m2) and located on opposite walls.  

 

Fig. 1. Sketch of the naturally ventilated covered carpark with car geometry. Insert highlights TPRD location. 

Six scenarios were considered by varying TPRD diameters and release type, these are listed in 
Table 1. The under-expanded jet theory developed at Ulster University [23] was used to calculate 
the equivalent diameter for the leak inlet (notional nozzle), thus avoiding the need to resolve the 
shock structure of the real jet at the TPRD exit. The car volume was not considered in 4 of the 6 
cases. This allowed a safer diameter to be determined independent of car geometry. The release in 
these cases was located exactly at the centre of the car park at a position 0.5 m above the floor. 
However, a car geometry was considered for two scenarios with a release through a 0.5 mm TPRD 
diameter where release direction and position on the car was assessed. A typical saloon car with 
dimensions of 4.9 m length, 1.88 m width, and 1.47 m height was chosen. It was assumed that the 
car was stationary at the time of the leak and the onboard hydrogen tank was filled to capacity. This 
allows investigation of the worst case scenario. The hydrogen tank was assumed to have a volume 
of 117 litres and storage pressure of 70 MPa, with a capacity of approximately 5 kg. It was assumed 
that the car body is 0.25 m above the ground, with “square” wheels representing the actual 
equivalent circular diameter.  

There are two possibilities for TPRD location: underneath the car close to the rear left the wheel or 
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the upper rear of the car close to back windshield facing upwards. These two scenarios have been 
considered in this study and it was assumed that both were located to the left side of the car with the 
same horizontal coordinates but differing height, (1.47 and 0.25 m from the floor respectively). The 
centre of the leak was situated in the centre of the car park, meaning the car body was positioned 
slightly left of centre. The ambient temperature and pressure were taken as 293 K and 101325 Pa 
respectively, and the fully quiescent conditions were considered, i.e. no wind effects, replicating a 
car park located in an urban setting. It is noted that a TPRD release is likely to result in an ignited 
release when it is triggered by a high temperature, and this is the subject of ongoing studies by the 
authors. However, the malfunction of a TPRD or activation through impact, warrants investigation, 
particularly with standard ventilation requirements based on gas concentrations. 

Table 1. Scenarios considered for unignited hydrogen release in a naturally ventilated covered car park 

Case 
number 

Real release diameter 
(Notional nozzle 
diameter) (mm) 

Release 
direction 

Car 
geometry 

Blow-
down 
model 

Hydrogen 
mass flow 
rate (kg/s) 

1 3.34 (56.4) Upward No No 0.2993 

2 3.34 (56.4) Upward No Yes 0.2993 

3 2 (33.8) Upward No Yes 0.1072* 

4 0.5 (8.44) Upward No Yes 0.0067* 

5 0.5 (8.44) Upward Yes Yes 0.0067* 

6 0.5 (8.44) Downward Yes Yes 0.0067* 

* Value at the initial stage, before blow down. 

MODEL AND NUMERICAL APPROACH 

Overview 

The CFD package ANSYS Fluent [24] was the base software tool used to simulate this high-
pressure hydrogen release scenario. Whilst this study is timely and needed to inform the 
development of RCS, no previous work exsists on hydrogen releases in carparks, and as such there 
is no experimental data. Indeed there is limited experimental data for high pressure impinging 
hydrogen jets at a large scale. Indeed it is hoped that this work can thus assist in addressing 
hydrogen safety issues regarding large size enclosures with vents. ICEM CFD was used to generate 
the geometries and hexahedral meshes, with ANSYS Fluent to solve the governing equations. A 
pressure-based solver has been used and PISO (Pressure Implicit with the Splitting of Operators) 
was applied in this study for transient flow calculations. The compressible flow was considered, and 
second-order upwind schemes have been used for all spatial discretisation, with the exception of the 
pressure gradient where the PRESTO! interpolation method was applied. A least-squares cell-based 
approach was used for interpolation methods (gradients). Heat transfer by conduction, convection, 
and radiation was accounted for as described in previous work by the authors [10, 25]. 

Governing equations 

The Reynolds-Average Navier-Stokes (RANS) conservation equations were considered solving 
mass, momentum, energy, and species, 

��D�� � ��D¢GH�bH � M�K��, (1) 
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���D¢G±!�� � ���D¢G±¢GH��bH � � �̅�b± � ��bH �7 � 7�! ;�¢G±�bH � �¢GH�b± � 16 )�F �¢Gì�bì	= � �̅8�, (2) 

���DI!�� � ��bH mNJF��̅yI � ¬̅�s � ��bH .m' � í�	�ÕÓ��	 s �°I�bH � ∑ �I�� ;� m�H� � í�¥��s �LIo�bH= �	NJ� 	�7 �
7�! ;�¢G±�bH � �¢GH�b± � 16 	�¢Gì�bì 	)�F=	3 � M , (3) 

���D	LIo!�� � ��bH ��̅NJFMI�� � ��b± Nm�̅H� � í�¥��s �LIo�bH 	O� /� � M�, (4) 

where � is the time, � is the density,  k represents turbulence kinetic energy,  7� is  the turbulent 
dynamic viscosity, ¬ is the pressure, M�K�� is the source term which can be added by user define 
function (UDF),  N represents the velocity components, y is the total energy, )�F is the Kronecker 
symbol, 	 is the specific heat at constant pressure, 8� is the gravitational acceleration, M	�  and 5+� 	are the turbulent Schmidt and energy turbulent Prandtl numbers, which are 0.7 and 0.85 
respectively, M� is the mass fraction, H� is the molecular diffusivity of the species m, M are the 
source terms in the energy equation, /�	and	M�  are the net production/consumption rate by species C chemical reaction and the source term connected to any functions defined by the users for 
dispersed phase. 

Turbulence model 

The realizable k-ε turbulent model [25] was considered to solve the transport equation for 
turbulence kinetic energy (') and turbulent dissipation rate (O): 

����!�� � ��b± ��'N�! � ��b± vm7 � í�Qìs ���b±	w � *� � *� � �	O � M� � M�, (5) 

���	ï!�� � ��b± ��ON�! � ��b± vm7 � í�QRs �ï�b±	w � ��$MO � ��1 ï���√¤ï � �$ï ï� �6ï 	*� � Mï , (6) 

where, M� is the contribution of the fluctuating dilatation in compressible turbulence to the overall 
dissipation rate, *� and *� are the buoyancy and the mean velocity gradient respectively, which 
presents the ' generation, S is the kinematic viscosity, T� and Tï are the Prandtl numbers of 
turbulence for ' and O, corresponding to 1 and 1.2. �6ï is calculated as a function of the flow 
velocity components with respect to the gravitational vector while �1 and �$ï are constants 1.90 and 
1.44 respectively. �$ is evaluated as a function of the modulus of the mean rate of the strain sensor, M. M� is a source term to be defined by User Define Function (UDF) for Turbulence Kinetic Energy 
while Mï represents a UDF source term for turbulence dissipation rate, which was calculated from 
blowdown parameters via a  UDF in this study. This model outperforms the standard κ-ε model 
especially for calculating spreading rate in axisymmetric jets [24,27]. 

Boundary and initial conditions 

A domain with outer dimensions 170x 128.6 x 92.6  m (LxWxH) was used, which is axisymmetric 
lengthwise. A hexahedral mesh was generated throughout the domain, details of which are given 
later in this paper. The walls were not meshed in depth. The car park floor, walls, and the roof had a 
thickness of 0.15 m and were assumed to be constructed of concrete, and the release pipe or car 
body was considered to be made of aluminium.  The material properties chosen are similar to 
concrete typically used for car parks in the UK. Two materials were used in this study: aluminium 
and concrete, and the details of the material properties can be found in a previous publication [25]. 
A box mesh technique with mesh interfaces was implemented to provide a refined mesh around the 
nozzle and inside the car park, making it possible to improve resolution without a significant 
increase in total number of control volumes. A no-slip condition was applied at the solid surfaces. 
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The domain was assumed to be initially 100% air at normal ambient pressure and temperature 
(101325 Pa and 293 K respectively).  

Notional nozzle model and blowdown process 

Hydrogen released from a 70 MPa tank through a TPRD forms an under-expanded jet, leading to a 
complex shock structure at the nozzle exit, which is computationally intensive to capture. It is not 
necessary to solve this shock structure in this work as it is not the focus of this study. Therefore, the 
notional nozzle theory developed by Molkov et al. [23] and described in detail in [8] has been 
applied. In addition, their blowdown model was implemented. Molkov et al. [23], found that the 
adiabatic blowdown model provided better agreement with experiment than an isothermal approach 
for the initial stage whilst the isothermal blowdown model provided better agreement compared to 
experimental data for high-pressure hydrogen storage (930 bar) in later stages in case of release 
temperature prediction as studied by Cirrone et al. [28] . Thus, an adiabatic model has been used in 
this study to reproduce the hydrogen tank blowdown since only the initial stage of the blowdown 
process was considered. Predicted pressure dynamics for blowdown through 3.34 mm, 2 mm and 
0.5 mm diameters are shown in Fig. 2. 

 
(a)                                                                                    (b) 

 
(c) 

Fig. 2. Tank pressure for adiabatic blowdown from 70 MPa. (a) 3.34 mm diameter TPRD; (b) 2 mm diameter 
TPRD; (c) 0.5 mm diameter TPRD. 

When the TPRD diameter is 3.34 mm for a 117 L tank at 70 MPa, the total blowdown takes over 
138 s and the transition from under-expanded jet to expanded jet occurs at 106 s. In contrast, a 0.5 
mm diameter TPRD requires 6000 s to fully blowdown and 4742 s to transit to an expanded jet. 
These differences have to be accounted for by hydrogen tank designers as they affect the required 
thermal resistance of tank to a fire. It is acknowledged that this presents a significant engineering 
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challenge. Redesign of ventilation systems is also an option. However, this would not eliminate 
problems associated with ignited releases and vehicles would be restricted to use in enclosures that 
had been retrofitted or newly designed, rather than ensuring all uses are inherently safe. 

Volumetric source model 

Decreasing tank pressure during blowdown leads to a corresponding reduction in the notional 
nozzle diameter. In order to avoid constantly changing the release diameter in the CFD calculation, 
a volumetric source approach [23] was implemented in a single cell above the leak. This mimics the 
hydrogen mass inflow by taking mass, momentum, energy, turbulent kinetic energy and turbulent 
dissipation energy data from written for Fluent the User Defined Function (UDF). This approach 
enables changes in the notional nozzle parameters to be reflected in the volumetric sources without 
any change in the release shape and volume. This method was experimentally validated for 
hydrogen releases through a 3 mm diameter [29] and the results were presented in detail in [23]. It 
was demonstrated that a volumetric source equivalent to 4 times (or less) the notional nozzle 
diameter can accurately reproduce concentration decay in the under-expanded jets. All volumetric 
sources used in this study are either equal to or larger than the notional nozzle diameter.  

Grid independency 

In order to comply with the CFD model evaluation protocols [30], three different grids were 
considered (coarse, intermediate, and refined). In each grid refinement, the average length of the 
computational cells was halved inside the car park, particularly in areas where high gradients and 
complex phenomena were expected. Specifically, localised refinement was provided around the 
hydrogen inlet, the ceiling and regions of the enclosure volume for all grids as recommended by 
Baraldi et al. [30]. The study was conducted for case 1 and the mesh details are summarised in 
Table 2. 

Table 2: Mesh details for grid independence study 

Mesh size No. of cells No. of faces No. of nodes 

1. Coarse 479,977 1,639,600 532,532 

2. Intermediate 691,759 2,302,631 745,416 

3. Refine 1,222,412 3,978,771 1,296,276 

It should be noted that only the mesh within the car park was changed in this grid independence 
study since the outer domain does not effect conditions in the initial stages of the release. The 
hydrogen mole fraction was measured at points along the jet axis at increasing height relative to the 
release, results from a flow time of 0.7 s are shown in Fig. 3a. In addition, concentrations were 
recorded for points 0.021 m under the car park ceiling at an increasing radius from the jet axis, these 
results at 0.7 s are shown in  Fig. 3b. 

As seen in Fig. 3b the hydrogen cloud has a radius of 4m at 0.7 s. The grid independence study 
showed no significant changes in the results when a coarser grid is used, yet significant savings 
were made in computational time. Therefore, an “intermediate grid”, as described in Table 2 was 
used in the study to achieve a balance between accuracy and computational time. 

MODEL VALIDATION  

As discussed, no exsisting experimental data exsists for a hydrogen release in a covered car park, 
and limited data exsists for impinging uignited jets. However, experimental data for impinging 
helium jets, produced by KIT-HYKA has been considered for comparison. The experiments were 
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carried out within the H2FC European Infrastructure project (http://www.h2fc.eu/) and have not 
been published in their entirety, however, they are summarised in the work by Dadashzadah et al. 
[31]. The experiments involved blowdown from a 19 l tank at 70 MPa through a release diameter of 
1 mm. The release occurred vertically and impinged on to a plate with dimensions 1.52 x 1.51 m. 
The plate was located 85 cm from the release point. Helium concentration was was measured at 
locations along the surface locations. Two sensors were considered for validation purposes, as 
shown in Fig. 4. Pos 1 was located at a distance of 100 mm distance from the jet axis, and Pos 2 was 
located 250 mm from the jet axis. on the exact axis as the first one. Two steps were taken in the 
validation process; blowdown parameters were compared with those predicted by the Ulster 
blowdown model, then these validated pressure dynamic curves were used as an input to the CFD 
simulation. 

 

(a)                                                                                           (b) 
Fig. 3. Grid independence study for 3.34 mm TPRD diameter with constant release (case 1) at a flow time of 

0.7 s. (a) Hydrogen mole fraction at increasing vertical distance from the leak nozzle along jet axis; 
(b) Hydrogen mole fraction at increasing radial distance from the jet axis at a position 0.021 m under the car 

park ceiling. 

 
Fig. 4. Schematic diagram of KIT experiment for an impinging helium jet. 
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(a)                                                                                  (b) 

Fig. 5. Experimental and numerical predictions. (a) Storage pressure dynamics ; (b) Helium concentration at 
plate surface sensors 

Experimentally measured pressure dynamics at the release point were compared with those 
predicted using the Ulster adiabatic blowdown model with a Discharge Coefficient (�n) of 0.8. 
Good agreement was found between the model predictions and experiment as shown in Fig. 5a. 

A volumetric source model was employed for the helium release in the CFD simulations. A 
hexahedral grid was used with refinement in the region of the nozzle area and plate. An indoor 
environment was considered with dimensions of L x W x H of (25.32 x 7.87 x 10.42) m. A 
comparison of the concentraion measurements at Pos 1 and Pos 2 is given in Fig 5b. Differences are 
within allowable engineering limits, with differences observed of 10 to 12%. It should be noted that 
in the experiments, in order to measure concentration, helium gas was suctioned at the plate surface 
to a helium measuring device along an 80 cm tube, this may be a factor in the time delay observed 
between the experimental measurements at the beginning of the experiment. Differences between 
the numerical prediction and the experiment decreased with increasing time. 

RESULTS 

Previous studies by the authors have focused on unignited and ignited hydrogen release in small 
laboratory-scale enclosures and residential garages to evaluate TPRD diameters, vent position, and 
size, to avoid the safety risk due to the pressure peaking phenomena [10]. Whereas in this work the 
larger vents mean that overpressure is not the most significant hazard. Thus, the focus of this work 
is on the development of a flammable atmosphere for the six cases, with a specific emphasis on 1% 
vol as this represents the maximum allowable mole fraction of hydrogen in an enclosure containing 
hydrogen equipment in accordance to ISO/DIS 19880-1 [14], NFPA 2 [15] and IEC (60079-10) [16] 
standards and guidelines 

Development of flammable atmosphere for constant hydrogen release 

A constant hydrogen release of 0.299 kg/s through a 3.34 mm TPRD diameter as simulated in [24] 
was considered. Current TPRD diameters can range from 2 to 5 mm and 3.34 mm was taken as the 
largest diameter in this study. Whilst this facilitates tank blowdown in a shorter period of time and 
decreases the risk of tank rupture, the hazards for indoor release, where the gas may accumulate 
should be considered. This case represents the worst case scenario considered in this study as 
blowdown is not accounted for. However, accumulation is evident within the first seconds of the 
release before the pressure drop in a blowdown scenario would be significant. It is also indicative of 
what may occur in the event of leaks from other compressed hydrogen gas sources, where pipes and 
tanks may have a leak with a constant release of hydrogen flow for a longer period. Dispersion of 
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hydrogen over the first 20 s of the release can be seen in Fig. 6, the iso-surfaces show the extent of 
the flammable atmosphere (4% vol), and of 25% the LFL (1% vol). Where 1% vol represents the 
maximum allowable mole fraction of hydrogen in an enclosure containing hydrogen equipment in 
accordance to ISO/DIS 19880-1 [14], NFPA 2 [15] and IEC (60079-10) [16] standards and 
guidelines. 

It can be seen from Fig. 6 that within just 20 s hydrogen concentration is 1% vol or higher 
throughout the enclosure, demonstrating that for the particular release, the natural ventilation of the 
car park is incapable of maintaining a hydrogen mole fraction below 1%,  any hydrogen sensors 
present would be activated. It can also be seen how a flammable atmosphere has been formed across 
almost the entire ceiling of the carpark and around the ventilation openings within just 20 s of 
release. Whilst this is a worst case scenario it does highlight potential safety concerns which should 
be taken into account by engineers. 

 
(a)                                                             (b) 

Fig. 6. Hydrogen mole fraction for a constant release of 0.299 kg/s through a 3.34 mm diameter TPRD.  
(a) Iso-surface 1% vol; (b) Iso-surface 4% vol. 

The effect of TPRD diameter on hydrogen dispersion in the car park 

To reflect more realistic scenarios a blowdown model was implemented using the volumetric source 
as described in the previous sections. Three different (3.34 mm, 2 mm, 0.5 mm) TPRD diameters 
were considered and compared with the constant release from 3.34 mm TPRD diameter described 
previously. Iso-surfaces of 1% vol and 2% vol for the various TPRD diameters at 20 s can be seen 
in Fig. 7. In Fig. 8  Iso-surfaces of 4% vol for the various TPRD diameters at 20 s are shown 
representing the LFL. The effect of accounting for blowdown through the 3.34 mm TPRD can be 
clearly seen and is most evident in Fig. 8. 

It can be seen that even when blowdown is accounted for a TPRD  diameter of 3.34 mm can lead to 
safety concerns, with a flammable atmosphere being formed throughout the carpark. In contrast, it is 
shown how a release through a 2 mm diameter TPRD from 700 bar leads to a much smaller 
flammable hydrogen cloud around the release nozzle and under the ceiling. Concentrations of 1% 
vol, are predicted in the vicinity of the vents within 20 s. A 2 mm TPRD diameter led to a 
flammable cloud with a  radius of approximately 5 m above the leak and underneath the ceiling. 

A 0.5 mm TPRD diameter was also investigated and it can be seen from Fig. 9 how a flammable 
cloud is formed in a very limited area above the leak in contrast with the larger diameters 
considered. From Fig. 9 it can be seen how the extent of the flammable atmosphere remains almost 
constant over the initial 20 s of the of the release. Thus, a TPRD diameter of 0.5 mm could be 
considered as an inherently safer diameter for unignited hydrogen release from onboard storage in 
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this case. In contrast, the extent of the hydrogen cloud at 1% continues to grow over 20 s, as shown 
in Fig. 9. 

 
(a)                                                               (b) 

Fig. 7 Hydrogen mole fraction after 20 s for releases from 700 bar through 0.5 mm, 2 mm and 3.34 mm TPRD 
diameters. (a) Iso-surface 1% vol; (b) Iso-surface 2% vol. 

 

Fig. 8. Iso-surface showing 4% hydrogen mole fraction after 20 s for releases from 700 bar through 0.5 mm, 2 
mm and 3.34 mm TPRD diameters. 

 
(a)                                                               (b) 

Fig. 9. Hydrogen mole fraction for a blowdown release from 700 bar through a 0.5 mm TPRD. (a) Iso-surface 
1% vol; (b) Iso-surface 4% vol. 
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Hydrogen release direction from onboard storage in a naturally ventilated covered car park 

In addition to releasing hydrogen through a “pipe” 0.5 m pipe above the car park floor, a car body 
was also considered to represent a more realistic scenario. Two different release directions were 
considered using a 0.5 mm TPRD diameter in order to investigate the effect of release orientation 
and release location. Results for a downward release, from a location under the car beside the rear 
left wheel, are shown in Fig. 10 for 4% hydrogen mole fraction.  

 

Fig. 10. Iso-surface showing 4% hydrogen mole fraction for a downward release from 700 bar through a 0.5 
mm TPRD. 

The maximum flammable envelope was reached at a release time of approximately 15 s, after which 
time the height of the jets at the sides and rear of the car began to reduce, this height reduction is 
observed by 20 s. Since the release was downwards, impinging on the floor, the car wheels 
obstructed some of the flow dispersion, leading to a non-uniform release pattern. H release. Within 
15 s of the release, the flammable envelope covered the rear, left and right of the car in addition to 
regions of the ceiling. This presents a clear safety concern for any passengers in the car in the event 
ignition sources may be present.  Nevertheless, the flammable cloud is relatively small and the 
hydrogen disperses quickly. 

An upward release was also simulated at a height of 1.13 m from the ground, representing the top of 
the car and the results are shown in Fig. 11 for 4% hydrogen mole fraction.  

 

Fig. 11. Iso-surface showing 4% hydrogen mole fraction an upward release from 700 bar through a 0.5 mm 
TPRD. 
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For an upward release the maximum flammable envelope was formed at approximately 20 s, i.e. 5 s 
later than for the downward case. It can be seen from Fig. 11 how the flammable envelope covers a 
comparably larger area beneath the ceiling but is spread over a smaller region surrounding the car, 
and hence has a higher average hydrogen concentration. 

A comparison of the gas envelope development for 1% hydrogen mole fraction for a downward and 
upward release through a 0.5 mm TPRD diameter is shown in Fig. 12.  It is seen how for the 
downward release the envelope of 1% volume is considerably smaller in the region underneath the 
ceiling, however, the car itself is surrounded on three sides by the gas cloud at 1% hydrogen. In 
contrast, the upward release led to a relatively larger envelope of 1% hydrogen in the region beneath 
the ceiling, but a minimal envelope was seen in the vicinity of the car. It should be mentioned that 
both downward and upward releases could be classified as inherently safe if a 0.5 mm TPRD 
diameter is used because the flammable cloud produced is limited in a very small area, 
predominately near the ceiling, and it disperses quickly with continuing tank blowdown. However, 
TPRD diameters larger than 0.5 mm can lead to the more significant flammable cloud in the 
absence of additional ventilation. It should be emphasised that whilst the envelope at 1% vol has not 
reached a maximum at 1%, the flammable zone has already begun to reduce by this time, as 
discussed in the previous section. 

 

                   (a)                                     (b)                              

Fig. 12. Hydrogen release from 700 bar through a 0.5 mm TPRD. (a) Downward release; (b) Upward release. 

CONCLUSIONS  

Unignited hydrogen release from onboard vehicle storage in a naturally ventilated covered car park 
has been considered numerically for the first time. Simulations were carried out for a car park with 
dimensions LxWxH=30x28.6x2.6 m, incorporating two vents which provided an opening equivalent 
in area to 5% of the floor area across two opposing walls in accordance with British Standard BS 
7346-7:2013. Six release cases from 700 bar storage were considered; four upward releases from a 
pipe 0.5 m above the floor,  and a downward and upward release where the car geometry was 
included. A blowdown model, developed at Ulster University [23], was applied for all but one 
constant release scenario. As expected, a constant mass flow rate release resulted in a larger 
flammable cloud compared for a blowdown release through the same TPRD diameter, 
demonstrating the importance of including blowdown for real scenarios. It was demonstrated how a 
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0.5 mm diameter TPRD resulted in a considerably smaller flammable cloud. Concerns have been 
highlighted for ”typical” TPRD diameters and it has been demonstrated how the diameter should be 
reduced as much as is reasonably practicable. In order to investigate a real case scenario, a car body 
geometry was modelled, and downward and upward releases from 700 bar storage through a 0.5 
mm TPRD were compared. The downward release resulted in a larger flammable envelope in the 
vicinity of the car, particularly surrounding the doors and rear. However, the average hydrogen 
concentration within the flammable cloud was lower compared with the upward release. In contrast, 
an upward release let to a greater flammable envelope beneath the ceiling, but not surrounding the 
car. Both downward and upward releases from 700 bar through a 0.5 mm TPRD in a covered car 
park can be considered as inherently safe producing a limited flammable cloud which disperses 
quickly. However, the work does indicate that if larger diameter TPRDs are to be used, then safety 
considerations for an unignited release in a covered car park should be further investigated and 
addressed.  
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ABSTRACT 

The paper is devoted to the study of peculiarities of flame dynamics in ultra-lean hydrogen-air mixtures in 
terrestrial gravity conditions. By means of numerical methods, it is shown that gas-dynamical flows, 
which develop due to buoyancy force exerted on hot combustion products, play a crucial role on the 
overall ultra-lean flame dynamics from the earliest stage after ignition and up to large-scale motion of the 
developed flame. Immediately after ignition convective flows determine the flame kernel stability. It is 
shown that despite the superadiabatic temperature of the flame products that is considered as one of the 
main stability factors of the ultra-lean flames in microgravity conditions the influence of convective flows 
on the ultra-lean flames in terrestrial gravity conditions can alter flammability limits from that measured 
in microgravity. On the other hand, the propagation dynamics of the stable flame kernels is also mainly 
determined by the buoyancy forces. Rising velocity of the flame kernel in the ultra-lean mixture occurs to 
be much greater than burning velocity and correlates well with estimations obtained for the bubble rising 
in liquid. Apart from the upward rising, the developed flame is shown to be expanding laterally so the 
complex large-scale flame structure is observed which could be a possible hazard of explosion and fire 
for many industrial environments. 

KEYWORDS: Ultra-lean flames, hydrogen safety, numerical modeling, flame ball. 

INTRODUCTION 

Abnormal leakage of flammable gases into the atmospheric air inside the confined chambers poses a 
serious threat of fire and explosion. The most dangerous conditions arise when the chamber volume 
is rather small so almost perfectly stirred stoichiometric composition of the combustible gas with 
the atmosphere is formed inside the chamber. In this case, accidental ignition can result in 
combustion wave propagating in such devastating regimes as fast deflagration or even detonation. 
However, in a real emergency situation stoichiometric composition of the combustible mixture is 
rarely observed. In case of low leakage rates of the flammable gas together with large room volume, 
formed combustible mixture could be of overall lean composition. Combustion of the lean mixtures, 
despite being less harmful compared to fast deflagration and detonation, can result in ignition of 
more chemically active substances or cause malfunction of equipment and have to be considered as 
a potential danger as well. Taking into account current developments aimed at deployment of 
hydrogen as a perspective environmentally friendly fuel and possible accidental scenarios on 
nuclear power plants involving hydrogen accumulation in the atmosphere under containment, it is of 
great importance to analyse details of flame propagation in lean hydrogen-air mixtures including 
ultra-lean compositions.   

Lean combustion is a subject for extensive experimental and theoretical studies in the last decades. 
Usually, those studies were performed in microgravity conditions that allowed obtaining significant 
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results on flammability limits and stabilization mechanisms of those flames [1]. However, features 
of the lean flames subjected to terrestrial gravity conditions are still poorly investigated and 
understood, despite it is of crucial importance for practical fire safety applications. The aim of the 
present paper is to analyse by means of numerical modelling lean hydrogen-air flame structure and 
stability under terrestrial gravity conditions. 

PROBLEM SETUP 

To understand features of flame dynamics in ultra-lean gaseous mixtures we consider the following 
problem setup (see Fig. 1). Semi-unconfined space is filled with the ultra-lean hydrogen-air mixture 
with 5-9 vol% hydrogen content (corresponding equivalence ratios φ = 0.125-0.235) at normal 
initial conditions (T = 300 K, p = 1 atm). Hydrogen-air mixtures are considered firstly due to a large 
amount of accumulated data on hydrogen combustion and secondly due to perspectives of hydrogen 
use as a green fuel. The bottom wall is isothermal and its temperature is equal to the initial ambient 
temperature of the mixture (Twall = 300 K). The numerical ignition of the mixture occurs near the 
bottom wall in the small region instantly “heated up” to 1500 K. Terrestrial gravity force is taken 
into account, gravity acceleration value g = 9.8 m/s2. For reference cases from the hydrogen 
concentration range 5–6 vol% the cell size of the Cartesian numerical grid was taken equal to 
0.2 mm, which is in convergence region for one-dimensional flame velocity tests carried out in 
advance. For the  richer concentration region (8–9 vol%) a finer grid (0.1 mm) was used. 

 

Fig. 1. Problem setup. 

Governing equations represent a gas-dynamical model in the low-Mach number approximation. 
According to the considered low-Mach number approximation, the pressure is represented as a sum 
of thermodynamic pressure, which is assumed to be constant, and dynamic component of pressure 
fluctuations. To determine dynamic pressure a Poisson equation is solved at each time step. 
Herewith the value of velocity divergence is calculated from the equation for energy, taking into 
account both energy change due to heat release and heat transfer and the energy change according to 
the equation of state. To achieve detailed description of the simulated processes the thermal 
conductivity, multicomponent diffusion, natural convection and energy release due to chemical 
transformations were taken into account. Specific heat capacities and enthalpies of formation are 
calculated using the JANAF tables [2]. Diffusion model is based on the zeroth-order Hirshfelder-
Curtiss approximation [3]. Mixture averaged transport coefficients were obtained from the first 
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principles of the gas kinetics theory [4]. Diffusion velocities were calculated taking into account the 
correction velocity approach proposed in [5]. Thermal diffusion and Soret effects were not 
incorporated into the model. Chemical kinetics was calculated according to the contemporary 
kinetic scheme [6]. 

RESULTS AND DISCUSSION 

Let us first analyze the stability of the flame ball subjected to the buoyancy force immediately after 
ignition. After the mixture is ignited near the isothermal wall the main mechanism of the 
combustion is the diffusion of the deficient reactant, which is hydrogen in our case, to the reaction 
zone. Stability of this diffusive flame is determined by the heat loss to the cold isothermal wall [7]. 
As combustion proceeds, hot combustion products become involved in upward motion by the 
buoyancy force. That motion determines the formation of gas-dynamical convective flow that 
consists of toroidal vortex located in the region related to the flame kernel (see Fig. 2). Gas-
dynamical vortical motion determines flame surface stretch and lateral extension. In the case of 6 
vol% (and richer) mixture, this surface stretch leads to the cap-shaped flame structure formation, 
whose further evolution will be discussed later. In less reactive 5 vol% hydrogen (and leaner) 
mixture flame stretch results in flame surface local breakup in the stagnation point near vicinity of 
the flame surface. Kinetic energy dissipation into heat within vortical structures defines local 
temperature increase in this area that supports flame kernels located near the center of vortical 
motion. However, spatial scales of these kernels are not enough to maintain stable combustion. So, 
the reaction quenches finally. 

 

Fig. 2. Flame structure for time instant 180 ms after ignition. (a) mixture with hydrogen content 6 vol%;  
(b) mixture with hydrogen content 5 vol%. Background is colored by OH concentration. 

One of the distinguishing features of the ultra-lean flame is the superadiabatic temperature of the hot 
combustion products which is due to the dominant diffusion mechanism of combustion. In 
microgravity conditions, the balance between the superadiabatic temperature of the flame on the one 
hand and heat losses, on the other hand, determines its stability. That defines lower lean 
flammability limit measured for ultra-lean flame balls than that predicted for planar adiabatic 
flames. The same mechanism is relevant for the flame in terrestrial gravity conditions where the 
temperature of ultra-lean flame combustion products is as well higher than adiabatic values. In 
terrestrial gravity conditions, an additional factor in the form of the flame stretch by the convective 
flows alters lower flammability limit, which however is still lower than that for the adiabatic flame 
(see Fig. 3). Thus flammability limit obtained for microgravity conditions in spherical symmetry is 
estimated as ~4 vol% H2, which is in good agreement with the leanest composition for which flame 
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balls were observed [1]. At the same time the flammability limit for the flame in terrestrial gravity is 
5.25-5.50 vol% H2 whereas adiabatic planar flame limit is 9 vol% H2.  

 

Fig. 3. Maximum temperature of the flame for various compositions of hydrogen-air mixture. Green line – Tc, 
crossover temperature; red line – Tmax for terrestrial gravity conditions; blue line – Tmax for microgravity 

conditions obtained from additional calculations in spherical symmetry; black line – Tmax for adiabatic flame. 
Dashed lines represent stable combustion limits for ultra-lean flames in microgravity conditions (dashed blue 
line), terrestrial gravity conditions (dashed red line) and freely propagating planar flame (dashed black line). 

 

Fig. 4. Ultra-lean hydrogen flame evolution. (a) 100 ms, (b) 350 ms, (c) 500 ms, (d) 800 ms, (c) 950 ms. 
Background is colored by temperature. Streamlines are illustrated by the solid lines with arrows. On figures (a), 

(b), (c) vorticity contours colored by the vorticity are also presented. 
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After the initial stage, if the flame overcomes stretch induced by convection (e.g. in a mixture with 
hydrogen content 6 vol% and richer), the upward propagation caused by the buoyancy force 
continues. At the same time, the flame area becomes larger (see Fig. 4 a,b). Cap-shaped flame 
structure evolves and undergoes several breakup events due to the lateral flame surface detachment 
in recirculation area behind the main flame core (see Fig. 4 c,d). However, detached flame kernels 
do not quench and rise with the main core in its thermal wake. Due to a higher temperature in the 
wake, these kernels sometimes even reconnect with the main flame core. All these processes 
determine complex large-scale structure of the stable developed flame ball (see Fig. 4 e) which 
consists of the main flame core and several stable flame kernels moving behind it. 

 

Fig. 5. Histories of the flame front leading point rising velocity (Sb) and curvature radius of the main flame core 
(Rc). Theoretically predicted terminal velocity for the closed bubble with curvature radius 62 mm shown by 

dash-dotted horizontal line. Dashed red lines represent approximations of the rising velocity on different stages 
of flame development. 

Evolution of the flame in the ultra-lean hydrogen-air mixture is similar to that of the gas bubble 
rising in liquid [8]. Gas-dynamical flows induced by the upward motion of the flame are also in 
good agreement with those developing during the bubble rising [9] and similar to the bubble with 
small values of the surface tension. In such a case high enough strain rates lead to the peripheral 
breakup of the flame structure [10]. Taking into account qualitative correspondence between two 
phenomena one can use theoretical estimations obtained for the closed bubble to describe flame-ball 
rising in the ultra-lean mixture under terrestrial gravity conditions. In particular, it is known that 

bubble achieves terminal rising velocity that can be estimated as 0.5bS gR= , where R is the 

curvature radius of the bubble [11]. Figure 5 shows histories of the rising velocity and the curvature 
radius of the main flame core measured near the symmetry plane. From Fig. 5 it is evident that 
flame core achieves terminal velocity Sb~38.9 cm/s, that is in a good agreement with theoretical 
estimation for bubble terminal velocity. It should be noted that flame core terminal velocity is much 
higher than combustion velocity in the mixture of the considered compound. 

CONCLUSIONS 

Convective gas-dynamical flows accompanying the process of flame evolution in ultra-lean 
hydrogen-air mixtures in terrestrial gravity conditions play a crucial role on every stage of the flame 
development. Immediately after ignition convective flows determine stretch of the flame surface 
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that in the case of the near limit flames can result in the local breakup of the flame and subsequent 
flame quenching despite the superadiabatic temperature of the combustion products. As a result, 
lean concentrations limit for the stable flame formation in terrestrial gravity occurs to be greater 
compared with that measured in microgravity conditions but still lower than the limit for the 
adiabatic planar flame. Further development of the flame is governed by the convective rise of the 
hot combustion products and lateral expansion due to vortical flows. Obtained structure of the ultra-
lean hydrogen-air flame represents the stable cap-shaped main core followed by the widely spread 
in space multi-kernel combustion zone. Stable large-scale structure of the flame propagating with 
the terminal velocity much greater than burning velocity in ultra-lean mixtures pose a threat for fire 
and explosion safety that should be taken into account in the development of safety measures. 
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